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Abstract We construct and examine an operator space X, isometric to �2, such that every completely
bounded map from its subspace Y into X is a compact perturbation of a linear combination of multiples
of a shift of given multiplicity and their adjoints. Moreover, every completely bounded map on X is a
Hilbert–Schmidt perturbation of such a linear combination.
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1. Introduction and the main result

In [8], Gowers and Maurey constructed a Banach space Xs such that any T ∈ B(Xs)
is a strictly singular perturbation of a Toeplitz operator. In this paper, we present a
similar construction in the operator space case. In fact, the space X constructed below
has certain additional properties. For instance, a linear operator on X is completely
bounded if and only if it is a Hilbert–Schmidt perturbation of a Toeplitz operator with
coefficients in a certain weighted �1 space.

Throughout the paper, we freely use standard operator space results and terminology.
The reader is referred to [6, 23] for more information. We work mainly with operator
spaces isometric to �2. The shift operator S ∈ B(�2) is defined by setting Sδi = δi+1 for
i ∈ N (throughout the paper, (δi)i∈N denotes the canonical basis in �2). For the sake of
brevity, we shall use the notation S−1 for S∗ (that is, S−1δ1 = 0, Sδi = δi−1 for i � 2).

Some additional notation will be used in the paper. We use Sp, 1 � p � ∞, to denote
a Schatten class of operators, while ‖ · ‖p is the corresponding norm. Throughout the
paper, C > 1 and m ∈ N are fixed. �1(C |j|, Z) denotes the weighted �1 space of all
sequences a = (aj)j∈Z, equipped with the norm ‖a‖w =

∑
j∈Z C |j||aj |. We define the

Toeplitz operator T̃a as

T̃a =
∑
j�0

ajS
mj +

∑
j<0

ajS
∗mj ∈ B(�2).

Our main result is the following theorem.
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Theorem 1.1. For every m ∈ N and C > 1 there exists an operator space X =
X(C, m), isometric to �2, such that the following conditions hold.

(i) (a) Any operator of the form T̃a + W ∈ B(X), with a ∈ �1(C |j|, Z) and W ∈ S2,
is completely bounded, with ‖T̃a + W‖cb � ‖a‖w + ‖W‖2.

(b) Conversely, every T ∈ CB(X) can be written as T = T̃a + W , with a ∈
�1(C |j|, Z), W ∈ S2, ‖W‖2 � γ‖T‖cb and ‖a‖w � 4‖T‖cb. Here, the con-
stant γ depends only on C and m.

(ii) If Y is an infinite-dimensional subspace of X, and T ∈ CB(Y, X), then T − T̃a is
compact for some a ∈ �1(C |j|, Z) satisfying ‖a‖w � 4‖T‖cb.

(iii) Any infinite-dimensional subspace of X fails the operator approximation property
(OAP).

(iv) K0(CB(X)) = Z ⊕ Z/mZ and K1(CB(X)) = {0}.

It is instructive to compare this statement with the results of Gowers and Maurey [8,
13,14]. For any m, they construct a Banach space Xs = Xs(m), equipped with a basis
(ei), such that

(1) the left and right shifts with respect to this basis, denoted by L and R, respectively,
are contractive, and

(2) for any T ∈ B(Y, Xs) (Y is a subspace of Xs), there exists a sequence (aj)j∈Z ∈
�1(Z) such that ∣∣∣∣

∥∥∥∥T −
( ∑

j�0

ajR
mj +

∑
j<0

ajL
−mj

)∣∣∣∣
∥∥∥∥ = 0.

Here, the semi-norm |‖W |‖ is described in terms the action of an operator W on block
bases in X, in a rather involved way. It is known that W is compact ⇒ |‖W |‖ = 0 ⇒ W

is strictly singular. However, we are not aware of any explicit descriptions of B(Xs). In
this way, Theorem 1.1 (ii) is similar to known results, and (i) is an improvement.

As noted above, the shift space of Gowers and Maurey has a basis; hence, it has the
approximation property. We do not know if this property is inherited by all of its infinite-
dimensional subspaces. Thus, (iii) underscores the difference between the classical and
non-commutative cases.

Finally, Theorem 1.1 (iv) is similar to an exercise following [13, Theorem 12.1], stating
that K0(CB(Xs)) = Z ⊕ Z/mZ and K1(CB(Xs)) = {0}.

Motivation for this paper comes in part from the work on representations of Banach
algebras as spaces of (completely) bounded maps. It was proved by Berkson and Porta [1]
that B(�p) (for p ∈ [1, 2)∪ (2,∞]) has no non-trivial representations on B(�2). Following
the work of Størmer [26], Neufang, Popa, Ruan, Smith and Spronk [16,24,25] recently
established that certain group algebras can be represented isometrically as subalgebras
of CB(B(H)), where H is a suitable Hilbert space. In fact, in many cases the group
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algebra can be identified with the algebra of module maps, satisfying certain continuity
properties.

We are interested in a similar problem: suppose that A is a unital Banach algebra and
π : A → B(H) is a unital representation. Can H be equipped with an operator space
structure X such that CB(X) consists of ‘small’ (usually, Hilbert–Schmidt) perturbations
of elements of π(A)? The study of this question begun in [21], where we gave a positive
answer when A is a hyperfinite von Neumann subalgebra of B(�2), and π is the identity
representation. In [19], we proved that the answer is positive when H = �2 ⊗2 �2, A is
a dual Banach algebra, and π = ρ ⊗ I�2 , where ρ : A → B(�2) is a contractive, unital,
weakly∗ continuous representation. A positive answer is given in [20] when A is the
bidual of the James quasi-reflexive space (viewed as a commutative Banach algebra).

In this paper, we consider the weighted convolution algebras �(C |j|, Γ ), where the
semigroup Γ is either Z or Z

+ = N ∪ {0} and C > 1. In other words, we work with the
set of (bi-)infinite sequences

(aj)j∈Γ =
∑
j∈Γ

ajδj ,

equipped with the norm ‖(aj)j∈Γ ‖w =
∑

j∈Γ C |j||aj |, and with the multiplication δs �

δt = δs+t for s, t ∈ Γ (see, for example, [4, § 4.6] for properties of such algebras). The
map ψ : �1(C |j|, Z) → B(�2) : δj 	→ Smj is not a representation, but ‘close to’, and
CB(X) consists of Hilbert–Schmidt perturbations of elements of ψ(�1(C |j|, Z)). In § 8 we
consider some faithful representations π : �(C|j|, Γ ) → B(H), where H is �2 or �2(Z). By
modifying the reasoning of §§ 2–7, we equip H with an operator space structure X(π) in
such a way that π : �(C|j|, Γ ) → CB(X(π)) becomes a complete isometry and, moreover,
CB(X(π)) = π(�(C|j|, Γ )) + S2. In Theorem 8.1, we list some properties of the spaces
X(π). These spaces do not seem to be as interesting as the space X = X(C, m), and
hence we mention them only briefly.

The rest of the paper is structured as follows. In § 2, we construct the space X =
X(C, m) (henceforth, this notation will be reserved for the operator space constructed
there), establish the groundwork for the rest of the paper and prove Theorem 1.1 (i) (a).
The key part is § 3, in which we show that for every T ∈ CB(Y, X) (here Y is a sub-
space of X) there exists a ∈ �1(C |j|, Z) such that T − T̃a is compact. Based on this,
we establish Theorem 1.1 (ii). In addition, we show that no coordinate subspace of X

has non-trivial completely bounded (c.b.) projections (Theorem 3.1), and that a subspace
Y ↪→ X is completely isomorphic to X if and only if dimX/Y is finite, and divisible by m

(Theorem 3.2). Consequently, the space X(C, 1) is completely prime (Corollary 3.3).
In § 4 we show that, for certain Z ↪→ X, for any T ∈ CB(Z, X) there exists a ∈

�1(C |j|, Z) such that T − T̃a is Hilbert–Schmidt. In particular, this happens when Z = X,
thus completing the proof of Theorem 1.1 (i). Moreover, any infinite-dimensional Y ↪→ X

contains an infinite-dimensional Z with the above property (Theorem 4.1).
Sections 5 and 6 are devoted to proving that infinite-dimensional subspaces of X fail

the OAP, and to computing the K-groups of CB(X) (parts (iii) and (iv) of Theorem 1.1,
respectively). In § 7 we establish some additional properties of the space X = X(C, m),
and its subspaces. We show that, for general Y ↪→ X, compact operators in CB(Y, X)
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may fail to be Hilbert–Schmidt, or have certain non-commutative properties analogous
to compactness (compare with Theorem 1.1 (i), stating that any compact T ∈ CB(X)
is Hilbert–Schmidt). Finally, in § 8 we present a version of our construction, involving
representations of weighted convolution algebras.

2. The construction of X(C, m)

In this section, we construct the space X = X(C, m) as in Theorem 1.1. Recall that,
by [21], there exists a family (Ei)∞

i=1 of finite-dimensional operator spaces such that

(i) Ei is isometric to �ni
2 for some ni ∈ N, and {i | ni = j} is infinite for any j ∈ N,

(ii) for any operator u : E∗
i → Ej , we have ‖u‖1/(4 + 2−i) � ‖u‖cb � ‖u‖1 if i = j,

‖u‖cb = ‖u‖2 if i 
= j.

Denote by K the space of compact operators on �2. Find a sequence of operators
ui : �2 → �ni

2 such that ‖ui‖2 = 1 and, for any ε > 0, n ∈ N, and for any u : �2 → �n
2

satisfying ‖u‖2 = 1, there exists i ∈ N, for which ni = n and ‖ui − u‖1 < ε. On the
Banach space level, we identify the range of ui with Ei described above.

We define the operator space X = X(C, m) as follows: for x ∈ �2 ⊗ K, let

U = {C−(p+q)SmpS∗mq | p, q ∈ N ∪ {0}},

‖x‖X⊗K = sup{‖(uiU ⊗ IK)x‖Ei⊗K | i ∈ N, U ∈ U}.

}
(2.1)

Clearly, X is an operator space (Ruan’s axioms are satisfied), X is isometric to �2 as a
Banach space and ‖Sm‖cb, ‖S∗m‖cb � C (S∗S = I, and hence a product of any number
of copies of S and S∗ in an arbitrary order can be written as SpS∗q, where p and q are
non-negative integers). Moreover, 2-summing operators with the range in X (and with
arbitrary domain) are completely bounded (see the following lemma).

Lemma 2.1. If Y is an operator space, and T : Y → X is a 2-summing operator, then
‖T‖cb � π2(T ). If Y is isometric to a Hilbert space, and T : Y → X is a Hilbert–Schmidt
operator, then ‖T‖cb � ‖T‖2.

Proof. By (2.1),

‖T‖cb = sup{‖uiUT‖cb | i ∈ N, U ∈ U} � sup{‖uiUT‖1 | i ∈ N, U ∈ U}.

By [9, Statement 4.5], ‖uiUT‖1 � ‖ui‖2‖U‖π2(T ) � π2(T ) for such i and U . Thus,
‖T‖cb � π2(T ). If Y is isometric to a Hilbert space, then π2(T ) = ‖T‖2 (see, for example,
[9, Statement 3.9]) and we are done. �

Thus, Theorem 1.1 (i) (a) has been established. To deal with the rest of the theorem,
we need to obtain lower estimates for c.b. norms of operators on X. The following lemma
is one of our main tools.
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Lemma 2.2. Suppose that Y is a subspace of X. Consider the operators T : Y → X,
u : X → �n

2 and v : �n
2 → Y , such that ‖u‖2 = 1 = ‖v‖. Let

c = sup{C−(p+q)‖uSmpS∗mqv‖1 | p, q ∈ N ∪ {0}}.

Then ‖T‖cb � ‖uTv‖1/(4 max{c, 1}).

Proof. Fix ε > 0. By construction, there exist infinitely many i ∈ N such that i > ε−1,
ni = n and ‖ui − u‖1 < ε (we identify �n

2 with Ei). We view u and v as maps from X to
Ei and from E∗

i to X, respectively. By (2.1),

‖v‖cb = sup{C−(p+q)‖ujS
mpS∗mqv‖cb | j ∈ N, p, q ∈ N ∪ {0}}.

If i = j, then

C−(p+q)‖ujS
mpS∗mqv‖cb � C−(p+q)(‖uSmpS∗mqv‖1 + ‖u − ui‖1) � c + ε

for any p, q ∈ N ∪ {0}. If j 
= i,

C−(p+q)‖ujS
mpS∗mqv‖cb � ‖ujS

mpS∗mqv‖2 � ‖uj‖2‖SmpS∗mq‖ ‖v‖ = 1.

Therefore, ‖v‖cb � max{c + ε, 1}.
By (2.1), ‖ui‖cb = 1, and therefore ‖u‖cb � ‖ui‖cb + ‖u − ui‖1 = 1 + ε. By the defini-

tion of Ei, ‖w‖cb � ‖w‖1/(4 + ε) for any w ∈ CB(E∗
i , Ei), and therefore

‖T‖cb � ‖uTv‖cb

‖u‖cb‖v‖cb
� ‖uTv‖1

(4 + ε)(1 + ε) max{c + ε, 1} .

However, ε can be chosen to be arbitrarily small. �

3. Extracting the Toeplitz part

The main goal of this section is to prove part (ii) of Theorem 1.1, namely, that every
element of CB(Y, X) (Y is a subspace of X) is a compact perturbation of the restriction
of a Toeplitz operator to Y . We also establish the following theorem.

Theorem 3.1. Suppose that Y is a coordinate subspace of X (that is, Y = span[δi |
i ∈ I] for some I ⊂ N), and P ∈ CB(Y ) is a projection. Then P has finite-dimensional
kernel or finite-dimensional range.

Theorem 3.2. Suppose that X ′ is a subspace of X of finite codimension and Y is a
subspace of X. Then X ′ is completely isomorphic to Y if and only if dim X/Y is finite,
and dim X/X ′ − dim X/Y is divisible by m.

Recall that an operator space Z is called completely prime if, for any projection P ∈
CB(Z), either ranP or ker P is completely isomorphic to Z.

Corollary 3.3. The space X(C, 1) is completely prime for any C > 1.
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Proof. By Theorem 3.1, any projection P ∈ CB(X(C, 1)) with infinite rank has finite-
dimensional kernel. By Theorem 3.2, ranP is completely isomorphic to X(C, 1). �

For the proofs, we need certain special orthonormal bases (ξi), modelled on lacunary
sequences, in the sense that 〈Smj1ξi1 , S

mj2ξi2〉 = 0 if i1 
= i2, and |j1|+ |j2| is sufficiently
small. More precisely, let α = 1

2 min{1, lnC}. For i ∈ N, let Ki = �i/α�. A sequence
(ξi)i∈N in �2 is called shift lacunary if it is normalized, and

(i) for each i ∈ N, supp ξi = {r ∈ N | 〈ξi, δr〉 
= 0} ⊂ [2m(Ki + 2),∞),

(ii) there exists a sequence of mutually orthogonal subspaces (Fi)i∈N of �2, such that
dim Fi = 2Ki + 1, and Smjξi ∈ Fi whenever |j| � Ki.

Note that the above definition implies that 〈ξi, ξk〉 = 0 if i 
= k. More properties of
shift lacunary sequences are mentioned below, in (3.1).

Proposition 3.4. Suppose that (Yn) is a sequence of infinite-dimensional subspaces
of �2. There then exists a shift lacunary sequence (ξn)n∈N, so that ξn ∈ Yn for any n.

Proof. Without loss of generality, we can assume that supp ξ ⊂ [2m(Ki + 2),∞)
whenever ξ ∈ Yi, i ∈ N.

We shall select a shift lacunary sequence (ξi) inductively. Pick an arbitrary norm-1
ξ1 ∈ Y1, and an arbitrary subspace F1 of �2, containing Smjξ1 for |j| � K1. Now suppose
that ξ1, . . . , ξn−1 and F1, . . . , Fn−1, satisfying the definition above, have been chosen, and
pick ξn and Fn. Pick an arbitrary norm-1 vector

ξn ∈ Yn ∩
( ⋃

|j|�Kn,
1�k�n−1

SmjFk

)⊥
.

Then supp ξn ⊂ [2m(Kn +2),∞), and 〈Smjξn, η〉 = 〈ξn, S−mjη〉 = 0 whenever |j| � Kn,
and η ∈ Fk for some k ∈ {1, . . . , n − 1}. To complete the construction, let Fn be an
arbitrary subspace of �2 of dimension 2Kn + 1, containing Smjξn whenever |j| � Kn,
and orthogonal to the spaces Fk for 1 � k � n − 1. �

We use shift lacunarity sequences to ‘localize’ the actions of Toeplitz operators T̃a.
Denote by Pi the orthogonal projection onto Fi. Observe that

SmpS∗mqξi = Sm(p−q)ξi if p + q � 2(Ki + 1),

(I − Pi)SmpS∗mqξi = 0 if p + q � Ki,

〈SmpS∗mqξi, ξk〉 = 0 if p + q � max{Ki, Kk}

⎫⎪⎬
⎪⎭ (3.1)

(here p and q are non-negative integers).
We begin by showing that ‘badly off-diagonal’ parts of operators can be neglected.

Lemma 3.5. Suppose that (ξi) is a shift lacunary normalized sequence in X(C, m) =
X, Z = span[ξi | i ∈ N] and T ∈ CB(Z, X). Then, in the above notation, W = T −∑∞

i=1 PiTPi|Z is a Hilbert–Schmidt operator, satisfying ‖W‖2 � 16‖T‖cb.
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Proof. For n ∈ N let Qn =
∑n

i=1 Pi. By Lemma 2.1, it suffices to show that

‖QnWQn|Z‖2 � 16‖T‖cb for any n.

A simple argument shows that

QnWQn = 4 · 2−n
∑

F⊂{1,2,...,n}
(Qn − PF )WPF = 4 · 2−n

∑
F⊂{1,2,...,n}

(Qn − PF )TPF ,

where PF =
∑

i∈F Pi. Thus, it remains to prove that, for any F , c � 4‖T‖cb, where
c = ‖(Qn − PF )TPF |Z‖2. Define an isometry v : �2(F) → Z by setting vei = ξi (the
vectors (ei)i∈F form the canonical basis of �2(F)). Find an operator u : X → �2(F) such
that ‖u‖2 = 1, u(Qn − PF ) = u and ‖u(Qn − PF )TPFv‖1 = c.

To estimate C−(p+q)‖uSpmS∗qmv‖1, observe that

‖uSpmS∗qmv‖1 �
∑
i∈F

‖uSpmS∗qmvei‖ =
∑
i∈F

‖u(Qn − PF )SpmS∗qmξi‖.

However, by (3.1), (Qn − PF )SmpS∗mqξi = 0 if p+ q � i/α. For other values of j, we use
the trivial estimate ‖u(Qn − PF )SmpS∗mqξi‖ � 1. Therefore,∑

i∈F
‖u(Qn − PF )SmpS∗mqξi‖ � |{i ∈ F | i < α(p + q)}| � 1 + α(p + q) � eα(p+q).

By our choice of α, C � e2α; hence, C−(p+q)‖uSmpS∗mqv‖1 � 1 for all values of p and q.
By Lemma 2.2, ‖T‖cb � 1

4c. �

Note that any c.b. map on the space Z is a Hilbert–Schmidt perturbation of a scalar
(see [21]).

Corollary 3.6. Suppose that Z is as in Lemma 3.5 and T ∈ CB(Z). There then exists
a Hilbert–Schmidt operator W ∈ B(Z), such that ‖W‖2 � 16‖T‖cb, and Λ = T − W is
a diagonal operator (that is, Λξi = λiξi for any i, with λi ∈ C).

Proof. Note that Tξj =
∑∞

i=1〈Tξj , ξi〉ξi for any j. By definition, Piξj = δijξj (δij is
Kronecker’s delta). Therefore,

∑∞
i=1 PiTPiξj = λjξj , where λj = 〈Tξj , ξj〉. Let Λ be the

diagonal operator on Z corresponding to (λj)j∈N, and note that Λ =
∑∞

i=1 PiTPi|Z . An
application of Lemma 3.5 completes the proof. �

Next we show that, for any n � 0, every T ∈ CB(Z, X) (with Z as above) can be
approximated ‘reasonably well’ by linear combinations of Smj , with |j| � n.

Lemma 3.7. Suppose a normalized sequence (ξi)i∈N is shift lacunary, and let Z =
span[ξi | i ∈ N]. For N ∈ N let ZN = span[ξi | i > N ]. Then for every T ∈ CB(Z, X) and
every n � 0 there exist complex numbers (aj)|j|�n, such that∑

j

|aj |C |j| � 4 inf
N

‖T |ZN
‖cb
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and

inf
N

∥∥∥∥
(

T −
∑

j

ajS
mj

)∣∣∣∣
ZN

∥∥∥∥ � 4C−(n+1) inf
N

‖T |ZN
‖cb.

Proof. By Lemma 3.5,
∑

i PiTPi|Z is a c.b. map, and T −
∑

i PiTPi|Z is Hilbert–
Schmidt. By Lemma 2.1,

inf
N

∥∥∥∥
(

T −
∑

i

PiTPi

)∣∣∣∣
ZN

∥∥∥∥
cb

� inf
N

∥∥∥∥
(

T −
∑

i

PiTPi

)∣∣∣∣
ZN

∥∥∥∥
2

= 0.

Therefore,

inf
N

‖T |ZN
‖cb = inf

N

∥∥∥∥
( ∑

i

PiTPi

)∣∣∣∣
ZN

∥∥∥∥
cb

.

Thus, it suffices to show that, for any T =
∑

i PiTPi|Z ∈ CB(Z, X) such that ‖T |ZK
‖cb <

1
4 for some K, we have infN>n cn,N � C−(n+1), where

cn,N = inf
{∥∥∥∥

( n∑
j=−n

ajS
mj − T

)∣∣∣∣
ZN

∥∥∥∥
∣∣∣∣

n∑
j=−n

|aj |C |j| � 1
}

.

Denote by PN the set of operators W : ZN → X such that Wξi ∈ Fi for any i > N (we
equip PN with the norm inherited from B(ZN , X)). By our assumption, T |ZN

∈ PN for
any N . Moreover, the definition of shift lacunarity implies that Smj |ZN

∈ PN if |j| � N .
Therefore, ( n∑

j=−n

ajS
mj − T

)∣∣∣∣
ZN

∈ PN for N � n.

It is easy to check that PN is a Banach space, which is isometric to the �∞ direct sum
(
⊕

i>N Fi)∞. Indeed, the ranges of the projections Pi are mutually orthogonal; hence,
the map Id : PN → (

⊕
i Fi)∞ : W 	→ (Wξi)i>N is an isometry.

Suppose, for the sake of contradiction, that infN cN,n > C−(n+1). There then exists
c > C−(n+1) such that T |ZN

/∈ Yn,N for any N > max{n, K}. Here, BPN
is the closed

unit ball of PN , ‘conv’ denotes the closed convex hull of a set, and

Yn,N = cCn+1 conv
(

C−(n+1)BPN
∪

{ n∑
j=−n

ajS
mj |ZN

∣∣∣∣
n∑

j=−n

|aj |C |j| � 1
})

.

By the Hahn–Banach theorem, there exists f0 ∈ P∗
N such that |f0(T |ZN

)| > c, and
|f0(W )| < c for any W ∈ Yn,N . Consequently, ‖f0‖ < 1, and |f0(Smj |ZN

)| < C|j|−n−1 if
|j| � n. By Helly’s theorem (or by the local reflexivity principle), there exists f ∈ (PN )∗
such that ‖f‖ < 1, and

f(Smj |ZN
) = f0(Smj |ZN

) if |j| � n

https://doi.org/10.1017/S0013091505000337 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091505000337


The operator shift space 237

(consequently, |f(Smj |ZN
)| < C|j|−n−1 for such j). Here, we identify (PN )∗ (a predual of

PN ) with (
⊕

i>N Fi)1. Thus, f = (ηi)i>N , with ηi ∈ Fi, and
∑

i>N ‖ηi‖ = ‖f‖ < 1. The
action of f on PN is defined by setting

f(W ) =
∑
i>N

〈Wξi, ηi〉 for W ∈ PN .

Find a sequence max{n, K} < N0 < N1 < N2 < · · · of positive integers and a sequence
(fk)∞

k=1 such that, for every k,

fk = (b2
i ηi)Nk−1

i=Nk−1
, where ηi ∈ Fi, ‖ηi‖ = 1, bi � 0,

Nk−1∑
i=Nk−1

b2
i < 1,

∣∣∣∣
Nk−1∑

i=Nk−1

b2
i 〈Tξi, ηi〉

∣∣∣∣ > c and
∣∣∣∣

Nk−1∑
i=Nk−1

b2
i 〈Smjξi, ηi〉

∣∣∣∣ < C|j|−n−1 when |j| � n.

Select M > C2(n+1), and define the operators v : �M
2 → ZN0 and u : X → �M

2 by setting

vek =
Nk−1∑

i=Nk−1

biξi and u∗ek =
1√
M

Nk−1∑
i=Nk−1

biηi

(as usual, (ei)M
i=1 is the canonical basis from �M

2 ). Then ‖u‖2 � 1 and ‖v‖ � 1. Moreover,

|〈uT |ZN0
vek, ek〉| =

1√
M

∣∣∣∣
Nk−1∑

i=Nk−1

b2
i 〈Tξi, ηi〉

∣∣∣∣ >
c√
M

for 1 � k � M ; hence, ‖uTv‖1 � c
√

M . It remains to estimate C−(p+q)‖uSmpS∗mqv‖1

(p, q � 0) from above. For p + q > n, we have

C−(p+q)‖uSmpS∗mqv‖1 � C−(p+q)
√

M � C−(n+1)
√

M.

If p + q � n, observe that, by (3.1),

√
M |〈uSmpS∗mqvek, ek〉| =

∣∣∣∣
Nk−1∑

i=Nk−1

b2
i 〈Sm(p−q)ξi, ηi〉

∣∣∣∣ < C|p−q|−n−1 � C(p+q)−n−1

for 1 � k � M . Also by (3.1), 〈uSmpS∗mqvek, e�〉 = 0 if k 
= �. Therefore,

‖uSmjv‖1 �
M∑

k,�=1

|〈uSmjvek, e�〉| � C−(n+1)
√

M.

By Lemma 2.2,

‖T |ZN0
‖cb >

c
√

M

4 max{C−(n+1)
√

M, 1}
>

1
4
,

which contradicts the assumption that ‖T |ZN0
‖cb < 1

4 . �
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Lemma 3.8. Suppose that Z and T are as in Lemma 3.7. There then exists a sequence
a ∈ �1(C |j|, Z) for which ‖a‖w � 4‖T‖cb, and T − T̃a|Z is compact.

Proof. Assume that ‖T‖cb < 1
4 . By Lemma 3.7, for every n ∈ N there exist complex

numbers (a(n)
j )n

j=−n and Nn ∈ N such that

n∑
j=−n

|a(n)
j |C |j| < 1 and

∥∥∥∥
( n∑

j=−n

a
(n)
j Smj − T

)∣∣∣∣
ZNn

∥∥∥∥ < C−(n+1)

(we keep the notation of Lemma 3.7). Without loss of generality, we can assume that
N1 < N2 < · · · .

For |j| > n, let a
(n)
j = 0, and regard a(n) = (a(n)

j )j∈Z as an element of �1(C |j|, Z), with
‖a(n)‖w < 1. By passing to a subsequence if necessary, we can assume that the sequence
(a(n)) converges weak∗ to a = (aj)j∈Z ∈ �1(C |j|, Z) (in other words, limn a

(n)
j = aj for

any j ∈ Z). Clearly, ‖a‖w � 1. Moreover, limn ‖T̃a − T̃a(n)‖ = 0. Indeed, fix ε > 0, and
find K ∈ N such that C−(K+1) < 1

3ε. Find M ∈ N such that |a(n)
j − aj | < ε/9K for

|j| � K and n � M . For such n,

‖T̃a − T̃a(n)‖ =
∥∥∥∥∑

j∈Z

(aj − a
(n)
j )Smj

∥∥∥∥
�

∑
|j|�K

|aj − a
(n)
j | +

∑
|j|>K

(|aj | + |a(n)
j |)

< (2K + 1)
ε

9K
+

2ε

3
< ε.

Therefore,

‖(T̃a − T )|ZN�
‖ � ‖T̃a − T̃a(�)‖ + ‖(T̃a(�) − T )|ZN�

‖ < ε + C−�

for � > max{K, M}. Thus, lim� ‖(T̃a − T )|ZN�
‖ = 0, and hence T − T̃a|Z is compact. �

Proof of Theorem 1.1 (ii). Suppose that Y is an infinite-dimensional subspace of X

and that T ∈ CB(Y, X) satisfies ‖T‖cb < 1
4 . First show that for every c > 0 there exists

a ∈ �1(C |j|, Z) such that ‖a‖w � 1, and limN ‖(T̃a − T )|YN
‖ � c (here YN = Y ∩ span[δi |

i � N ]). Indeed, suppose this is false for some c ∈ (0, 1). Find a sequence (a(n)) which
is dense in the unit ball of �1(C |j|, Z) and let T̃ (n) = T̃a(n) . For each n, Y contains
an infinite-dimensional subspace Yn such that ‖(T̃ (n) − T )ξ‖ > 1

2c for any ξ ∈ Yn. By
Proposition 3.4, there exists a shift lacunary sequence (ξi)i∈N such that ξi ∈ Yn whenever
i ∈ {2n−1, 3·2n−1, 5·2n−1, . . . }. Therefore, lim supi ‖(T̃a − T )ξi‖ � 1

2c whenever a belongs
to the unit ball of �1(C |j|, Z), which contradicts Lemma 3.8.

Thus, there exist a sequence of positive integers N1 < N2 < · · · and a sequence (a(n))
of elements of the unit ball of �1(C |j|, Z), such that ‖(T̃ (n) − T )|YNn

‖ < 2−n for any n ∈ N

(here, as before, T̃ (n) = T̃a(n)). Passing to a subsequence if necessary (see the proof of
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Lemma 3.8), we can assume the existence of a ∈ �1(C |j|, Z), such that ‖a‖w � 1, and
limn ‖T̃a − T̃ (n)‖ < 2−n. Therefore,

‖(T̃a − T )|YNn
‖ � ‖(T̃ (n) − T )|YNn

‖ + ‖T̃a − T̃ (n)‖ < 21−n

for any n ∈ N. Thus, T̃a|Y − T is compact. �

Remark 3.9. If Y is a coordinate subspace of X, then a as above is unique. Indeed,
if Y = span[δik

| k ∈ N], then aj = limk→∞〈Tδik
, δik+mj〉 for any j ∈ Z. For a generic

Y ↪→ X and T ∈ CB(Y, X), there may be more than one a ∈ �1(C |j|, Z) for which
T − T̃a|Y is compact (see § 7.2 for more details).

To prove Theorems 3.1 and 3.2, we follow in the footsteps of [8], and associate complex-
valued functions with members of CB(Y, X). To this end, identify �1(C |j|, Z) with the set
Y of those analytic functions f on the annulus A = {z ∈ C | C−1 � |z| � C}, whose Lau-
rent coefficients belong to �1(C |j|, Z). More precisely, for f ∈ Y we have f(z) =

∑
j ajz

j ,
with ‖(aj)‖w < ∞. Let ‖f‖Y = ‖(aj)‖w. Clearly, Y (equipped with pointwise multipli-
cation) is isometric, and algebraically isomorphic, to �1(C |j|, Z) with its convolution.

Suppose that Y is an infinite-dimensional coordinate subspace of X and that T ∈
CB(Y, X). By Theorem 1.1 (ii) and Remark 3.9, there exists a unique a = (aj)j∈Z ∈
�1(C |j|, Z) for which T − T̃a is compact. We construct a function φ(T ) ∈ Y by setting

φ(T )(z) =
∑

j

ajz
j for z ∈ A.

Note that, if Y1 and Y2 are infinite-dimensional coordinate subspaces of X, T1 ∈
CB(Y1, Y2) and T2 ∈ CB(Y2, X), then φ(T2T1) = φ(T1)φ(T2).

Thus, we can pass from CB(X) to the well-understood, commutative Banach algebra Y
(see [4, Chapter 4.6] for its properties). This allows us to investigate c.b. projections on,
and complete isomorphisms of, the space X.

Proof of Theorem 3.1. Suppose that Y is an infinite-dimensional coordinate sub-
space of X, T ∈ CB(Y ) and T 2 = T . Let f = φ(T ). By the reasoning above, f2 = f .
That is, f(z) = 0 or f(z) = 1 for any z ∈ A. However, f must be continuous, and hence
either f ≡ 0, or f ≡ 1. In the former case, T is compact, and hence ran T is finite dimen-
sional. In the second case, I − T is compact, and hence ran(I − T ) is finite dimensional.
Therefore, ker T is finite dimensional. �

Remark 3.10. As we show in § 7.1, the statement of Theorem 3.1 fails for non-co-
ordinate subspaces of X.

The next two lemmas allow us to prove a statement more general than Theorem 3.2.
These results will be used again to compute the K-groups of CB(X) in § 6.

Below, we define the direct sum Y ⊕ Z (Y and Z are operator spaces), for y ∈ Mn(Y )
and z ∈ Mn(Z), by setting

‖y ⊕ z‖Mn(Y ⊕Z) = max{‖y‖Mn(Y ), ‖z‖Mn(Z), ‖y ⊕ z‖Mn(MIN(Y
⊕

2 Z))},
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where MIN(E) denotes the Banach space E, equipped with its minimal operator space
structure. In the following, Y n stands for Y ⊕Y ⊕· · ·⊕Y (n times). If n = 0, we identify
Y n with {0}. B(Y n) is henceforth identified with Mn(B(Y )) (the space of n×n matrices
with entries in B(Y )) as a vector space. Similarly, we identify CB(Y n) with Mn(CB(Y )).

Lemma 3.11. Suppose that Y is an infinite codimensional subspace of Xn, n � 1.
Then no completely bounded map from Xn into Y has a bounded inverse.

Proof. An operator T ∈ CB(Xn) can be represented as an n×n matrix (T (pq))n
p,q=1,

whose entries are c.b. maps on X. By Theorem 1.1 (ii),

T (pq) = T̃a(pq) + W (pq),

with W (pq) compact, and

a(pq) = (a(pq)
j )j∈Z ∈ �1(C |j|, Z).

Denote the operator (T̃a(pq))n
p,q=1 by T̃a, where a = (aj)j∈Z, and aj = (a(pq)

j )n
p,q=1 is an

n × n matrix for any j; clearly, ∑
j∈Z

C |j|‖aj‖ < ∞.

Similarly, denote the operator (W (pq))n
p,q=1 by W .

Consider a function f = (IMn ⊗ φ)(T ) : A 	→ Mn. That is, f = (f (pq))n
p,q=1, with

f (pq) = φ(T (pq)) or, in other words,

f(z) =
∑

j

ajz
mj ,

where aj = (a(pq)
j )n

p,q=1 is an n × n matrix. Suppose first that det f(z) = 0 for some
z ∈ T = {ω ∈ C | |ω| = 1}. Fix ε > 0, and show that there exists a unit vector ξ ∈ Xn

with finite support, such that ‖T (I�n
2

⊗ S)�ξ‖ < ε for any � � 0 (here I�n
2

⊗ S ∈ B(Xn)
is defined via I�n

2
⊗ S(ξ1, . . . , ξn) = (Sξ1, . . . , Sξn) for ξ1, . . . , ξn ∈ X). This would imply

that T does not have a bounded inverse.
Denote by Mf the operator of multiplication by f , acting on �n

2 (L2(T)). By the density
of trigonometric polynomials, there exists

p(z) =
∑

|k|�N

bkzk, bk ∈ �n
2 ,

such that ‖p‖�n
2 (L2(T)) = 1, and ‖Mfp‖�n

2 (L2(T)) < 1
2ε. Let η =

∑
|k|�N bk ⊗ δk+N , and

note that ‖T̃a(I�n
2

⊗ S)�η‖ < 1
2ε for any � � 0. By the compactness of W , there exists

K � 0 such that ‖W (I�n
2

⊗ S)�η‖ < 1
2ε for any � � K. Let ξ = (I�n

2
⊗ S)Kη. Then

‖T (I�n
2

⊗ S)�ξ‖ < ε for any � � 0.
If det f does not vanish on T, then the operator T̃a is Fredholm (see [5, Chapter 1]

or [15]); hence, so is T = T̃a + W . In particular, dim(Xn/T (Xn)) < ∞. �
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Corollary 3.12. Suppose that X1 is a finite codimensional subspace of Xn, n � 1,
and Y is an infinite codimensional subspace of Xn. Then no completely bounded map
from X1 into Y has a bounded inverse.

Proof. Consider T ∈ CB(X1, Y ). Find a finite-dimensional E ↪→ Xn such that Xn =
span[E, X1] and E∩X1 = {0}. Find F ↪→ Xn such that dimE = dimF , and F ∩Y = {0}.
There then exists an invertible operator U : E → F . Let T ′ = TP + U(I − P ), where P

is a projection for which kerP = E, ranP = X1. Clearly, T ′ ∈ CB(Xn, span[Y, F ]). If T

has a bounded inverse, then so has T ′, which contradicts Lemma 3.11. �

Lemma 3.13. Suppose that n � 1, X1 and Y are subspaces of Xn and that
dim Xn/X1 < ∞. Then X1 is completely isomorphic to Y if and only if dim Xn/Y

is finite, and m divides dim Xn/X1 − dim Xn/Y .

Proof. By the construction of X (2.1), the operators Sm and S∗m are completely
bounded. Hence, any coordinate subspace of X is completely isomorphic to its subspaces
of codimension m, 2m, 3m, . . . . Since all subspaces of Xn of given (finite) codimension
are completely isomorphic, we have shown that X1 and Y are completely isomorphic if
dim Xn/X1 − dim Xn/Y is divisible by m.

Suppose, on the other hand, that X1 and Y are subspaces of Xn, that X1 is com-
pletely isomorphic to Y and that dimX/X1 < ∞. By Corollary 3.12, dimXn/Y < ∞.
Suppose, without loss of generality, that dimXn/X1 � dim Xn/Y , and T : X1 → Y is a
complete isomorphism. By adding a finite-rank operator if necessary (as in the proof of
Corollary 3.12), we can view T as a complete isomorphism from Xn onto its subspace of
finite codimension.

As in the proof of Lemma 3.11, consider a function f = (IMn
⊗ φ)(T ) : A 	→ Mn, cor-

responding to a ∈ Mn ⊗ �1(C |j|, Z). Then W = T − T̃a is compact. T is a Fredholm
operator of index K = dimX/X1 − dim X/Y , and hence so is T̃a. By [5] (or [15]), −K

is equal to the winding number of the function z 	→ det f(zm) around 0, which must be
divisible by m. �

Proof of Theorem 3.2. Apply the previous lemma with n = 1. �

4. When is T − T̃a Hilbert–Schmidt?

In the previous section, we showed that every c.b. map from Y to X (Y ↪→ X) is a
compact perturbation of a Toeplitz operator T̃a, with a ∈ �1(C |j|, Z). Below we show
that, for certain subspaces, this perturbation is actually Hilbert–Schmidt. In particular,
we establish this for Y = X (Theorem 1.1 (i) (b)). In addition, we prove the following
theorem.

Theorem 4.1. Any infinite-dimensional subspace Y of X has an infinite-dimensional
subspace Z such that any T ∈ CB(Z, X) can be written as T = T̃a|Z + W , with a ∈
�1(C |j|, Z), W ∈ S2, ‖W‖2 � 20

√
2‖T‖cb, and ‖a‖w � 4‖T‖cb. Moreover, such a Z can

be selected so that any T ∈ CB(Z) can be written as T = λIZ + W , with λ ∈ C,
W ∈ S2, ‖W‖2 � 700‖T‖cb and |λ| � ‖T‖. In fact, any infinite-dimensional Y contains
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an uncountable family of subspaces Z, which have the property described above, and are
not completely isomorphic to each other.

To do this, we need a definition.

Definition 4.2. A sequence (ξi)i∈N ⊂ X is called c-nice (here c � 1) if it is orthonor-
mal and, for any M ∈ N, any ε > 0 and any finite set (ηk)L

k=1 ∈ X, there exists
N0((ηk)L

k=1, ε, M) ∈ N with the property that, for every N � N0((ηk)L
k=1, ε, M), there

exists an orthogonal projection Q for which the following conditions apply.

(i) ‖QSmpS∗mqv‖2 � cCp+q for any p, q � 0. Here, v : �M
2 → span[ξi | i ∈ N] is defined

by setting vei = (ξi + ξi+N )/
√

2 (as usual, (ei)M
i=1 is the canonical basis for �M

2 ).

(ii) ‖Qηk‖ � (‖ηk‖ − ε)/
√

2 for 1 � k � L.

A subspace Y of X is called c-nice if it has a c-nice orthonormal basis.

Ubiquity of c-nice sequences will be proved below (Lemmas 4.4 and 4.8). First we
present a result underscoring their importance for this section.

Lemma 4.3. Suppose that Y is a c-nice subspace of X and that T ∈ CB(Y, X) is
compact. Then T is Hilbert–Schmidt, with ‖T‖2 � 4

√
2c‖T‖cb.

Proof. It suffices to show that, for every ε > 0 and M ∈ N,

‖T‖cb � 1
4c

( M∑
i=1

(‖Tξi‖ − ε)2

2

)1/2

, (4.1)

where (ξi) is a c-nice orthonormal basis in Y .
Taking N > N0((Tξi)M

i=1, ε, M) to be sufficiently large, and perturbing T slightly, we
can assume that Tξi+N = 0 for 1 � i � M . Let v be as in the definition of niceness, and
find u : X → �M

2 such that u = uQ, ‖u‖2 = 1 and

‖uQTv‖1 = ‖QTv‖2 =
( M∑

i=1

‖QTvei‖2
)1/2

�
( M∑

i=1

(‖Tξi‖ − ε)2

2

)1/2

.

By the definition of niceness again,

‖uSmpS∗mqv‖1 = ‖uQSmpS∗mqv‖1 � ‖QSmpS∗mqv‖2 � cCp+q.

An application of Lemma 2.2 establishes (4.1). �

Next we give examples of c-nice sequences. We say that a sequence (ξi)i∈N is regular if
it is normalized, shift lacunary, and there exists a sequence (αj)j�0 of complex numbers,
such that

|〈Smjξi, ξi〉 − αj | <
α2i

22i+4(1 + i/α)4
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if 1 � j � 2(1 + i/α) (here, as before, α = min{1, lnC}/2). Note that, for −1 � j �
−2(1 + i/α),

〈Smjξi, ξi〉 = 〈ξi, Smjξi〉 = 〈S−mjξi, ξi〉.

Therefore, defining α0 = 1 and αj = ᾱ−j for j < 0, we conclude that, for a regular
sequence, we have

|〈Smjξi, ξi〉 − αj | <
α2i

22i+4(1 + i/α)4
whenever |j| � 2(1 + i/α). (4.2)

Lemma 4.4. Every infinite-dimensional subspace of �2 contains a regular sequence.

Proof. Suppose that Y is an infinite-dimensional subspace of X. By Proposition 3.4,
it contains a shift lacunary sequence (ξi)i∈N. By a diagonalization argument (and passing
to a subsequence if necessary), we can assume that αj = limk〈Smjξi, ξi〉 exists for each
j > 0. Passing to a further subsequence, we can assure ourselves that the appropriate
bound for |〈Smjξi, ξi〉 − αj | holds if 1 � j � 2(1 + i/α). �

Lemma 4.5. Any regular sequence is 1-nice.

Proof. Suppose, for 1 � k � L, that ηk ∈ X, ‖ηk‖ = 1 and supp ηk ⊂ [1, N0]. We
shall show that, for any N > max{N0, M}, there exists an orthogonal projection Q such
that ‖Qηk‖ � ‖ηk‖/

√
2, and ‖QSmpS∗mqv‖2 � Cp+q for any p, q � 0 (as before, (ei)M

i=1
is the canonical basis for �M

2 , and vei = (ξi + ξi+N )/
√

2).
For 1 � i � M define the operators wi : �2Ki+1

2 → Fi and w′
i : �2Ki+1

2 → Fi+N by
setting wifj = Smjξi and w′

ifj = Smjξi+N (here Ki = �i/α�, (fj)Ki

j=−Ki
is an orthonor-

mal basis in �2Ki+1
2 , and F1, F2, . . . are as in § 3). Consider the polar decompositions

wi = UiAi and w′
i = U ′

iA
′
i, where Ui and U ′

i are isometries from �2Ki+1
2 into Fi and

Fi+N , respectively, and Ai = (w∗
i wi)1/2, A′

i = (w′∗
i w′

i)
1/2 act on �2Ki+1

2 .
Now observe that, for −Ki � j, k � Ki,

〈w∗
i wifk, fj〉 = 〈wifk, wifj〉 = 〈Smkξi, S

mjξi〉,

and therefore, w∗
i wi =

∑n
j,k=1〈Sm(k−j)ξi, ξi〉Ejk (here Ejk is the matrix with 1 on the

intersection of the jth row and kth column, and zeros elsewhere). A similar expansion
can be written for w′∗

i w′
i. By (4.2),

|〈Sm(k−j)ξi, ξi〉 − 〈Sm(k−j)ξi+N , ξi+N 〉|
� |〈Sm(k−j)ξi, ξi〉 − αk−j | + |〈Sm(k−j)ξi+N , ξi+N 〉 − αk−j |

<
α2i

22i+3(1 + i/α)4

for such k and j, and hence

‖w∗
i wi − w′∗

i w′
i‖2

2 �
Ki∑

j,k=0

|〈Sm(k−j)ξi, ξi〉 − 〈Sm(k−j)ξi+N , ξi+N 〉|2 � α4i

24i+6K2
i

.
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Moreover, ‖w∗
i wi + w′∗

i w′
i‖ � 2(2Ki + 1), and therefore, by [2, Theorem X.2.3],

‖Ai − A′
i‖2 � ‖w∗

i wi − w′∗
i w′

i‖ ‖w∗
i wi + w′∗

i w′
i‖ �

(
α

2

)2i

.

Now let Gi = span[(Ui + U ′
i)Aifj | −Ki � j � Ki] and G = span[G1, . . . , GM ]. Note

that Gi ↪→ Fi + Fi+N , and hence the spaces Gi are mutually orthogonal. We claim
that the orthogonal projection Q, whose kernel is precisely G, satisfies the definition of
1-niceness. First note that any ξ ∈ G can be written as ξ = ξ1+ξ2, with ξ1 ∈ F1+· · ·+FM ,
ξ2 ∈ FN+1 + · · · + FN+M , and ‖ξ1‖ = ‖ξ2‖ = ‖ξ‖/

√
2. By the choice of N , 〈ηk, ξ2〉 = 0

for 1 � k � L, and hence ‖ηk − ξ‖ � ‖ηk‖/
√

2 for any ξ ∈ G. Thus, ‖Qηk‖ � ‖ηk‖/
√

2.
Next we estimate

‖QSmpS∗mqv‖2
2 =

M∑
i=1

‖QSmpS∗mqvei‖2 = 1
2

M∑
k=1

‖QSmpS∗mq(ξi + ξi+N )‖2.

For i < α(p + q), we trivially have ‖QSmpS∗mq(ξi + ξi+N )‖ �
√

2. For i � α(p + q), let
j = p − q, and observe that

SmpS∗mqξi = Smjξi = UiAifj and SmpS∗mqξi+N = Smjξi+N = U ′
iA

′
ifj .

Moreover,

(Ui + U ′
i)Aifj = (UiAifj + U ′

iA
′
ifj) + U ′

i(Ai − A′
i)fj

= SmpS∗mq(ξi + ξi+N ) + U ′
i(Ai − A′

i)fj ∈ G = ker Q.

Hence, QSmpS∗mq(ξi + ξi+N ) = −QU ′
i(Ai − A′

i)fj and

‖QSmpS∗mq(ξi + ξi+N )‖ � ‖Ai − A′
i‖ <

(
α

2

)i

.

Thus, for any p, q � 0,

2‖QSmpS∗mqv‖2
2 =

∑
i�α(p+q)

‖QSmpS∗mq(ξi + ξi+N )‖2

+
∑

i<α(p+q)

‖QSmpS∗mq(ξi + ξi+N )‖2.

By the above,∑
i<α(p+q)

‖QSmpS∗mq(ξi + ξi+N )‖2 � 2|{i ∈ N ∪ {0} | i < α(p + q)}|

�
{

2(1 + α(p + q)), p + q � 1,

0, p = q = 0,

and ∑
i�α(p+q)

‖QSmpS∗mq(ξi + ξi+N )‖2 <

∞∑
i=
α(p+q)�

(
α

2

)i

< α.
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Therefore,
2‖QSmpS∗mqv‖2

2 � 2(1 + 2α(p + q)) � 2e2α(p+q) � 2Cp+q

for any p, q � 0. Thus, the sequence (ξi) is 1-nice. �

Remark 4.6. The proof of Lemma 4.5 actually yields a stronger result: suppose that
(ξi) is a regular sequence. Then for any (ηk)L

k=1 ⊂ X, M ∈ N and ε > 0, there exist
N ′

0((ηk)L
k=1, ε, M) such that for any N � N ′

0((ηk)L
k=1, ε, M) and for λ ∈ C with |λ| = 1

there exists an orthogonal projection Qλ for which ‖Qληk‖ > (‖ηk‖ − ε)/
√

2 whenever
1 � k � L and ‖QλSmpS∗mqvλ‖2 � Cp+q. Here, the operator vλ : �M

2 → span[ξi | i ∈ N]
is defined by setting vλei = (ξi + λξi+N )/

√
2. Indeed, in the notation of the lemma, we

let Qλ be the projection with the kernel span[(Ui + λU ′
i)Aifj | 1 � i � M, |j| � Ki]. The

proof of Lemma 4.5 shows that Q1 satisfies the above conditions. The case of a general
λ is dealt with in the same manner.

Proof of Theorem 4.1. By Lemma 4.4, every infinite subspace Y of X contains a
regular sequence (ξi)i∈N. Let Z = span[ξi | i ∈ N], and consider T ∈ CB(Z, Y ) satisfying
‖T‖cb < 1

5 . By Theorem 1.1 (v), there exists a ∈ �1(C |j|, Z) such that W = T − T̃a is com-
pact, and ‖a‖w < 4

5 . Consequently, ‖W‖cb < 1. By Lemmas 4.3 and 4.5, ‖W‖2 < 4
√

2.
Now consider T1 ∈ CB(Z), with ‖T1‖cb < 1

85 . By Lemma 3.6, there exists a diagonal
operator T ∈ CB(Z) (that is, Tξi = λiξi for any i ∈ N) such that ‖T‖cb < 1

5 and
‖T − T1‖2 < 16

85 . As above, there exists a = (aj)j∈Z ∈ �1(C |j|, Z) such that ‖a‖w < 1 and
‖W‖2 < 4

√
2, where W = T − T̃a|Z . Let c =

∑
j∈Z ajαj , where (as in the definition of

regularity) αj = limi〈Smjξi, ξi〉. Clearly, the sum above converges, and |c| � ‖a‖w < 1.
We shall show that cIZ − T̃a|Z is a Hilbert–Schmidt operator. Indeed, for any i,

λi = 〈Tξi, ξi〉 =
∑
j∈Z

aj〈Smjξi, ξi〉 + ci,

where ci = 〈Wξi, ξi〉. However,

|〈Smjξi, ξi〉 − αj | <
α2i

22i+4(1 + i/α)4

for |j| � Ki, while for other values of j we have |〈Smjξi, ξi〉 − αi| � 2. Therefore,

|λi − c| �
∑
j∈Z

|aj ||〈Smjξi, ξi〉 − αj | + |ci|

�
Ki∑

j=−Ki

|aj |
α2i

22i+4(1 + i/α)4
+ 2

∑
|j|>Ki

|aj | + |ci|.

However,
∑

j∈Z C |j||aj | � 1, and hence
∑

|j|>Ki
|aj | � C−(Ki+1) � C−i/α. On the other

hand,
∑Ki

j=−Ki
|aj | � 1. Hence, by definition of α,

|λi − c| � α2i

22i+4(1 + i/α)4
+ 2C−i/α + |ci| � 1

24i+4 + 2e−2i + |ci| < 2.1e−2i + |ci|.
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Therefore,

‖T − cIZ‖2
2 =

n∑
i=1

|λi − c|2 �
n∑

i=1

(2.1e−2i + |ci|)2 < 2
n∑

i=1

(4.5e−4i + |ci|2).

We have
∑

i |ci|2 � ‖W‖2
2 < 32, and hence ‖T − cIZ‖2 <

√
64 + 9/(e4 − 1), and

‖T1 − cIZ‖2 � ‖T − cIZ‖2 + ‖T1 − T‖2 �
√

64 +
9

e4 − 1
+

16
85

<
700
85

.

Finally, |c| = lim sup |〈T1ξi, ξi〉| � ‖T1‖.
We next modify our proof to show that Y contains uncountably many subspaces Z

with the above properties. For each infinite F ⊂ N, let ZF = span[ξi | i ∈ F ]. Any
subsequence of a regular sequence is regular, and hence CB(ZF , X) and CB(ZF ) are as
in the statement of the theorem.

It is well known (see, for example, [21]) that there exists an uncountable family I
of subsets of N such that F∆G is infinite if F and G are distinct members of I. We
shall show that ZF and ZG are not completely isomorphic to each other. Indeed, suppose
positive integers p1 < p2 < · · · are such that {p1, p2, . . . } = F \ G. We shall show that
no T ∈ CB(ZF , ZG) has a bounded inverse.

Indeed, write T =
∑

j∈Z ajS
mj + W , where

∑
j∈Z C |j||aj | < ∞ and W ∈ S2. Let P be

the orthogonal projection onto ZG . For each i, we have

Tξpi
= PTξpi =

∑
j∈Z

ajPSmjξpi + PWξpi .

The sequence (ξi) is shift lacunary. Hence, Smjξpi is orthogonal to ξk whenever pi 
= k,
and |j| � Kpi . In this case, Smjξpi is orthogonal to ZG or, in other words, PSmjξpi = 0.
As Kpi � i for i > i0, we have

lim
i

‖Tξpi‖ � lim
i

( ∑
|j|>i

|aj | + ‖Wξpi‖
)

= 0

(here we use the compactness of W ). Thus, T is not invertible. �

Remark 4.7. In fact, we have shown that the spaces ZF and ZG are not semi-
isomorphic (in the sense of [22]).

Coordinate subspaces of X give rise to a class of c-nice sequences. We say that an
increasing sequence of positive integers (ni) is self-repeating if, for any N0 ∈ N, there
exist N, K > N0 such that ni+N = ni + K whenever 1 � i � N0.

Lemma 4.8. Suppose an increasing sequence (ni) is self-repeating. Then the sequence
of coordinate vectors (δni)i∈N is γ1-nice, where

γ1 = γ1(C, m) = max
{

1, sup
j∈N

√
mj√
2Cj

}
� max

{
1,

√
m

2
√

e lnC

}
.
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Proof. Suppose that η ∈ X and supp ηk ∈ [1, N1] for 1 � k � L. Find N2 such that
CN2 >

√
M . Find N, K > max{nM + mN2, N1} so that ni+K = ni + N for 1 � i � M .

Let Q be the orthogonal projection with the kernel G = span[δk + δk+K | 1 � k � N ].
As in the proof of Lemma 4.5, we conclude that ‖Qηk‖ � ‖ηk‖/

√
2 for 1 � k � L.

It remains to estimate ‖QSmpS∗mqv‖2. If p + q > N2, then

‖QSmpS∗mqv‖2 � ‖v‖2 =
√

M � CN2 � γ1C
p+q.

If p + q < N2, use the equality

2‖QSmpS∗mqv‖2
2 = 2

M∑
i=1

‖QSmpS∗mqvei‖2 =
M∑
i=1

‖QSmpS∗mq(δni + δni+N
)‖2.

If mq � ni, then S∗mqδni = 0, and hence ‖QSmpS∗mq(δni + δni+N
)‖ � 1. Otherwise,

SmpS∗mq(δni
+ δni+N

) = δni+m(p−q) + δni+N+m(p−q) ∈ G,

and QSmpS∗mq(δni
+ δni+N

) = 0. Therefore,

2‖QSmpS∗mqv‖2
2 � |{i ∈ N | mq � ni}| � mq � m(p + q).

By our choice of γ1, ‖QSmpS∗mqv‖2 �
√

1
2m(p + q) � γ1C

p+q. �

Proof of Theorem 1.1 (i), (ii). Consider T ∈ CB(X). By the proof of Theo-
rem 1.1 (ii), and by Remark 3.9, there exists a unique a ∈ �1(C |j|, Z) such that ‖a‖w �
4‖T‖cb, and T − T̃a is compact. By Lemma 4.8 (applied to the sequence ni = i), we
conclude that ‖T − T̃a‖2 � 4

√
2γ1‖T − T̃a‖cb � 20

√
2γ1‖T‖cb. �

Remark 4.9. Observe that N contains uncountably many self-repeating sequences.
To see this, call an infinite subset of N self-repeating if the corresponding sequence is self-
repeating. Suppose that F is a subset of B = {10n | n ∈ N}. Let F1 = F∪(F∩[1, 10]+30)
and, for n � 2, Fn+1 = Fn ∪ (Fn ∩ [1, 10n] + 3 · 10n). Then the set F ′ =

⋃
n∈N Fn is

self-repeating (indeed, F ′ ∩ [1, 10n] + 3 · 10n = F ′ ∩ [1 + 3 · 10n, 4 · 10n] for every n ∈ N),
and F ′ ∩ B = F . Thus, F 	→ F ′ is an injection from 2B to the family of self-repeating
sets.

For a self-repeating set F , let YF = span[δi | i ∈ N]. If F and G are subsets of B,
and |F∆G| = ∞, then, arguing as in the last part of Theorem 4.1, we conclude that
YF ′ and YG′ are not completely isomorphic. Thus, X contains an uncountable family of
coordinate subspaces that are not completely isomorphic to each other.

5. Failure of the OAP

Proof of Theorem 1.1 (iii). Suppose that Y is an infinite-dimensional subspace Y

of X. By Lemma 4.4, Y contains a regular sequence (ξi). Select N � 21. For every
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n � N and s = ±1 there exists r = r(n, s) such that nr = dimEr = 2n+1, and
‖ur − wns‖1 < 2−(n+1), where wns : X → Er is defined by

wnsξ = 2−(n+1)/2
2n∑
i=1

〈ξ, ξi + sξi+2n〉ei for any ξ ∈ X

(here (ei)2
n

i=1 is the canonical basis for Er). Define vns : E∗
r → Z by letting vnsei =

(ξi − sξi+2n)/
√

2. We show first that ‖vns‖cb � 1. Indeed, by (2.1) (see the proof of
Lemma 2.2),

‖vns‖cb � max
{

1, sup
p,q�0

C−(p+q)‖urS
mpS∗mqvns‖1

}
� max

{
1, sup

p,q�0
C−(p+q)(‖wnsS

mpS∗mqvns‖1 + ‖ur − wns‖1)
}

. (5.1)

However,

2‖wnsS
mpS∗mqvns‖1 � 2

2n∑
k,�=1

|〈wnsS
mpS∗mqvnsek, e�〉|

=
2n∑

k,�=1

|〈(ξk + sξk+2n), SmpS∗mq(ξ� − sξ�+2n)〉|v

�
2n∑
i=1

|〈ξi, S
mpS∗mqξi〉 − 〈ξi+2n , SmpS∗mqξi+2n〉|

+
∑

k �=�, 1�k,��2n+1

|〈ξk, SmpS∗mqξ�〉|. (5.2)

Using the definition of regularity as in the proof of Lemma 4.5, and recalling that α � 1
2 ,

we conclude that

|〈ξi, S
mpS∗mqξi〉 − 〈ξi+2n , SmpS∗mqξi+2n〉| � α2i

22i+3(1 + i/α)4
<

1
24i+3

if max{p, q} � 2(1 + i/α). Thus,

2n∑
i=1

|〈ξi, S
mpS∗mqξi〉 − 〈ξi+2n , SmpS∗mqξi+2n〉|

�

α(p+q)/2�∑

i=1

(|〈ξi, S
mpS∗mqξi〉| + |〈ξi+2n , SmpS∗mqξi+2n〉|)

+
2n∑

i=
α(p+q)/2�+1

|〈ξi, S
mpS∗mqξi〉 − 〈ξi+2n , SmpS∗mqξi+2n〉|

� α(p + q) +
2n∑
i=1

1
24i+3 < α(p + q) + 1

100 .
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On the other hand, by (3.1), 〈ξk, SmpS∗mqξ�〉 = 0 if p + q � max{k, �}/α, and hence∑
k �=�, 1�k,��2n+1

|〈ξk, SmpS∗mqξ�〉| � |{(k, �) | k 
= �, max{k, �} < α(p + q)}| < (α(p + q))2.

Thus, by (5.2),

‖wnsS
mpS∗mqvns‖1 � 1

2 ( 1
100 + α(p + q) + (α(p + q))2),

and therefore, by (5.1),

‖vns‖cb � max
{

1, sup
p,q�0

1
2C−(p+q)(1 + α(p + q) + (α(p + q))2)

}
= 1,

since 1 + α(p + q) + (α(p + q))2 � (1 + α(p + q))2 � e2α(p+q) � C(p+q).
If Y has the OAP, there exists, by [21, Lemma 6.1], a finite-rank map T : Z → Y such

that Tξi = ξi for 1 � i � 2N and ‖Tvns‖cb � 2n/4−4 for any n � N and s = ±1. By the
above, ‖vns‖cb � 1 and, moreover, ‖wns‖cb � ‖ur − wns‖1 + ‖ur‖cb < 8

7 . Thus,

‖wnsTvns‖1 � 5‖wnsTvns‖cb < 7‖Tvns‖cb < 2n/4−1,

and therefore

2n/2+1
2n∑
i=1

|〈wnsTvnsei, ei〉|

=
2n∑
i=1

|〈Tξi, ξi〉 − 〈Tξi+2n , ξi+2n〉 + s(〈Tξi, ξi+2n〉 − 〈Tξi+2n , ξi〉)|

� 2n/2+1‖wnsTvns‖1 � 23n/4.

Averaging over s, we obtain

2n/2
2n∑
i=1

|〈wn,+1Tvn,+1ei, ei〉 + 〈wn,−1Tvn,−1ei, ei〉|

=
2n∑
i=1

|〈Tξi, ξi〉 − 〈Tξi+2n , ξi+2n〉| � 23n/4.

Let An = Re
∑2n

i=1〈Tξi, ξi〉. Then AN = 2N and, by the triangle inequality, An+1 �
2An − 23n/4. It is easy to show by induction that An > 3 · 2n−2 +7 · 23n/4 for any n � N .
On the other hand, supn An � ‖T‖1 < ∞: a contradiction. �

6. K-theory of CB(X(C, m))

In this section, we prove Theorem 1.1 (iv). First, recall the basics. Suppose that A is a
Banach algebra. We denote by Mn(A) the algebra of n×n matrices with entries from A,
with obvious multiplication. For ai ∈ Mni

(A), i = 1, 2, we denote by a1 ⊕a2 the element(
a1 0
0 a2

)
∈ Mn1+n2(A).
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To define the K-groups, first assume that A has identity I. For n ∈ N, IPn(A) denotes
the set of idempotents (or projections) in Mn(A). For k < n, we view IPk(A) as a subset
of IPn(A), by identifying p ∈ IPk(A) with p ⊕ 0(n−k) ∈ IPn(A) (here and below, 0(s)

stands for the zero element of Ms(A)). We let IP∞(A) =
⋃

n∈N IPn(A).
We say that p, q ∈ IPn(A) are algebraically equivalent (p ∼a q) if there exist u, v ∈

Mn(A) satisfying vu = p, uv = q. p and q are 0-equivalent (p ∼0 q) if p ⊕ I(k) ∼a q ⊕ I(k)

for some k � 0 (here I(k) is the element of Mk(A) consisting of k copies of I on the
diagonal and zeros elsewhere). Equivalently, p ∼0 q if p⊕r ∼a q⊕r for some r ∈ IP∞(A).

The 0-equivalence class of p ∈ IP∞(A) is denoted by [p]0. Following [3, § 5], we intro-
duce the (abelian) group K0(A) as the set of all differences [p]0−[q]0, with p, q ∈ IP∞(A).
The equality [p]0 − [q]0 = [p′]0 − [q′]0 holds if p ⊕ q′ ∼0 p′ ⊕ q. Addition is defined by
[p]0 + [q]0 = [p ⊕ q]0, and [0]0 serves as the neutral element of this group.

To define the group K1(A), consider the set GLn(A) of all invertible elements of
Mn(A). For � < n, identify U ∈ GL�(A) with U ⊕ I(n−�) ∈ GLn(A). Let GL∞(A) =⋃

n GLn(A). We say that U ∈ GL�(A) and V ∈ GLn(A) are homotopically equivalent
(U ∼1 V , or U ∼h V ) if, for some k � max{�, n}, there exists a continuous path
h : [0, 1] → GLk(A) such that h(0) = U ⊕ I(k−�) and h(1) = V ⊕ I(k−n). [U ]1 denotes
the equivalence class of U . The abelian group K1(A) is generated by the set of equivalence
classes GL∞(A)/ ∼1, equipped with the addition [U ]1 + [V ]1 = [U ⊕ V ]1 and with the
neutral element [I]1.

If A is a non-unital Banach algebra, denote by A� its unitization, with the identity I.
s : A� → C denotes the scalar map: s(a+λI) = λ, for any a ∈ A and λ ∈ C. sn stands for
IMn ⊗ s (viewed as a map from Mn(A�) to Mn). Clearly, if a ∈ Mn(A�) is an idempotent
(or invertible), then so is sn(a) ∈ Mn. The K-groups of A can be described as follows:
K1(A) = K1(A�), and K0(A) is the subgroup of K0(A�) generated by [p]0 − [sn(p)]0, for
p ∈ IPn(A�).

Now suppose that π is a bounded algebraic homomorphism between Banach algebras
A and B. Clearly, IMn ⊗ π maps idempotents (and, in the case of unital algebras, invert-
ible elements) of Mn(A) into idempotents (respectively, invertible elements) of Mn(B).
Attaching the unit if necessary, we define the group homomorphisms K�(π) : K�(A) →
K�(B) : [a]� 	→ [IMn ⊗ π(a)]� for � = 0, 1 and appropriate a ∈ Mn(A).

The reader is referred to [3, 13] for more information on the K-theory for Banach
algebras. Applications of K-theory to algebras of bounded operators can be found in
[11,13,28]. We quote some specific results later on.

By Theorem 1.1 (i), we have a short exact sequence

0 → S2
i−→ CB(X)

φ−→ Y → 0, (6.1)

where Y is the algebra of analytic functions on the annulus A with coefficients in
�1(C |j|, Z), i is the natural injection and φ is the quotient map. In fact, φ was described
explicitly in the paragraphs following Remark 3.9. There, we observed that for any T ∈
CB(X) there exist unique a = (aj)j∈Z ∈ �1(C |j|, Z) and W ∈ S2 for which T = T̃a + W .
We defined the function φ(T ) by setting, for z ∈ A, φ(T )(z) =

∑
j∈Z ajz

j . Moreover, it
was observed that φ is an algebraic isomorphism, that is, φ(T1T2) = φ(T1)φ(T2).
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We first calculate the K-groups of the algebras S2 and Y, and then use Bott periodicity
[3, Chapter 9] to prove Theorem 1.1 (iv).

To deal with Y, observe that idempotents of Mn(Y) are precisely those functions
f : A → Mn whose entries belong to Y and such that f(z) is a projection (not necessarily
self-adjoint) for any z ∈ A. For f ∈ IPn(Y) define rank f = rank f(z) (clearly, the latter
does not depend on the choice of z ∈ A).

To classify the equivalence classes of f ∈ GLn(Y), observe that, since the Banach
algebra Y is commutative, f ∈ Mn(Y) is invertible if and only if det f is an invertible
element of Y. By [4, Theorem 4.6.12], the spectrum of Y is identified with A via the
evaluation map. Thus, f ∈ Mn(Y) is invertible if and only if det f does not vanish
anywhere on A.

If g ∈ Y does not vanish on A, denote by wind g the winding number of the function
T → C : z 	→ g(rz), C−1 � r � C, around 0. By continuity, this winding number does
not depend on r.

Lemma 6.1.

(a) The group K1(Y) is homomorphic to Z, via [f ]1 	→ − wind det f , f ∈ GLn(Y).

(b) The group K0(Y) is homomorphic to Z, via [f ]0 	→ rank f , f ∈ IPn(Y).

Proof. First we tackle (a). It is well known in K-theory that K1(C(T)) = Z,
with the group homomorphism given by [f ]1 	→ − wind det f for f ∈ GLn(C(T))
(this follows, for instance, from [10, Proposition 8.3.1]). Moreover, the restriction map
j : C(A) → C(T) : f 	→ f |T determines a group homomorphism between K1(C(A)) and
K1(C(T)). Indeed, suppose f ∈ GLn(C(A)) is such that there exists a continuous map
Φ : [0, 1] → GLn(C(T)) such that Φ(0) = jf and Φ(1) = 1Mn

(that is, Φ(1)(z) = IMn
for

any z ∈ T). Define the maps Φ1, Φ2 : [0, 1] → GLn(C(A)), for t ∈ [0, 1] and z ∈ A, by
setting Φ1(t)(z) = Φ(t)(z/|z|) and

Φ2(t)(z) =

⎧⎪⎨
⎪⎩

f(z), tC−1 + (1 − t) � |z| � tC + (1 − t),

f(z(tC−1 + (1 − t))/|z|), C−1 � |z| < tC−1 + (1 − t),

f(z(tC + (1 − t))/|z|), tC + (1 − t) < |z| � C.

Clearly, both Φ1 and Φ2 are continuous, Φ1(1) = 1Mn (as a function on A), Φ2(1) = f

and Φ1(0) = Φ2(0).
This shows that f and g lie in the same connected component of GLn(C(A)) if and

only if jf and jg lie in the connected component of GLn(C(T)). Therefore, the map
K1(C(A)) → Z : [f ]1 	→ − wind det f is a group homomorphism.

Moreover, by [27, Theorem 3.8], the Gelfand transform induces a homomorphism
between K1(Y) and K1(C(A)). That is, f, g ∈ GL∞(Y) are connected by a path lying
in GL∞(Y) if and only if they are connected by a path lying in GL∞(C(A)). Con-
versely, every equivalence class of GL∞(C(A)) has a representative in GL∞(Y) (in fact,
f : z 	→ z−k can work as such a representative, for an appropriate k ∈ Z). Thus,
K1(Y) → Z : [f ]1 	→ − wind det f is a group homomorphism.
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Part (b) is proved in a similar fashion. The only additional ingredient is the connection
between homotopy equivalence and algebraic equivalence between classes of idempotents.
More precisely, suppose A is a Banach algebra. By [3, Propositions 4.3.1 and 4.4.1], if
p ∈ IPn(A) and q ∈ IP�(A) are algebraically equivalent, then, for sufficiently large
k, there exists a continuous map h : [0, 1] → IPk(A) such that h(0) = p ⊕ 0(k−n) and
h(1) = q ⊕ 0(k−m). Conversely, if such a map h exists, then p ∼a q [3, Proposition 4.3.3].

�

To tackle S2, we need a technical lemma (which may be known to specialists).

Lemma 6.2. If W is a Hilbert–Schmidt map on a Hilbert space H, and I + W is
invertible, then (I + W )−1 − I is Hilbert–Schmidt.

Proof. Let T = I + W . Find a subspace E ↪→ H of finite codimension, for which
‖W |E‖ < 1/2. Let F = H�E, E′ = T (E), and F ′ = T (F ). Clearly, E′ and F ′ are closed,
and dimH/E′ = dimH/E (T has Fredholm index 0). By the invertibility of T , E′ ∩F ′ =
∅, and hence H = span[E′, F ′]. Let W0 = WPE , where PE is the orthogonal projection
onto E. Then W1 =

∑∞
k=1(−1)kW k

0 is Hilbert–Schmidt, and I + W1 = (I + W0)−1.
Therefore, T (I + W1)|E′ = IE′ (the identity map on E′).

Denote by Q the projection onto E′ along F ′ (that is, ranQ = E′ and kerQ = F ′).
Let W2 = W1Q + ((T |F )−1 − IF ′)(I − Q). Clearly, W2 is Hilbert–Schmidt, and

T (I + W2) = T (I + W2)Q + T (I + W2)(I − Q) = Q + (I − Q) = I.

Since both T and I + W2 are Fredholm operators of index 0, I + W2 = T−1. �

Our treatment of the K-groups of S2 owes much to [11]. We view the unitization of
S2 (denoted by S�

2) as the subalgebra of CB(X), generated by S2 and the identity I. By
definition, Xn is isometric to �n

2 (�2), and hence Mn(S�
2) can be viewed as a subalgebra of

CB(Xn) ⊂ Mn(B(�2)). Moreover, for any a ∈ Mn(S�
2), a−sn(a)⊗I is a Hilbert–Schmidt

operator on �n
2 (�2).

Corollary 6.3. Suppose that A is an element of Mn(S�
2), invertible in Mn(B(�2)).

Then its inverse belongs to Mn(S�
2). Furthermore, the spectrum of A is at most countable,

with at most finitely many accumulation points.

Proof. If A is invertible, then a = sn(A) is an invertible element of Mn. Thus, mul-
tiplying by a−1 ⊗ I if necessary, we can assume that A = I + W , where I is the identity
on �n

2 (�2), and W ∈ Mn(S2). By Lemma 6.2, A−1 ∈ Mn(S�
2).

By [12, Proposition 2.c.10], A − λ ⊗ I is a Fredholm operator of index 0 for any
λ /∈ σ(sn(A)). Then, for any λ ∈ σ(A) \ σ(sn(A)), there exists ε > 0 such that µ /∈ σ(A)
whenever 0 < |λ − µ| < ε. As in the proof of [12, Lemma 2.c.12], it follows that σ(A) is
at most countable, and σ(sn(A)) contains all the accumulation points of σ(A). �

Below, we denote by Qn, n � 0, a rank-n idempotent in S2. Clearly, all such idempo-
tents of the same rank are algebraically equivalent.
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Lemma 6.4.

(a) The group K1(S2) is homomorphic to {0}.

(b) The group K0(S2) can be identified with Z, via n 	→ [Qn]0 for n � 0 and n 	→
−[Q−n]0 for n < 0.

Proof. (a) Suppose that A is an invertible element of Mn(S�
2). By Corollary 6.3, and

by [11, Lemma 3.2], we show that A can be connected to the identity by a path of
invertible elements.

(b) For any p ∈ IPn(S�
2), sn(p) ∈ IP(Mn) is similar to a diagonal n × n matrix.

Hence, one can assume that p = a ⊗ I + W , where a ∈ Mn is a diagonal projection and
W is Hilbert–Schmidt. By the proof of [12, Theorem 2.c.13] (adapted to the operator
space setting in [18]), p is algebraically equivalent to p1 ⊕ · · · ⊕ pn, where p1, . . . , pn are
idempotents in S�

2. Moreover, if P ∈ IP(S�
2), then P ∼a s(P )I + (−1)s(P )Qn(P ), with

s(P ) ∈ {0, 1}, and n(P ) ∈ {0} ∪ N. It is easy to see that P1 ⊕ · · · ⊕ P� ∼a P ′
1 ⊕ · · · ⊕ P ′

k

if and only if

�∑
j=1

s(Pj) =
k∑

j=1

s(P ′
j) and

�∑
j=1

(−1)s(Pj)n(Pj) =
k∑

j=1

(−1)s(P ′
j)n(P ′

j).

Therefore, the Banach algebra S2
� has cancellation: if p1, p2 ∈ IP∞(S�

2) satisfy p1 ∼0 p2

(that is, p1 ⊕ q ∼a p2 ⊕ q for some q ∈ IP∞(S�
2)), then p1 ∼a p2. We complete the proof

as in [11, Theorem 3.9]. �

Proof of Theorem 1.1 (iv). We rely on the well-known fact (see, for example, [3,
Chapter 9]) that (6.1) gives rise to a sequence of group homomorphisms which is ‘exact
in the middle’. That is, kerK�(φ) = ranK�(i), where � = 0, 1, and the maps i and φ are
as in (6.1).

To prove the theorem for K1, note that, if T is an invertible element in Mn(CB(X)) =
CB(Xn), then detφn(T ) does not vanish on A (here φn = IMn

⊗ φ). Write T = T̃a + W ,
where a ∈ Mn(�1(C |j|, Z)) corresponds to φn(T ), and W is Hilbert–Schmidt. Since
T is invertible, T̃a must have Fredholm index 0. Thus, by [5, Chapter 1] or [15],
wind det(φn(T )) = 0, and therefore, by Lemma 6.1, K1(q)([T ]1) = 0. In other words,
K1(CB(X)) = kerK1(q). However, ker K1(q) = ranK1(i), by ‘exactness in the middle’,
and ranK1(i) = {0}, by Lemma 6.4. Thus, K1(CB(X)) = {0}.

Next we deal with K0. By Lemma 6.1, K0(q)([p]0 − [q]0) = rankφn(p) − rankφk(q)
for p ∈ IPn(CB(X)) and q ∈ IPk(CB(X)). Thus, ranK0(q) can be identified with Z,
and ranK0(q) = K0(Y). Moreover, define a group homomorphism µ : Z = K0(Y) →
K0(CB(X)) by setting µ(n) = [I(n)]0 for n � 0 and µ(n) = −[I(n)]0 for n < 0. Clearly,
K0(q) ◦ µ is the identity on Z. ‘Exactness in the middle’ then implies that K0(CB(X)) =
Z ⊕ ranK0(i).

It remains to show that ranK0(i) = Z/mZ. By Lemma 6.4, we have a bijective group
homomorphism ν : Z → K0(S2), taking n to [Qn]0 for n � 0 and to −[Q−n]0 for n < 0.
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Thus, we need to prove that K0(i)(ν(n1)) = K0(i)(ν(n2)) if and only if m divides n1−n2.
We consider the case of n1 � 0 and n2 � 0; all other combinations of signs are handled
in a similar manner.

By the above results, K0(i)(ν(n1)) = K0(i)(ν(n2)) if and only if −[Q−n1 ]0 = [Qn2 ]0.
By the definition of ∼0, the latter occurs if and only if Q−n1 ⊕ Qn2 ⊕ I(k) ∼a I(k) for
some k ∈ N. But the left-hand side is algebraically equivalent to Qs ⊕ I(k), where s =
n2 − n1. Equivalently, there exists an operator space Z, containing Xk as a subspace of
codimension s and completely isomorphic to it. Let n = �s/m�, and � = mn − s. Xk is
completely isomorphic to all of its subspaces of codimension mn, and hence so is Z.
Therefore, Xk is completely isomorphic to its subspace of codimension �. By Lemma 3.13,
m divides �, and hence m also divides s. �

7. Further properties of X(C, m)

7.1. Subspaces with few completely bounded maps

We show that the shift ‘degenerates’ on some subspaces of X(C, m).

Proposition 7.1. For any n ∈ N there exists a subspace Z of X such that Z is a direct
sum of mutually orthogonal infinite-dimensional subspaces Z1, . . . , Zn, and T : Z → X

is completely bounded if and only if T =
∑n

k=1 ckJk + W , where W ∈ S2, and Jk is
the composition of the orthogonal projection from Z onto Zk and the embedding of Zk

into X. For such (ck)n
k=1 and W ,

max
{

|c1|, . . . , |cn|, ‖W‖2

21
√

2
√

n

}
� ‖T‖cb � Cn(|c1| + · · · + |cn|) + ‖W‖2.

Moreover, Z is not completely isomorphic to a complete direct sum of more than n

infinite-dimensional operator spaces.

The following lemma establishes Proposition 7.1 for n = 1.

Lemma 7.2. Suppose that |λ| = 1, and a shift lacunary orthonormal sequence (ξi)
exists such that ‖Smξi − λξi‖ < εi = α2i(1 + i/α)−52−(2i+4) for every i ∈ N. Then T :
Z → X is completely bounded if and only if T = cJ + W , where J is the embedding of
Z = span[ξi | i ∈ N] into X. Moreover,

max
{

|c|, ‖W‖2

21
√

2

}
� ‖T‖cb � |c| + ‖W‖2.

Proof. By a simple induction argument,

‖Smjξi − λjξi‖ � ‖λ(Sm(j−1)ξi − λj−1)ξi‖ + ‖Sm(j−1)(Smξi − λξi)‖ < jεi (7.1)

for any j ∈ N, and therefore, the sequence (ξi) is regular, with αj = λj .
Consider T ∈ CB(Z, X) satisfying ‖T‖cb < 1

4 . Then T = T̃a|Z + W , for some a =
(aj)j∈Z ∈ �1(C |j|, Z), such that ‖a‖w < 1 and ‖W‖2 < 5

√
2. Let c =

∑
j ajλ

j . Clearly,
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|c| � ‖a‖w. Next we show that

‖T̃a|Z − cJ‖2
2 =

∑
i

∥∥∥∥
( ∑

j

ajS
mj − c

)
ξi

∥∥∥∥
2

< 1
8 . (7.2)

By (7.1),∥∥∥∥
( ∑

j

ajS
mj − c

)
ξi

∥∥∥∥ =
∥∥∥∥∑

j

aj(Smj − λj)ξi

∥∥∥∥
�

∑
|j|�Ki+1

|aj | ‖(Smj − λj)ξi‖ +
∑

|j|�Ki

|aj | ‖(Smj − λj)ξi‖

< 2
∑

|j|�Ki+1

|aj | + ‖a‖w

∑
|j|�Ki

|j|εi

< C−(Ki+1) +
α2i

(1 + i/α)422i+4 < 3e−2i

(recall that C−(Ki+1) � C−2i ln C = e−2i). Therefore,

‖T̃a|Z − cJ‖2
2 =

∞∑
i=1

‖(T̃a − c)ξi‖2 < 9
∞∑

i=1

e−4i,

which establishes (7.2). Thus,

‖T − cJ‖2 � ‖T − T̃a‖2 + ‖T̃a − cJ‖2 � 5
√

2 +
1

2
√

2
.

To finish the proof, observe that |c| � ‖T‖. �

Proof of Proposition 7.1. For 1 � k � n let λk = e2π
√

−1(k−1)/n. Select a shift
lacunary sequence (ξi) such that ‖λkξi − Smξi‖ < α2i(1 + i/α)−52−(2i+4) whenever i =
n(� − 1) + k, for some � ∈ N. Let Zk = span[ξn(�−1)+k | � ∈ N], and Z = span[ξi | i ∈
N] = span[Z1, . . . , Zn].

Suppose T ∈ CB(Z, X). By Lemma 7.2, for every k there exist ck ∈ C and
Wk ∈ S2 such that |ck| � ‖T |Zk

‖ � ‖T‖, ‖Wk‖2 � 476‖T‖cb and T |Zk
= ckJk + Wk. The

spaces (Zk) are mutually orthogonal, and hence

∥∥∥∥T −
n∑

k=1

ckJk

∥∥∥∥
2

=
( n∑

k=1

‖Wk‖2
2

)1/2

� 476
√

n‖T‖cb.

On the other hand, by the proof of Lemma 7.2,

∥∥∥∥Smj |Z −
n∑

k=1

λj
kJk

∥∥∥∥
2

=
n∑

k=1

∞∑
�=0

‖(Smj − λj
k)ξn�+k‖2 < 9

∞∑
i=1

e−4i < 1
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for 0 � j � n − 1. Therefore, ‖
∑n

k=1 λj
kJk‖cb � 1 + ‖Smj‖cb < Cn. However,

Ji =
1
n

n−1∑
j=0

λ̄j
i

n∑
k=1

λj
kJk,

and hence ‖Ji‖cb � Cn for 1 � i � n.
Now suppose that R1, . . . , Rn+1 are completely bounded projections in Z and that

RiRj = 0 if i 
= j. We must show that at least one of the projections has finite-dimensional
range. To this end, define a map π : CB(Z) → �n

∞ by setting

π

( n∑
k=1

ckJk + W

)
= (ck)n

k=1

(here (ck) ⊂ C, and W ∈ S2). By the above, π is well defined and is a bounded algebraic
homomorphism. Therefore, π(Ri) = χEi for any i (here Ei is a subset of {1, . . . , n}).
Moreover,

χEi
χEj

= π(Ri)π(Rj) = π(RiRj) = π(0) = 0,

and therefore, by the pigeon-hole principle, Ei is empty for some i. For such i, Ri is
Hilbert–Schmidt, and hence of finite rank. �

7.2. Compact operators on subspaces of X(C, m)

We conclude the paper by pointing out that, for a generic subspace Y ↪→ X = X(C, m),
compactness of an operator T ∈ CB(Y, X) does not imply any further ‘interesting’ prop-
erties of T (cf. Lemma 4.3). First show that subspaces of X allow a large variety of
diagonal operators.

Proposition 7.3. Suppose the function f : A → C belongs to Y, and {λ1, λ2, . . . } ⊂
f(T). There then exists a subspace Y of X, spanned by a shift lacunary basis (ξi)i∈N,
and T ∈ CB(X), so that Tξi = λiξi for any i ∈ N.

Proof. Find the points z1, z2, · · · ∈ T such that f(zn) = λn for any n ∈ N. By
approximating ‘very spiky’ functions concentrated around the points zn by trigonometric
polynomials, we find that, for each n,

gn(z) =
Kn∑

j=−Kn

αjnzj

such that ‖gn‖2 = 1, and ‖(f − λn)gn‖2 < 2−n. Find an increasing sequence (Mn) of
positive integers such that Mn > Kn for every n, and moreover, the sequence (ξn) is shift
lacunary, where

ξn =
Kn∑

j=−Kn

αjnδm(Mn+j).
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Write f(z) =
∑

j∈Z ajz
j . By the above, ‖T̃aξn − λnξn‖ < 2−n. Define an operator W :

X → X by setting

Wξn = T̃aξn − λnξn and W |span[ξn|n∈N]⊥ = 0.

Clearly, W is Hilbert–Schmidt, and hence T̃a − W ∈ CB(X). However, (T̃a − W )ξn =
λnξn. �

It easily follows from the above proposition that, for any separable symmetric sequence
space E not isomorphic to c0, there exists a subspace Y of X and a compact T ∈ CB(X)
such that the sequence of singular numbers (σi(T ))i∈N does not belong to E (in other
words, such a T does not belong to the ideal SE ; see, for example, [7] for the definition).
Indeed, we find a sequence (sn)n∈N ∈ c0 \ E such that sn ∈ (0, 1

2 ) for any n, and consider
f(z) = 1 − z. We then find a sequence (zn) such that |f(zn)| = sn. By Proposition 7.3,
there exists T ∈ CB(span[ξi | i ∈ N]) such that Tξi = f(zi)ξi. Then (sn) is the sequence
of singular numbers of the operator T .

Several versions of ‘non-commutative compactness’ have been put forward over the
years (see, for example, [17,18]). If u ∈ CB(Y, Z) (Y and Z are operator spaces), one
can introduce the sequence of complete Kolmogorov numbers by setting, for n ∈ N,

dcb
n (u) = inf{‖qF u‖cb | F ↪→ Z, dim F � n}

(here qF : Z → Z/F is a quotient map). Similarly, the complete Gelfand numbers are
defined by setting

ccb
n (u) = inf{‖ujG‖cb | G ↪→ Y, dim Y/G � n},

where jG is the canonical embedding. A map u ∈ CB(Y, Z) is called operator compact
(Gelfand compact) if limn dcb

n (u) = 0 (respectively, limn ccb
n (u) = 0).

Below we show that a compact T ∈ CB(Y, X) need not be either operator or Gelfand
compact.

Proposition 7.4. There exist a subspace Y of the space X = X(C, m) and a compact
operator T ∈ CB(Y ) such that

inf{‖qF TjG‖cb | F ↪→ X, G ↪→ Y, dim F < ∞, dim Y/G < ∞} > 0.

Remark 7.5. A fortiori, T cannot be approximated by finite-rank operators in the
c.b. norm. This contrasts sharply with operators on X: among the compact operators on
X itself, the norms ‖ · ‖cb and ‖ · ‖2 are equivalent. Hence, for any compact T ∈ CB(X)
there exists a sequence of finite-rank maps (Tn) such that

lim
n

‖T − Tn‖cb = lim
n

‖T − Tn‖2 = 0.

The following technical lemma seems to be part of the folklore. We state and prove it
for the sake of completeness.
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Lemma 7.6. Suppose that Y and Z are operator spaces, u ∈ CB(Y, Z), and there
exists a net (Fi) of finite-dimensional subspaces of Z, such that Z =

⋃
i Fi. Then

inf{‖qF u‖cb | F ↪→ X, dim F < ∞} = inf
i

‖qFi
u‖cb.

Proof. Assume, without loss of generality, that ‖u‖cb � 1
3 . Let

λ = inf{‖qF u‖cb | F ↪→ X, dim F < ∞}.

For any ε ∈ (0, 1
3 ), there exists a finite-dimensional subspace F ↪→ Z such that ‖qF u‖cb <

λ + ε. Then for every x ∈ X ⊗ K with ‖x‖ < 1 there exists f ∈ F ⊗ K satisfying

‖f + (u ⊗ IK)x‖ < λ + ε.

By the triangle inequality, ‖f‖ < 1. A simple perturbation argument (see [23, § 2.13])
shows that there exists i such that for any f ∈ F ⊗ K there exists f ′ ∈ Fi ⊗ K, satisfying
‖f−f ′‖ < ε. By the triangle inequality, ‖f ′+(u⊗IK)x‖ < λ+2ε. Hence, ‖qFi

u‖cb � λ+2ε.
However, ε can be taken to be arbitrarily small. �

Proof of Propisition 7.4. Find a sequence (�i) of positive integers such that m �
�1 � �2 � · · · , limi �i = ∞ and

∑
i 1/�i = ∞. Consider a shift lacunary sequence (ξi)i∈N,

consisting of vectors

ξi =
1√
�i

Ni+�i∑
k=Ni+1

δk,

where Nk + �k + 2m(1 + �k/α�) < Nk+1 for any k (as before, α = min{1, lnC}/2). We
shall show that Y = span[ξi | i ∈ N] ↪→ X and T = (I − Sm)|Y satisfy the conditions of
Theorem 7.4. Clearly, ‖T‖cb � 1 + C. Moreover, Tξi =

√
2m/�iηi, where

ηi =
1√
2m

m−1∑
j=0

(δNi+j − δNi+�i+j).

Note that limi ‖Tξi‖ = 0 and the vectors ηi are orthonormal; hence, T is compact.
Applying Lemma 7.6 to T and then to T ∗, we see that it suffices to show that, for any

K ∈ N,
‖qKT |YK

‖cb � 1
2 , (7.3)

where YK = span[ξi | i > K], FK = span[δ1, . . . , δK ] and qK : X → X/FK is the quotient
map. To this end, fix M ∈ N so that

c =
( K+M∑

i=K+1

1/�i

)−1/2

< (2m)−1.

Define v ∈ B(�M
2 , YK) and u ∈ B(X, �M

2 ) by setting vei = ξK+i, and u∗ei = ciηK+i,
where (ei)M

i=1 is the canonical basis for �M
2 , ci = c/

√
�K+i. Note that ‖v‖ = 1 = ‖u‖2.

Pick ε ∈ (0, 1) and find (as in the proof of Lemma 2.2) s > ε−1 such that ns = M ,
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and ‖us − u‖1 < ε. We identify the domain of v and the range of u with E∗
s and Es,

respectively. Note that FK = ker qK ⊂ ker u, and hence there exists a linear operator
ũ ∈ B(X/FK , Es) such that ũqK = u. We obviously have

‖qKT |YK
‖cb � ‖ũqKTv‖cb

‖ũ‖cb‖v‖cb
. (7.4)

To establish (7.3), we find suitable estimates for the numerator and the denominator
of (7.4). Look at the numerator first. Recall that ũqK = u. By the properties of the
space Es (see § 2),

(4 + ε)‖ũqKTv‖cb � ‖uTv‖1 =
M∑
i=1

|〈Tvei, u
∗ei〉| =

M∑
i=1

∣∣∣∣
〈√

2m

�K+i
ηK+i, ciηK+i

〉∣∣∣∣
=

M∑
i=1

√
2m

�K+i
c =

M∑
i=1

√
2m

�K+i

( M∑
i=1

1
�K+i

)−1/2

=
√

2m

c
.

Next we show that ‖v‖CB(E∗
s ,X) <

√
m/(

√
2c) + ε. As in the proof of Lemma 2.2,

‖v‖cb � max
{

1, sup
p,q�0

C−(p+q)‖usS
mpS∗mqv‖1

}
.

However,

‖uSmpS∗mqv‖1 �
M∑

i,j=1

|〈u∗ei, S
mpS∗mqvej〉|

=
M∑
i=1

|〈u∗ei, S
mpS∗mqvei〉| +

∑
i �=j

|〈u∗ei, S
mpS∗mqvej〉|.

The first term on the right can be estimated as follows:

M∑
i=1

|〈u∗ei, S
mpS∗mqvei〉| =

M∑
i=1

|〈ciηi+K , SmpS∗mqξi+K〉| �
M∑
i=1

cim√
2m

√
�K+i

=
√

m√
2c

.

As for the second term, the conditions on the sequence (Nk) imply that

〈u∗ei, S
mpS∗mqvej〉 = 〈ciηi+K , SmpS∗mqξj+K〉 = 0

whenever i 
= j, and max{i, j} � α(p + q). Therefore,

∑
i �=j

|〈uei, S
mpS∗mqvej〉| � |{(i, j) ∈ N

2 | i 
= j, max{i, j} � α(p + q)}| � (α(p + q))2.
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Thus,

‖usS
mpS∗mqv‖1 � ‖us − u‖1 + ‖uSmpS∗mqv‖1

< ε +
√

m√
2c

+ (α(p + q))2

< ε +
√

m√
2c

(1 + α(p + q))2

� ε +
√

m√
2c

Cp+q,

and therefore ‖v‖cb � ε +
√

m/
√

2c.
Finally, by definition of the quotient of operator spaces,

‖ũ‖cb = ‖u‖cb � ‖us‖cb + ‖u − us‖cb < 1 + ε

(here we use (2.1)). Thus, (7.4) yields

‖T‖cb �
√

2m/c

(4 + ε)(ε +
√

m/
√

2c)(1 + ε)
.

However, ε > 0 can be arbitrarily small. Hence, we have (7.3). �

8. Representations of �1(C|j|, Z) and �1(Cj, Z
+)

In this section, we modify the construction presented above to exhibit operator spaces
arising from faithful unital representations of weighted convolution algebras �1(C |j|, Z)
and �1(Cj , Z+). As before, C > 1 and m ∈ N are fixed. We shall use Sb to denote the
bilateral shift on �2(Z). For the semigroup Γ = Z or Z

+ = N∪{0}, consider the following
contractive unital representations:

πZ,b : �1(C |j|, Z) → B(�2(Z)) : δj 	→ C−|j|Smj
b ;

πZ+,b : �1(Cj , Z+) → B(�2(Z)) : δj 	→ C−|j|Smj
b ;

πZ+,r : �1(Cj , Z+) → B(�2) : δj 	→ C−|j|Smj ;

πZ+,� : �1(Cj , Z+) → B(�2) : δj 	→ C−|j|S∗mj .

Here, the letters b, � and r stand for ‘bilateral’, ‘left’ and ‘right’, respectively. It turns
out that these representations give rise to operator spaces.

Theorem 8.1. Suppose that C > 1, m ∈ N, (Γ, d) ∈ {(Z, b), (Z+, b), (Z+, r), (Z+, �)},
and πΓ,d is one of the representations described above. Let Γ ′ = Z if Γ = Z and let
Γ ′ = N if Γ = Z

+. There then exists an operator space XΓ,d = XΓ,d(C, m), isometric to
�2(Γ ′), such that πΓ,d induces an isomorphism from �1(C |j|, Γ ) into CB(XΓ,d). Moreover,
the following conditions hold.
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(i) For any a ∈ �1(C |j|, Γ ), ‖πΓ,d(a)‖cb � 1
4‖a‖w.

(ii) T ∈ CB(XΓ,d) if and only if T = πΓ,d(a)+W for some a ∈ �1(C |j|, Γ ) and W ∈ S2.
In this case,

‖a‖w + ‖W‖2 � ‖T‖cb � max{‖a‖w/4, γ‖W‖2},

where γ depends only on C and m.

(iii) If Y is an infinite-dimensional subspace of XΓ,d, then for any T ∈ CB(Y, XΓ,d)
there exists a ∈ �1(C |j|, Γ ) such that T − πΓ,d(a)|Z is compact, and ‖a‖w �
4‖T‖cb. Moreover, Y contains an infinite-dimensional subspace Z such that any
T ∈ CB(Z, XΓ,d) can be written as T = πΓ,d(a)|Z + W , with a ∈ �1(C |j|, Γ ),
W ∈ S2, ‖W‖2 � 20

√
2‖T‖cb and ‖a‖w � 4‖T‖cb.

(iv) Any infinite-dimensional subspace of XΓ,d fails the OAP.

(v) XΓ,d is not completely isomorphic to any of its proper subspaces.

(vi) K0(CB(XΓ,d)) = Z
2, K1(CB(XZ+,d)) = {0} and K1(CB(XZ,b)) = Z.

The proof of this theorem is similar to those presented above, so we outline it only
briefly. We use the spaces Ei described in § 2. The maps ui : �2(Γ ′) → Ei are such that, for
all n, N ∈ N and u : �2(Γ ′) → �n

2 with ‖u‖2 = 1, there exists i > N such that dimEi = n

and ‖u − ui‖1 < 2−N . We define the operator space structure, for x ∈ �2(Γ ′) ⊗ K, by
setting

‖x‖XΓ,d⊗K = sup{C−|j|‖(uiS
mj
d ⊗ IK)x‖Ei⊗K | i ∈ N, j ∈ Γ},

where Sd stands for Sb (d = b), S (d = r), or S∗ (d = �). Then XΓ,d is an operator
space, isometric to �2(Γ ′), and ‖πΓ,d(a) + W‖cb � ‖a‖w + ‖W‖2 for any a ∈ �1(C |j|, Γ )
and W ∈ S2.

For notational simplicity, we henceforth use X and π for XΓ,d and πΓ,d, respectively.
Our next goal is to split an operator T ∈ CB(Y, X), Y ↪→ X, into its compact and

Toeplitz parts, thus proving (iii). When dealing with right or left shifts (d = r or �),
we use shift lacunary sequences as before. In the bilateral case we employ bilateral shift
lacunary sequences. We say that a sequence (ξi)i∈N in �2(Z) is bilaterally shift lacunary
if it is normalized, and there exists a sequences of mutually orthogonal subspaces (Fi)i∈N

of �2(Z), such that dimFi = 2Ki + 1, Smj
b ξi ∈ Fi whenever |j| � Ki, if i 
= k. As in

Proposition 3.4, we prove: suppose (Yn) is a sequence of infinite-dimensional subspaces of
�2(Z). There then exists a bilaterally shift lacunary sequence (ξn)n∈N, such that ξn ∈ Yn

for any n. As in § 3, we show that, for any Y ↪→ X and T ∈ CB(Y, X), there exists
a ∈ �1(C |j|, Γ ) for which T − π(a)|Y is compact.

As in §§ 4 and 5, we define c-nice and regular sequences, and establish parts (i), (ii)
and (iv) of Theorem 8.1.

To deal with parts (v) and (vi), it is convenient to represent �1(C |j|, Γ ) as a function
algebra YΓ . More precisely, by [4, Theorems 4.6.9 and 4.6.12], the spectrum of �1(C |j|, Γ )
is

AΓ =

{
{z ∈ C | C−1 � |z| � C}, Γ = Z,

{z ∈ C | |z| � C}, Γ = Z
+.
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YΓ is the algebra of functions f on AΓ with the power series decomposition

f(z) =
∑
j∈Γ

ajz
j

and the norm

‖f‖ =
∑
j∈Γ

|aj |C |j|.

As in § 3, define φ : CB(X) → YΓ by setting φ(T )(z) =
∑

j∈Γ ajz
j , where a = (aj)j∈Γ is

such that T − π(a) is compact (there are no non-trivial compact Toeplitz operators, and
hence such an a is unique).

We can now show that Xn = X ⊕ · · · ⊕ X (n times) is not completely isomorphic to
any of its proper subspaces (this is a counterpart of Lemma 3.13, and yields part (v)
of our theorem). To minimize the clutter, we use φn and πn for IMn ⊗ φ and IMn ⊗ π,
respectively. Suppose that T ∈ CB(Xn) is a complete isomorphism onto its range. As in
the proof of Lemma 3.11, T is Fredholm. Thus, the range of T has finite codimension,
and there exists T1 ∈ CB(Xn) such that T1T = IXn . Then f1(z)f(z) = IMn

for any
z ∈ AΓ , where f1 = φn(T1) and f = φn(T ). πn is a unital representation. Hence, πn(f)
is invertible. But T − πn(f) is compact, and hence T has Fredholm index 0.

Part (vi) of our theorem can be deduced from (v) by imitating § 6. Alternatively, one
can observe that φ ◦ π = IYΓ

. Hence, the short exact sequence

0 → S2
i−→ CB(X)

φ−→ YΓ → 0,

splits, and therefore, Ks(CB(X)) = Ks(S2) ⊕ Ks(YΓ ) for s = 0, 1 [3, Proposition
8.3.6]. The K-groups of S2 have already been described in Lemma 6.4, while Ks(YΓ ) =
Ks(C(AΓ )), by [27]. But K0(C(AΓ )) = Z (this follows from [3, Example 5.3.2] or [10,
Proposition 8.3.1]). As noted in § 6, K1(C(AZ)) = Z, while it is easy to show that
K1(C(AZ+)) = {0} (see [13, Example 9.6.1]).
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