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Psycholinguistics and Phonology 1

1 A Discussion of Foundations
There has been a fair bit of experimental work, particularly since the 1990s, try-
ing to argue against abstract and discrete views of phonological representations.
The results presented in favour of such arguments usually involve putative mis-
alignments between predictions from phonological theories and the observed
phonetic measurement. Although such observations stem frommultiple experi-
mental realms (production, perception, neurolinguistics, etc.), in this Element,
in order to keep the text to a manageable length, we will focus on arguments
coming from production wherever possible.1

We first briefly discuss the relevant orignal discourse in research espousing
abstract and discrete representations within the generative phonology tradition
in order to present a corrective to what has become a common understanding,
and point out that much (if not all) of the research arguing against abstract rep-
resentations rides on a misunderstanding of some of the original claims within
the generative phonology tradition, what we term classic generative phonology.
Subsequent to the previous broader discussion, we detail how the debate has
played out with respect to the phenomenon of incomplete neutralisation and
show again the error in the arguments against classic views of abstract and
discrete representations. Furthermore, the proposed counter-hypotheses often
account for the data purely because they have many more (sometimes thou-
sands more) degrees of freedom; however, we will argue that they don’t explain
the phenomenon of incomplete neutralisation. In order to make progress on
the issue, we list a set of desiderata and explananda that any explanation of
incomplete neutralisation should meet. Next, we point out that, in addition to
incomplete neutralisation stemming from non-phonological sources, there are
actually at least two different kinds of incomplete neutralisation that don’t stem
from task effects/confounds: (a) one that is more typical and with a small effect
size, (b) a second one that is a previously unrecognised variety with a large
effect size that appears to be possible in the case of optional processes. Finally,
we present new experimental data and our own theoretical claims that explain
the two different types of incomplete neutralisation as outcomes of two differ-
ent but related planning effects. As we will elaborate later, the kind mentioned
in (a) stems from what we call incremental unitary planning effect and the
type in (b) stems from what we call simultaneous multiple planning effect. The
proposed explanations are consonant both with discrete/abstract phonological
representations and the desiderata we lay out.

1 Having said that, we believe the arguments and the discussions carry over naturally to
perceptual and neurolinguistic evidence, as we suggest in the Conclusion of this Element.
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2 Phonology

As we mentioned earlier, before discussing the issue of incomplete
neutralisation, we present a general lay of the land with respect to phonological
representations. Broadly speaking, there are at least three types of theories of
phonological representations that have been discussed in the last seven dec-
ades or so: (a) exemplar theories that propose detail (high-dimensional) lexical
representations that have no discretisation within a lexical item either in space
or in time (Bybee 2001; Goldinger 1996, 1998, amongst others), (b) theories
that propose representations within a lexical item that are abstract and discrete
both in time and in space (Chomsky and Halle 1968; Halle 1959b; Postal 1968,
amongst others), and (c) hybrid models that incorporate both abstract/discrete
and detailed representations (Pierrehumbert 2002, 2016, amongst others).2 We
intend the following discussion to be both a relevant background for the rest
of the Element and a corrective to the view of abstract/discrete representations
that is commonly argued against in modern experimental work. For this reason,
we include many relevant quotations of some of the original claims.

1.1 A Brief Look Back at History
To start off, it is important to note that, while exemplar theories are typic-
ally discussed as reactions to theories of abstract/discrete representations, this
is far from true. In fact, Silverman (2012) presents a detailed exposition of
Kruszewski’s (1883/1995) view, which sounds almost exactly like modern
exemplar theories. Of course, one should always be careful of anachronistic
attributions when talking about research that is 140 years old, but as Silverman
points out, Kruszewaki is quite explicit in some instances about his stance, as
observable in the in the following quote.

The spontaneous changes of a sound depend on the gradual change of its
articulation. We can pronounce a sound only when our memory retains an
imprint of its articulation for us. If all our articulations of a given sound
were reflected in this imprint in equal measure, and if the imprint represented
an average of all these articulations, we, with this guidance, would always
perform the articulation in question approximately the same way. But the
most recent (in time) articulations, together with their fortuitous deviations,
are retained by the memory far more forcefully that the earlier ones. Thus,
negligible deviations acquire the capacity to grow progressively greater . . .
(Kruszewski 1883/1995, pp. 51–52, as cited in Silverman 2012).

2 There are of course many interpretations of each of these three broad theories, and of course
many other representational theories such as articulatory phonology (Browman and Goldstein
1988, 1989, 1990, and subsequent work). However, they can be seen as a selective mix-
ture of properties seen in the three basic theories listed. We elaborate on more specific
theories/hypotheses in the context of incomplete neutralisation later in the Element.
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Psycholinguistics and Phonology 3

Notably, Silverman (2012) suggests that Kruszewski’s (1883/1995) views
were/are all but forgotten, and that ‘many subsequent scholars . . . have clearly
been unaware that certain of their insights are prefigured – or, sometimes, fully
explicated – in Kruszewski’s work’ (Silverman 2012, p. 330). However, from
a certain perspective, one can rationally argue that exemplar models are what
might be called obvious models,3 since these models are closest in form to the
actual perceptual input or production output. So, it would be somewhat surpris-
ing if researchers espousing abstract/discrete representations in the mid 1950s
and after were not aware of the possibility, particularly given the climate of
behaviourism (Skinner 1957, amongst others) and the severe purely inductive
empirism of that period that those espousing abstract/discrete representations
were reacting to (see Chomsky 1959). Indeed, a close look at the research by
generative linguists of that period and after shows that they were aware of such
a possible view. In fact, Morris Halle’s work in the 1950s–80s, despite not
citing Kruszewski as far as we are aware, repeatedly argued against detailed
high-dimensional acoustic/articulatory information as forming the basis of lex-
ical and phonological representations. Two representative quotations are given
in the following from long before exemplar representations became popular in
modern phonetic work (also see Halle 1954, 1959a, b, 1962).

I begin with the negative assertion that it is unlikely that the information
about the phonic shape of words is stored in thememory of speakers in acous-
tic form resembling, for instance, an oscillogram or a sound spectrogram.
(Halle 1985, p. 122)

Thus, Professor Singh regards the model of language in which features and
phonemes play a central role as just one among several more or less equally
plausible alternatives, while we have tried to argue – in our review and
elsewhere – that the evidence for this model is so over-whelming that
all other models must be regarded as unlikely possibilities. We are well
aware of the difficulties that the phonemes and features model has encoun-
tered in attempting to account for certain perceptual and articulatory facts.
These difficulties, however, are rather small when compared to those that
every model lacking phonemes and features encounters in trying to account
for the most elementary linguistic fact, e.g.; the plural rule of English.
(Halle 1978, p. 279)

While the second quote doesn’t directly talk about high-dimensional or
gradient representations, we added it specifically because Halle indirectly

3 Note, we do not mean to say such models are the ‘simplest’, just that they might be considered
obvious.
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4 Phonology

recognises that there is a small benefit to high-dimensional representations in
that they can account for ‘certain perceptual and articulatory facts’ – that is,
there is a subtle but rational debate of different representational theories that
he alludes to. However, he indirectly suggests that those problematic ‘certain
perceptual and articulatory facts’ have non-phonological explanations. Further-
more, the second quote also makes it clear that the rejection was not simply
based on opinion or philosophical intuitions or ‘intuitive appeal’, as some have
suggested (Nixon and Tomaschek 2023), but based on empirical arguments
about what can be considered fundamental aspects about sound patterns in
human language.We expand on these fundamental aspects about sound patterns
in human language in the following subsection.
Given the rather extensive discussion and arguments in support of abstract

and discrete representations both in Halle’s work and others’ work in the 1950s
and 60s (Chomsky 1965; Postal 1968), we are not entirely sure of why this myth
of the novelty of exemplar representations as a reaction to abstract represen-
tations has continued. It is simply not the case that Halle (or, for that matter,
Chomsky or Postal) is forgotten or unrecognised, unlike perhaps Kruszewski.
Furthermore, we believe presenting exemplar representations as newer theor-
ies or reactions to abstract/discrete representations has led to a subtle rhetorical
effect of implying that the abstract/discrete representational claims are ‘old’
and therefore naturally moribund. In reality, as we have already pointed out,
the generative phonology framework was actually itself a reaction to the logical
possibility of high-dimensional and gradient lexical/phonological representa-
tions, based on empirical considerations about the fundamental nature of sound
patterns.

1.2 Arguments in Favour of Abstract/Discrete
Phonological Representations

1.2.1 The Argument from Simple Morpho-phonological Patterns

As previously mentioned, Halle repeatedly presented arguments that suggest
the need for abstraction and discretisation both in time (what we will also refer
to as segmentation4) and in space (what we will also refer to as featurisation)
to account for even simple and everyday morpho-phonological generalisations.
Take, for example, the regular English pluralisation pattern in (1). There is no

4 Note, by using the term segmentation, we don’t necessary imply that the discretisation is in
terms of segments but just that there be temporal segmentation or chunking. The segmentation
can be in terms of segments, or x-slots ormoras or syllables, . . . or potentiallymultiple different
temporal windows simultaneously.
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Psycholinguistics and Phonology 5

doubt that speakers (even preliterate children of the right age) know this pattern
and are able to employ it on novel items as has been known since some of the
earliest experimental work in linguistics in the modern era (Berko 1958).

1. The regular pattern of plural formation in English
(a) [ɪz] before [s z ʃ ʒtʃ dʒ] (e.g., busses, causes, bushes, garages, beaches,

badges)
(b) [s] before [p f t k θ] (e.g., caps, cuffs, cats, fourths, backs)
(c) [z] elsewhere

As Halle (1959b, and subsequent work) pointed out, such an everyday pat-
tern actually shows the need for discretisation both in space and time. The fact
that only the last segment of the stem is relevant for the pattern shows that the
phonetic signal is discretised into segment-sized chunks, (i.e., discretisation
in time), and the fact that different aspects of the final segment are relevant
for the disjunctive choices shows the necessity of introducing abstract fea-
tures that can be shared by different segments (i.e., discretisation in space).
Furthermore, while Halle doesn’t discuss it explicitly, the fact that words are
decomposed into morphemes, and that the morpheme-edge is the locus of the
pattern shows that there are other discretisations of the phonetic signal. Of
course, though modern phonologists have discussed many other phonological
patterns, including reduplication, metathetis, epenthesis, deletion, and others
(see Kenstowicz 1994; Kenstowicz and Kisseberth 1977, for examples), the
basic thrust of Halle’s argument remains the same in all of the phenomena,
namely, there has to be discretisation/abstraction of the phonetic signal in space
and time to account for the knowledge that speakers have. We are aware of no
reanalyses of such patterns without appealing to discretisation in space and dis-
cretisation in time. Furthermore, many such patterns are clearly productive for
speakers of languages, and therefore cannot be relegated to artefacts of history
that remain in the lexicon.

1.2.2 The Argument from the Existence of Alphabetic
Writing Systems

A second argument Halle repeatedly provided is the observation that alphabetic
writing systems with (roughly) segment-sized characters are replete across
the world. This constitutes evidence that temporal discretisation is natural for
speakers of languages; a fact that would not make sense if lexical and phono-
logical representations were detailed phonetic traces. In fact, as far as we know,
there are no writing systems that reflect the detailed phonetic information that
is claimed by pure exemplar representations – we (the authors) find it difficult
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6 Phonology

to even imagine such a writing system that might be useful to a user. One might
of course counter this observation by arguing that alphabetic writing systems
evolved just once and for typographic convenience, and some have argued that
the use of alphabetic notation for phonological representations ultimately stems
from the fact that European linguists were influenced by European orthograph-
ies (Firth 1948; Öhman 2000; Port 2007). For example, Port (2007) states that
“[T]hese compelling intuitions about how to describe sound [in terms of seg-
ments5] are . . . a consequence of our [i.e., linguists6] lifelong practice using
alphabets and not a necessary psychological fact about speech” (p. 351, italics
in the original text).
However, similar alphabetic intuitions for phonological descriptions have

been observed even in non-literate societies. For example, even pre-Pāṇinian
Sanskrit grammarians/phoneticians (circa, at least, 700 BCE) used segmen-
tal and featural abstractions despite not having an orthographic system at
all, let alone an alphabetic system (Allen 1953; Lowe 2020). Furthermore,
Lowe (2020) points out that even the orthographies that the pre-Pāṇinian
Sanskrit grammarians/phoneticians might have been in contact with did
not mark vowels (and many other aspects which the grammarians marked
quite consistently). So, the descriptive tradition of the Sanskrit grammar-
ians/phoneticians was not only independent of an influence from orthography,
it was in fact inconsistent with any orthographic system they might have been
aware of.7

1.2.3 The Argument from Neogrammarian Sound Change

A third argument in support of abstract/discrete representations comes from
modern phonological work on historical phonology stemming from obser-
vations of wholesale Neogrammarian sound change (Kiparsky 1968). The
fundamental point to be observed about Neogrammarian sound change is that
it affects all words with the relevant abstract segments. Note, if there is no
segmental (or featural) abstraction, it is difficult to see what yokes different
words such that they change en masse over a period of a few decades/centuries.
This problem is also highlighted by Goldrick and Cole (2023) in their review
of different theories of lexical/phonological representations as a challenge for
exemplar representations. Furthermore, it was already realised even before

5 Added by the current authors.
6 Added by the current authors.
7 It is not anachronistic to impute claims of psychological reality to their phonological represen-
tations, since there is a rich history of discussion of psychological reality in that tradition (see
Allen 1953; Coward and Raja 2015; Lowe 2024).
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Psycholinguistics and Phonology 7

the modern re-advent of exemplar representations that, even to account for
wholesale Neogrammarian change across contexts, one needs some sort of
abstract/discrete context-independent representations.

In support of the claim that this abstract phonetic level has psychological
reality and cannot be dispensed with, one might bring to bear the following
sort of argument. In spite of the obvious acoustic differences between the
two [b]s of Bob, we are justified in identifying them because we have good
evidence that the language user does. In historical sound change, such classes
of distinct acoustic signals as initial and final [b] are often grouped together
as focus or conditioning environment of the change. When speakers invent
symbols for the perceived sounds of their language, the members of classes
of this type are not distinguished. (Kahn 1976, p. 29)

1.2.4 The Argument from the Recombinant Nature
of Phonological Representations

The quotation from Kahn (1976) also alludes to a fourth fundamental property
of lexical and phonological representations, namely, that of the recombinant
nature of such representations. Evidence from synchronic and diachronic sound
patterns suggests that the same (segmental) representations appear in differ-
ent positions of a lexical item, and are sometimes affected in synchronic and
diachronic sound patterns in a context-independent fashion.

1.3 Two Competing Views of Phonetic Manifestations
and Associated Auxiliary Assumptions

The fundamental properties of sound patterns discussed form the evidentiary
basis for the need for abstraction or discretisation of time (segmentation) and
space (featurisation) as discussed by generative phonologists over the years.
Again, we are unaware of any explicit reanalyses or counter-explanations of
both synchronic and diachronic phenomena by those who argue against such
abstract representations.
In contrast to these observations, others have argued for high-dimensional

and gradient representations based on observations such as the follow-
ing: (a) the phonetic distribution of a target changes in response to new
variants (Dell et al. 2000); (b) recent experiences to specific words affect
later pronunciation differentially on whether the word is a high-frequency
or low-frequency word (Goldinger 1998); (c) word-specific phonetics
(Wright 2004); (d) lexically conditioned sociolinguistic variation, wherein the
view that exemplars encode lexical, phonetic, and social information sim-
ultaneously provides a mean for expressing the interaction of each of these
dimensions (Hay et al. 1999). We present these observations here to help the
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8 Phonology

reader get a better grasp of the ensuing discussion, but request the reader’s
patience in waiting till Section 1.4 for a more elaborate discussion/criticism of
their putative import for theories of representations.
Returning to the issue at hand, while the adduced fundamental properties of

sound patterns are evidence in favour of abstract/discrete lexical and phono-
logical representations, they say nothing about how the representations mani-
fest in performance (in the phonetics, in this case). As has been long noted,
theory testing depends not only on the actual theory, but also the auxiliary
hypotheses that are additionally needed to interface the theory with observed
phenomena (Duhem 1954; Lakatos 1970; Quine 1951). Consequently, it is use-
ful to distinguish between two different (and incompatible) conceptions of how
abstract/discrete representations manifest in performance: one that has become
the de facto standard and the whipping boy for those arguing against such
representations, which we will call the common strawman view of discrete rep-
resentations,8 and one that was intended in the original generative phonology
tradition, which we will call the classic generative phonology view.
As per the common strawman view of discrete representations view, the

interface between phonology and phonetics is a feed-forward system where the
(categorical) form of the output of the phonology, that is, a surface representa-
tion,wholly determines the phonetic outcome. In this view, phonology is seen as
an abstraction of the actual production of an utterance and can therefore be seen
as production-oriented. This view has been explicitly mentioned and argued
against in work supportive of exemplar representations (Goldrick and Cole
2023; Pierrehumbert 2002, 2016).

Inmodular feed-forwardmodels, the (categorical) form of the lexemewholly
determines the phonetic outcome. If two words differ at all in their phonetics,
then they differ categorically, and accordingly one job of the phonology is
to identify a category set which captures all systematic differences amongst
words. (Pierrehumbert 2001, p. 101)

In such theories, the phonetic realization of a word is determined entirely by
its phonological representation. (Pierrehumbert 2016, p. 45)

In fact, we agree with Pierrehumbert and other proponents of exemplar rep-
resentations that the common strawman view of discrete representations is very
likely wrong. However, an argument or evidence against a specific instantiation

8 In previous work, we have called this the standard generative phonology view; however, we
don’t actually know if this view is held by most phonologists, and have ourselves largely seen
it only in research arguing against abstract/discrete phonological representations; hence, we
found it appropriate to relabel the term.
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Psycholinguistics and Phonology 9

of how abstract/discrete phonological representations interface with the phon-
etics is not in fact an argument or evidence against the whole class of possible
instantiations of how abstract phonological representations interface with the
phonetics, and claiming so would be an error of logic – as we can’t rule out that
the evidence actually bears on the auxiliary assumptions, and not on the main
theoretical claims themselves.
Furthermore, and crucially, the view discussed, which we called the com-

mon strawman view of discrete representations, though often presented as the
generative phonology view is ironically in contradiction with the framework
of classic generative phonology, but unlike the latter, has never been explicitly
argued for as far as we are aware. Therefore, it is a strawman that no one that
we know has truly argued for; hence, our term for it.
As per classic generative phonology, phonology is seen as knowledge (or

competence) that can be used during performance. This is the classic distinction
between competence and performance that has been discussed repeatedly in the
linguistics literature (Chomsky 1964, 1965; Schütze 1996; Valian 1982).

Linguistic theory is concerned primarily with an ideal speaker-listener, in
a completely homogeneous speech-community, who knows its language
perfectly and is unaffected by such grammatically irrelevant conditions
as memory limitations, distractions, shifts of attention and interest, and
errors (random or characteristic) in applying his knowledge of the language
in actual performance. To study actual linguistic performance, we must
consider the interaction of a variety of factors, of which the underlying com-
petence of the speaker-hearer is only one. In this respect, study of language
is no different from empirical investigation of other complex phenomena.
(Chomsky 1965, pp. 3 – 4)

Note, like the strawman view, the classic generative view also espouses a
feed-forward model, but of a slightly different kind. The distinction that Chom-
sky draws not only relies on the idea of knowledge of language (competence)
and the use of that knowledge (performance), but it also makes it absolutely
clear that competence (abstract/discrete lexical and phonological knowledge
in our case) is only one of the factors affecting performance. However, despite
the rather clear discussion in the early work, there has been some confusion
about the distinction between competence and performance. Competence has
often been interpreted to mean an abstraction over the performance. While
there is a sense in which this is appropriate, stating it this way also leads to
a misunderstanding that competence is simply abstracted production. In our
opinion, the appropriate way to parse the distinction is to say that competence
is knowledge that is separate from other factors that are involved in actual
performance.
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10 Phonology

…it is perhaps worth while to reiterate that a generative grammar is not a
model for a speaker or a hearer. It attempts to characterize in the most neu-
tral possible terms the knowledge of the language that provides the basis
for actual use of language by a speaker-hearer. When we speak of a gram-
mar as generating a sentence with a certain structural description, we mean
simply that the grammar assigns this structural description to the sentence.
When we say that a sentence has a certain derivation with respect to a par-
ticular generative grammar, we say nothing about how the speaker or hearer
might proceed, in some practical or efficient way, to construct such a deriv-
ation. These questions belong to the theory of language used the theory of
performance. (Chomsky 1965, p. 9)

A final aspect of the classic generative view that is relevant for our purposes
has to do with ‘psychological reality’. While in our opinion, the term com-
petence has been interpreted to mean abstract, and not being psychologically
real, it was meant to stand for abstract as being separate and real from other
factors.

…mentally represented grammar andUG are real objects, part of the physical
world, where we understand mental states and representations to be physic-
ally encoded in somemanner. Statements about particular grammars or about
UG are true or false statements about steady states attained or the initial state
(assumed fixed for the species), each of which is a definite real-world object,
situated in space-time and entering into causal relations. (Chomsky 1983,
156–157)

These quotes make it clear that the classic generative view, and more
specifically the classic generative phonology view are quite removed from
the claims of what we have called the common strawman view of discrete
representations. One might object that Chomsky’s views were never meant
for phonology. Although, we don’t see how that is possible, it is clear that
similar discussions can be found in relation to phonology specifically. For
example, as Hammarberg (1982) puts it specifically in the context of discussing
phonology:

It [generative grammar] is a competence model, not a performance model,
and what the relationship between the categories and the activities of the
vocal tract or auditory system might be is virtually unknown. It is highly
doubtful, however, that performance could be viewed as another compo-
nent of the grammar, added after the phonology, spitting out segments in
the manner of a line printer in relation to a computer. (Hammarberg 1982,
p. 134)

In fact, early generative phonologists could not have been any clearer on
this point. For example, the following is a quote from Postal (1968) that
Chomsky and Halle (1968) approvingly cite:
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Psycholinguistics and Phonology 11

…the derivative knowledge a speaker has about the pronunciation by virtue
of his knowledge of the superficial syntactic structure of the sentence, the
lexical items or formatives it contains and the ru1es of phonology . . . The
phonetic transcription . . . is the most gross and superficial aspect of linguis-
tic structure . . . It [phonology] is the most important but far from the only
parameter determining the actual acoustic shape of the tokens of the sen-
tence. (Postal 1968, p. 274)

Furthermore, Chomsky and Halle (1968) state explicitly after discussing
Postal’s quotations outlined that they do not view the phonology (and thereby
phonological representations) as capturing all aspects of the phonetics of
the actual utterance.9 As can be seen from the following quote, they even
argue against what we have called the common strawman view of discrete
representations view.

Our conception thus differs from an alternative view that the phonetic
transcription is primarily a device for recording facts observed in actual
utterances. That the latter view is not tenable, in any very strict sense, has
been known at least since mechanical and electrical recordings of utterances
have revealed that even the most skillful transcriber is unable to note cer-
tain aspects of the signal, while commonly recording in his transcriptions
items for which there seems to be no direct warrant in the physical record.
(Chomsky and Halle 1968, p. 293)

Here is one final quote10 fromMohanan (1986) that very explicitly states that
phonological knowledge is just one of the factors that affects the performance
(phonetics).

Practitioners of phonology often distinguish between internal evidence,
which consists of data from distribution and alternation, and external evi-
dence, which consists of data from language production, language compre-
hension, language acquisition, psycholinguistic experimentations of various
kinds, sound patterning in versification, language games, etc. . . . The terms
‘internal’ and ‘external’ evidence indicate a bias under which most phono-
logical research is being pursued, namely, the belief that the behaviour
of speakers in making acceptability judgments is somehow a more direct
reflection of their linguistic knowledge than their behaviour in producing
language, understanding language, etc. This bias appears to be related to the
fact that linguistic knowledge is only one of the inputs to language produc-
tion, language comprehension, and other forms of language performance.
What accounts for the facts of performance is a conjunct of a theory of lin-
guistic knowledge (‘What is the nature of the representation of linguistic

9 Note, in our opinion, a total account of the acoustic (or any performance) is something that one
can’t even hope to achieve in principle anyway.

10 Thanks to Scott Nelson for giving us the quote.
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12 Phonology

knowledge?’) and a theory of language performance (‘How is this knowledge
put to use?’). (Mohanan 1986, p. 183)

As the reader can see from these quotes, the real claim as per the classic
generative phonology is: all things being equal, two representations with the
same phonological content must have the same performance (phonetics). But,
it is immediately clear that two identical lexical representations or two surface
representations with differences elsewhere are not expected to have exactly
the same performance characteristics (or phonetic manifestations). Therefore,
showing evidence of non-phonological effects (for example, frequency effects
or effects of sociolinguistic knowledge or speaker-sensitivity . . . either in pro-
duction or in perception) in no way undermines the classic generative phon-
ology view. Of course, the need to identify what elements of performance come
from the abstract knowledge a speaker possesses and what come from other
factors makes the enterprise more complicated; however, this complication
was always seen to be necessary as per the classic generative phonology view
(see Chomsky 1965, 1955/1975; Chomsky and Halle 1965, for extended dis-
cussion).11 Furthermore, while researchers may/do disagree about what comes
about from the phonology or lexical representations (i.e., competence) andwhat
comes about from other performance factors, there is in our opinion agreement
that multiple sources of influences exist on any performance; that is, there is
tacit agreement for a distinction between competence (in this case, phonological
knowledge) and other performance factors for all researchers. Consequently,
everyone (and not just those espousing abstract/discrete representations) needs
to worry about the different possible sources of any performance output. So,
we don’t see this as a problem for abstract/discrete representations alone, but
a general scientific problem for anyone interested in phonological representa-
tions/computations. Therefore, we are at a loss to explain why the dichotomy
between competence and performance has evoked such strong reactions in the
literature.
One could complain that the presence of an all things being equal clause

makes the theory unfalsifiable. However, that is not true, as the theory pre-
dicts some important (fundamental) aspects of speech patterns. Furthermore,
as Lakatos (1970, p. 175), one of the pre-eminent philosophers of science in
the twentieth century, clearly states, ‘one can easily argue that ceteris paribus

11 Note, saying two representations with the same phonological content must have exactly the
same performance (phonetic manifestations in our case) is like saying two sentences with the
same syntactic structure should have exactly the same performance (processing) and should
not be affected by aspects of the lexical items or the meanings of the words, . . . – such a view
is too simplistic in our opinion, and was never part of the classic generative thinking.
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Psycholinguistics and Phonology 13

[all things being equal12] clauses are not exceptions, but the rule in science’.13

He further argues that only a ‘dogmatic falsificationist’ would interpret incon-
sistency between a specific scientific theory and facts as falsification of the
theory. Unfortunately, this is exactly what has happened in the case of argu-
ments against abstract/discrete representations, despite the original proponents
being rather clear that their conception of the classic generative phonology
view had an implicit all things being equal clause attached to it.
So, whence does the difference in the two views of generative phonology

come? We suspect that the common strawman view of discrete representa-
tions arose from a misunderstanding of the classic claim that phonology is
a feedforward system, which means that there is no feedback from perform-
ance systems back to phonology. However, this term has been misunderstood
to mean that only the output of phonology affects phonetics, that is, perform-
ance is sensitive only to the output of phonology. In this latter view, generative
phonology is viewed as a sort of production system, which is contrary to the
original claims of generative phonologists. Relatedly, researchers already wor-
ried (in the 1970s) about the term generative grammar being misunderstood
along the above lines.

There seems to be considerable confusion on this issue, due mainly, we
believe, to a misinterpretation of the term ‘generative’ (as in ‘generative
grammar’, ‘generative phonology’) as meaning ‘creating’, ‘bringing about’.
It is this misinterpretation that gives rise to views of competence as merely
idealized performance, or of performance as an additional component of a
grammar. (Hammarberg 1982, p. 135)
It is important to interpret the term generate in a static, rather than a

dynamic, sense. The statement that the grammar generates a particular sen-
tence means that the sentence is one of the totality of sentences that the gram-
mar defines to be grammatical or well formed. All the sentences are gener-
ated, as it were, simultaneously. The notion of generation must be interpreted
as would be a mathematical formula containing variables. For example, in
evaluating the formula y2+y for different values of y, one does not say
that the formula itself generates these variant resultant values (2, when y
= 1; 5, when y = 2; etc.) one after another or at different times; one says
that the formula generates them all simultaneously, or better still perhaps,
timelessly. The situation is similar for a generative grammar. Although one
sentence rather than another can be derived on some particular occasion by

12 Added by the current authors.
13 Note, this is in effect no different from a physicist arguing that the effect of a gravitational force

(or space-time curvature in more modern conceptions) is that of attraction – this prediction is
only true all things being equal. If, however, there is a repulsive magnetic force also present,
then the prediction is clearly not true. We use this example from physics simply because we
believe our target audience is likely to be familiar with such a straightforward case.
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14 Phonology

making one choice or another at particular places in the grammar, the gram-
mar must be thought of as generating all-sentences statically or timelessly.
(Lyons 1974, p. 1002)

Our (some might say, painstakingly long) discussion with the inclusion of
specific quotes is not to show deference to authority. Instead, we show that the
arguments laid out by those who espouse exemplar or hybrid views, in our opin-
ion, do not actually argue against the entire class of possible abstract/discrete
phonological representations, or for that matter the actually espoused view in
generative phonology work on the topic. What they actually argue against is
a rather specific production-oriented view of the interface between phonology
and phonetic manifestations that was already thought to be ‘untenable’.

1.4 Arguments Proposed in Favour of High-Dimensional
and Gradient (Exemplar) Phonological Representations

At this point, one needs to ask what is the sort of evidence that researchers have
presented in support of high-dimensional and gradient lexical/phonological
representations. In what follows, we briefly review the evidence furnished,
but we direct the reader to a wonderful recent review article on the topic
by Goldrick and Cole (2023). They categorise the evidence into four distinct
groups, which we follow here:

2. Evidence for exemplar representations within the realm of speech produc-
tion

(a) The plasticity of production, wherein the phonetic distribution of a
target changes in response to new variants (Dell et al. 2000).

(b) Lexically conditioned phonetic plasticity, wherein recent experiences to
specific words affect later pronunciation differentially on whether the
word is a high-frequency or low-frequency word (Goldinger 1998).

(c) Lexically conditioned phonetic variation, wherein there can be word-
specific phonetics (Wright 2004) – as an additional example, they
suggest the phenomenon of incomplete neutralisation, which we focus
on later in this Element.

(d) Lexically conditioned sociolinguistic variation, wherein the view that
exemplars encode lexical, phonetic, and social information simultan-
eously provides a means for expressing the interaction of each of these
dimensions (Hay et al. 1999).

In reference to (2a–2b), as far as we can see, both of these observations
are about how and under what conditions learning proceeds, and not about the
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Psycholinguistics and Phonology 15

representations themselves. Therefore, they don’t constitute evidence in favour
of any kind of representations, per se. One should be able to take the same
learning strategy and employ it with different kinds of representations. So, if
learning of lexical representations is possible beyond a certain age, one can
account for (2a), and if one can store more than one abstract/discrete repre-
sentation for a lexical item, and the more recent ones are more accessible,
one can account for (2b). Essentially, the reason exemplar representations can
account for such phenomena is tangential to the issue of the discrete/abstract
nature (or lack there) of the representations, and instead has to do more
with auxiliary assumptions related to learning that are added to the the-
ory. Note, this is perfectly consistent with the classic generative phonology
framework, wherein phonological knowledge is just one source that affects
performance.14

In reference to (2c–2d), we do think these arguments get at representations
but are not actually pitting abstract representations versus exemplar representa-
tions. Again, the arguments in our opinion really ride on auxiliary assumptions
tacked on by researchers. Abstract representations are usually assumed to have
the auxiliary hypothesis of singular or unitary lexical representations, while
exemplar representations by their very nature consist of multiple tokens. But, as
mentioned, one can easily imagine abstract representations where lexical items
can be linked to more than one representations, and equally one can imagine
high-dimensional representations which are unitary (perhaps as a prototype).
So, yes, if a speaker is constrained to store only a single abstract represen-
tation for a morpheme, then one might have to think more carefully about
how to account for the fact. However, if a speaker can store multiple pos-
sible competing underlying representations for the same morpheme, then the
issue of lexically conditioned (sociolinguistic) phonetic variation is not prob-
lematic, as one can easily envision lexical items with different sets of abstract

14 Relatedly, a reviewer asks what exactly is a lexical representation if more than one
abstract/discrete representation for a lexical item is possible. Bromberger and Halle (2000)
include some discussion about what a lexical representation is. They point out that though
phonological representations are normally understood to be intentions, this cannot be the case
for underlying (or lexical) representations since the intention is not executed inmany cases (due
the application of phonological processes). Ultimately, they argue that underlying representa-
tions play a computational role. They ‘essentially simplify computations within the theory’.
(Bromberger and Halle 2000, p. 28). Note, such an understanding of lexical representations
being purely mental devices to simplify computations doesn’t preclude the possibility of mul-
tiple abstract/discrete representations for a lexical item. In fact, to our knowledge, the claim
that a lexical item has to have only a single phonological representation has not been theoret-
ically or empirically justified; it has simply been assumed by some. We raise this issue to shine
a light on the need for more justification of this assumption.
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16 Phonology

representations for different superficially similar morphemes, and consequently
would expect different phonetic manifestations.15

Given the previous discussion, we suggest that in fact much of the evidence
presented in favour of high-dimensional and gradient (exemplar) representa-
tions is largely tangential to the issue of the nature of phonological representa-
tions. Furthermore, given that such representations do not have an explanation
for the obvious and fundamental properties of sound patterns we discussed (as
seen, for example, in plural formation in English), we ourselves see the weight
of the evidence against such representations.
Relatedly, Pierrehumbert (2002, 2016) observes that pure high-dimensional

and gradient (exemplar) representations do not have an account of speaker
behaviour with nonce words: ‘To support the processing of novel word forms
as well as familiar word forms in novel contexts, an abstract level of repre-
sentation is needed in which many phonetic details and contextual features are
disregarded’. (Pierrehumbert 2016, p. 33).16

Furthermore, she points out that lexically-specific effects are quite small in
comparison to the generalisation effects seen in such experiments, which would
be surprising if lexical representations were truly exemplar in nature. Despite
the acknowledgement of the advantages of abstract/discrete representations
over high-dimensional and gradient (exemplar) representations, Pierrehumbert
(2002, 2016) ultimately proposed a hybrid model, which has both categor-
ical representations for each word, and word-specific phonetics. This was so
because she also accepted that the evidence furnished against abstract/discrete
representations (see the evidence for exemplar representations in (2)) was
convincing. However, the evidence furnished is only incompatible with the
common strawman view of discrete representations view (as her quotes make
clear). As we noted, the observed data is perfectly compatible with the clas-
sic generative phonology framework. Therefore, we don’t see the evidentiary
necessity for hybrid models, ourselves. More generally, again as pointed out
earlier, arguing against a specific theoretical instantiation of a general frame-
work can’t argue against the whole class of theories consistent with that
framework, since there are a variety of auxiliary assumptions that could be
blamed (Duhem 1954; Lakatos 1970; Quine 1951). In our case, it is clear

15 This is true particularly if the phonetic manifestation is seen as a result of an averaging effect
over mutliple competing underlying representations and consequently multiple competing
surface representations. We elaborate on this more in the context of incomplete neutralisation.

16 We point out here that this is not only a problem for the production of, but also the perception
of nonce words. If speech perception is seen simply as an act of identifying the best lexical item
match in high-dimensional space, there should never be the percept of a nonce word in the first
place. The very fact that speakers can recognise a nonce word input suggests that lexical access
is mediated by the recovery of a more abstract phonological representation.
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that the auxiliary assumption that phonology wholly determines the phonetic
outcome that is a part of the common strawman view of discrete representations
view is the locus of the problem, and not abstract representations themselves.

1.5 Consistency Is a Weak Result, but It Gets Weaker
as the Space of Possibilities Increases

At this point, one can rightly contend that just saying there is no incon-
sistency between a theory and a certain set of observations is rather weak.
However, if we unpack the claim that lack of inconsistency between a the-
ory and observations is a rather weak result, we will see that it affects all three
types of representational theories (abstract/discrete phonological representa-
tions, high-dimensional and gradient (exemplar) representations, and hybrid
representations).
Let’s say there is just discretisation of time (segmentation), and let’s say

there are just forty-five phonemes; then, even if we limit words to be seven seg-
ments or under, we would have a huge space of lexical representations, namely,∑7

n=1 45
n ≈ 382 billion possible words.17

Now, if we allow for both discretisation of time and space (so, segmentation
and featurisation), then with just twenty binary features, we would have 220 =
1,048,576 possible segments,18 and consequently,

∑7
n=1 1048576

n ≈ 1.4 * 1042

possible words of seven segments or fewer – an astronomically large set of
possibilities. So, the reader can see that consistencywith a theory is rather weak.
But the problem is simply worse if we have thousands of continuously

varying phonetic parameters (see Port 2007, for discussion of the size of
the parameter space with exemplar representations), and even if the phonetic
parameters are constant within a roughly segmental duration, we’d leave the
domain of a finite size and move even past countable infinity to an uncountably
infinite set of possible words.
So, with just discretisation in time or with discretisation in time and space,

the problem of indeterminacy and its logical cousin, falsifiability, are rather
acute (Chomsky 1965; Hale et al. 2007), but the problem of falsifiability is
even more compounded when we enter the world of rich multi-dimensional
structure in the domain of real numbers as is necessary when we talk about

17 We limit ourselves to discussing the space of lexical representations and ignore the space of
phonological patterning to keep things fair in comparing the three types of representational
theories – pure exemplar-representation based theories have no explicit claims about how
phonological patterning is achieved, which itself is quite problematic of course.

18 This assumes underspecification is not possible. If it is possible, then the number grows to 320
= 1,048,576 segments. See Reiss and Volenec (2022) for an identical combinatoric calculation
over features.
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18 Phonology

high-dimensional and gradient (exemplar) representations, and even further
compounded when we talk about hybrid representations. Consequently, as
a logical matter, the claim of compatibility between theories with high-
dimensional and gradient representations and observed data should be even
less convincing than that between abstract representations and the same facts.
Yet, we see researchers have argued the contrary. In fact, Port (2007, p. 360)
recognises a version of this combinatorial problem with segmental categor-
ical representations; in his argument, with forty-six phonemes and words of
five or shorter, there are ‘228 million’ possible words,19 and the problem ‘gets
far worse very quickly’ with longer words. Yet, his solution that ‘the relevant
space is . . . probably thousands of degrees of freedom’ (p. 350) seems to us
to exacerbate the problem far more, as we discussed earlier. Therefore, while
we agree with the criticism that there is a need for further explanation of the
observed phenomenon beyond claims of consistency with the theory, we think
the problemworsens if one espouses high-dimensional and gradient (exemplar)
representations.
To add to the discussion, in the last few decades phonologists have argued for

(a) a more structured feature space, namely, feature geometry (Clements 1985;
Sagey 1986, amongst others), and/or (b) a more limited featured space based
only on contrast that are used in lexical representations (Archangeli 1988;
Dresher 2009; Halle 1959b; Steriade 1987; Trubetzkoy 1969). If we impose
either of these theoretical constraints on an unstructured abstract/discrete fea-
ture space, we are likely to reduce the dimensionality, and therefore reduce the
space of possible segments and the space of possible lexical representations. In
both cases, the exact reduction in hypothesis space will depend on the nature of
the proposal of course. For example, if say seven features are enough to repre-
sent the contrastive segments of a language (and are enough to account for the
patterns observed in the language), then with seven binary features, we would
have 128 possible segments – a much smaller set of segmental possibilities;
and consequently,

∑7
n=1 128

n ≈ 34.6 * 109 possible words of seven segments
or fewer – a smaller set of possible lexical items. The point we would like
to draw attention to is that with a sufficiently rich UG (or innate constraints),
the astronomically large set of segmental possibilities and lexical items can be
tamed with discretisation in space and time. To achieve a similar reduction in
the space of possible words, a theory with high-dimensional/gradient represen-
tations would need to impose an even stricter set of innate constraints, that is,

19 We are unsure of whether there was a mathematical error or if it was a typo, but the answer
should have been

∑5
n=1 46

n ≈ 210 million.
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increase in the representational space comes at a premium. In short, there is ‘no
free lunch’ (Wolpert and Macready 1997).
Although we have so far proceeded with the assumption that high-

dimensional and gradient (exemplar) representations can account for or are
consistent with the observed facts, it strikes us that discussions of such
representations are often vague on the details of the precise nature of
these high-dimensional and gradient representations: What exactly are the
dimensions and how exactly do they interact? Compare this to the rather
specific set of features/representations proposed in generative phonology (see
Chomsky and Halle 1968; Kenstowicz 1994, for examples). In the absence of
specific hypotheses about the relevant dimensions and possible interactions,
it is difficult to see if high-dimensional and gradient (exemplar) representa-
tions are even consistent with the observed data. In our opinion, it is in fact the
vagueness of the relevant claims that allows one to claim consistency. Note, a
researcher espousing abstract/discrete representations could also have argued
that if you inflate the number of featural representations (from the usual twenty
or so features) to perhaps an unspecified list of fifty features, they can account
for the observed data.20 It is immediately obvious that such a move is unfair.
But the same criticism should then apply to cases where researchers argue for
high-dimensional and gradient representations but don’t provide the exact rep-
resentations or possible interactions. Ultimately, both the modifications appear
consistent with the observed data, but the views only appear to be successful
since they are vague.
Finally and related to the above discussion on high-dimensional and gradient

(exemplar) representations, a sufficiently elaborate model/account can always
account for any data by essentially overfitting the data. However, it is not the
case that such a model explains the data. What we can all agree to is that a
theory should explain the facts (to the extent that we think the facts need an
explanation); but for that, we need to be clear about what one means by an
explanation and how it contrasts with just a non-explanatory model or a non-
explanatory account of the facts; a distinction that has been central for ages
in the philosophy of science (see Cummins 2000, as it applies to the cogni-
tive sciences). The latter are just redescriptions of the data, while the former
are claims about the underlying causal structure. Crucial to the distinction is
that if a theory is truly an explanation of a phenomenon, then the theory will
entail the phenomenon (all things being equal), or in probabilistic terms the
theory will make the phenomenon much more likely than the absence of the

20 In fact, as Reiss and Volenec (2022) point out, even twenty features is actually enough if one
is creative with their use.
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phenomenon (all things being equal). That is, a theory is explanatory to the
extent that it predicts reality (but not the converse of it, or its absence even).
We believe this necessary aspect of aspiring for explanatory theories is missing
from many of the current discussions, which are at best talking about consis-
tency of a theory with some phenomenon, and are not saying anything that
is even falsifiable in the worst case. Take for example, the observation of
structure-dependence in syntax that has become an important explanadum in
recent discussions (Piantadosi 2023) – deep neural networks (‘large language
models’) trained on vast amounts of human language data show similar patterns
of structure-dependence, and this observation has been used to argue that mod-
ern languagemodels are themselves theories of language, andmore specifically
syntax. However, such claims are misplaced since they are simply redescrip-
tions of the data that they were trained on. Crucially, if one were to give a
modern language model data that is not like human language at all, in that
the sentential patterns do not exhibit structure dependence, then such a ‘large
language model’ would very likely learn the patterns present in that data and
not learn structure-dependence – that is such models do not truly explain why
human beings exhibit structure-dependence in language, even in the face of
relatively little relevant input, in the first place (see Chomsky and Moro 2022;
Chomsky et al. 2023; Moro 2016, for related discussion).
Given that we are ultimately calling upon researchers to make very specific

testable hypotheses that generalise to other independent cases, in the rest of the
Element, we plan to focus on a domain of empirical research which has featured
prominently in the discussion of the nature of phonological representations,
namely, incomplete neutralisation. In the spirit of the previous discussion,
we will first discuss various claims in the literature and then show that des-
pite previous claims to the contrary, the facts are not only consistent with
abstract/discrete representations, particularly the classic generative phonology
view, but we will also propose a specific set of testable hypotheses that in our
opinion explain the phenomenon.

2 Incomplete Neutralisation
With the previous section as backdrop, we turn to a specific example where the
debate over (abstract or high-dimensional/gradient) phonological representa-
tions and phonetic manifestations has raged for a few decades now, namely, the
issue of incomplete neutralisation. As an example, in German, the phonological
voicing contrast for obstruents has been traditionally argued to be neutralised
in some contexts (we follow Michael Wagner (2002) in the claim that the pro-
cess happens at the right edge of a prosodic word). A rule-based mapping

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009347631
Downloaded from https://www.cambridge.org/core. IP address: 3.133.111.161, on 28 Jan 2025 at 21:24:07, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009347631
https://www.cambridge.org/core


Psycholinguistics and Phonology 21

of the relevant phonological process is stated in (3). However, some have
argued through production and perception experiments that the neutralisation is
incomplete phonetically (Port and O’Dell 1985; Roettger et al. 2014, amongst
others). More specifically, derived voiceless stops have a realisation that is in-
between that of underlying voiced stops and underlying voiceless stops, but
with a distribution that almost overlaps with underlying voiceless stops. As
will become crucial later, ‘over-neutralisation’, wherein derived voiceless stops
have a distribution beyond that of underlying voiceless stops (such that it is the
underlying voiceless stop realisations that are in-between that of underlying
voiced stops and derived voiceless stops) is never observed.

3. German Final-Devoicing Rule[
-sonorant

]
→

[
-voice

] / ]
prosodic word

We turn to this issue of incomplete neutralisation for two basic reasons:
(a) there are some concrete proposals to account for the phenomenon that
we can assess, (b) since at least the mid 1980s, the effect of incom-
plete neutralisation has been very well discussed for a variety of processes
and in a variety of languages including American English (Braver 2014),
Catalan (Dinnsen and Charles-Luce 1984), Dutch (Ernestus and Baayen 2006;
Warner et al. 2004), Eastern Andalusian Spanish (Gerfen 2002), Jap-
anese (Braver and Kawahara 2016), Korean (Lee et al. 2023), Lebanese
Arabic (Gouskova and Hall 2009), Moroccan Arabic (Zellou 2013), Pol-
ish (Slowiaczek and Dinnsen 1985; Slowiaczek and Szymanska 1989), Rus-
sian (Dmitrieva 2005; Kharlamov 2012; Matsui 2015), Standard Mandarin
(Kuo et al. 2007; Peng 2000; Xu 1993, 1997) and Taiwan Southern Min
(Myers and Tsay 2008).
Although the empirical arguments for the phenomenon of incomplete neu-

tralisation have been presented repeatedly, there has been a lingering sus-
picion that the observed phenomenon might be due to performance factors
or simply task effects (Dinnsen and Charles-Luce 1984; Du and Durvasula
2022; Fourakis and Iverson 1984; Manaster Ramer 1996; Warner et al. 2004,
amongst other). For example, many have pointed out that in such tasks, typ-
ically, the participant is given minimal pairs, which allows the participant
to figure out the focus of the task and thereby produce somewhat unnat-
ural/stylised speech (Fourakis and Iverson 1984; Roettger et al. 2014). In a
recent study, Roettger et al. (2014) found a very small (non-significant) dif-
ference of about 2ms in vowel duration of the vowel preceding devoiced
and underlyingly voiceless word-final stops in German, when they ran a con-
trolled experiment that prevented the possibility of participants contrasting the
stimuli or emulating patterns in the auditory input they received (Experiment 3
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in Roettger et al. (2014)). However, in other conditions, they found a larger
(significant) effect size. This suggests that task effects do need to be controlled
for better in such experiments. Consequently, meta-analyses that include stud-
ies that have such confounds (Nicenboim et al. 2018) do not clearly tell us
about the true nature of incomplete neutralisation, as they contain experimental
protocols that aren’t valid probes of the underlying constructs.
A second task effect that has been carefully inspected is that of orthog-

raphy (Fourakis and Iverson 1984; Manaster Ramer 1996; Warner et al. 2004,
amongst other). It has been noticed that in many previous studies, including
the seminal work of Port and O’Dell (1985), the stimuli were presented ortho-
graphically. Since the contrast exists in the orthography, the participants may
mirror the orthography and produce a slightly unnatural speech production
pattern, thereby accounting for the observed differences. In fact, Warner et al.
(2004) show exactly this possibility to be true in Dutch for pairs of words that
are distinguished only orthographically, and don’t have a phonological contrast
as evidenced in the phonological patterning of those words.
In our opinion, one excellent piece of evidence that the phenomenon exists

beyond orthographic effects comes from languages that use Chinese characters
in their orthographic system. Although most Chinese characters were origin-
ally created with a sound part (J. Yang 2015), this connection was gradually lost
due to historical sound changes and character modifications (Huang and Liao
2017). Researchers have observed incomplete neutralisation while employ-
ing Chinese characters to present the stimuli to the participants in different
languages: Standard Mandarin (Kuo et al. 2007; Peng 2000; Xu 1993, 1997),
Taiwan Southern Min (Myers and Tsay 2008), Huai’an Mandarin (Huai’an
hereafter) (Du and Durvasula 2022), and Japanese (Braver and Kawahara
2016).
To take Standard Mandarin as an example, the crucial Tone 3 sandhi pro-

cess states that a Tone 3 syllable becomes Tone 2 when immediately followed
by another Tone 3 syllable. A rule-based mapping of the relevant phono-
logical process is shown in (4) (Chen 2000; Cheng 2011; Duanmu 2007;
Mei 1977).

4. Tone Sandhi in Standard Mandarin
Tone 3 sandhi: T3 + T3→ T2 + T3

Despite the putative complete neutralisation in phonological representations,
derived Tone 2 from Tone 3 has been shown to be phonetically different
from underlying Tone 2 that has not undergone any phonological processes
(Kuo et al. 2007; Peng 2000; Xu 1993, 1997). The phonetic difference is small
but significant.
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It is also worth commenting more on the study on Japanese. First, Chinese
characters are very common in the Japanese writing system, and most of
the stimuli in Braver and Kawahara’s (2016) study were presented in Chinese
characters (Kanji). Second, the connection between the sound part and pronun-
ciation is even weaker in Japanese than that in Chinese languages. In Japanese,
most Chinese characters have multiple pronunciations, onyomi and kunyomi
(Itô and Mester 1999; Japan Broadcasting Corporation 1998). So, it is even
harder to imagine the influence from orthography in Braver and Kawahara’s
study.
To sum up, despite worries about the ecological validity of the phenom-

enon, there are some clear cases of incomplete neutralisation that are unlikely
to be caused by task effects rooted in experimental designs (or orthographic
confounds).

2.1 The Issue of Phonological Neutralisation
versus Phonetic Implementation

It is important to note that claims of incomplete neutralisation typically assume
that the phonological contrast is phonologically neutralised in the case of the
observed pattern at hand, and then show that there are (subtle) differences in
the phonetics, hence the name of the phenomenon. However, many previous
studies of incomplete neutralisation do not typically provide evidence that the
examined process actually involves a phonological change. This part of the
argument is crucial yet rarely addressed directly: if there is no phonological
neutralisation with respect to the phenomenon under discussion in the first
place, then there is no point in asking if there is incomplete phonetic neutralisa-
tion. Previous phonetic researchers exploring the phenomenon of incomplete
neutralisation have simply accepted the analytic statements of phonologists;
however, showing phonetically incomplete neutralisation in such a case, at best,
falsifies the proposed analysis/claim, and not the overall framework of abstract
representations; in fact, it doesn’t even falsify the specific theory of representa-
tions used by the phonologist who proposed the specific analysis. So, one needs
to show some independent evidence that there is indeed complete neutralisation
in the phonology before testing the phenomenon of incomplete neutralisation.
One important attempt to establish phonologically complete neutralisation

comes from Braver and Kawahara’s (2016) production experiment on Japan-
ese that we have mentioned. They creatively used the generalisation that a
prosodic word almost always contains two moras on the surface in Japan-
ese (Ito and Mester 2003; Itô 1990; Mori 2002; Poser 1990). The evidence
for this generalisation mainly comes from processes where monosyllabic
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prosodic words are avoided. These processes include word-formation patterns,
nickname formation, geisha-client name formation, loanword abbreviation,
verbal root reduplication, scheduling compounds and telephone number reci-
tation. To take the nickname formation process as an example – a full name is
truncated to at least two moras long and then a suffix ‘-chan’ is added as shown
in (5). The name Wasaburoo and Kotomi are each truncated to be at least two
moras long, which suggests a shortened form consisting of only one mora is
likely ungrammatical.

5. Nickname Formation Process in Japanese (Data from Braver (2019))
(a) Wasaburoo (full name)

Wasa(-chan) (2 moras)
*Wa(-chan) (1 mora)

(b) Kotomi (full name)
Koto(-chan) (2 moras)
Koc(-chan) (2 moras)
*Ko(-chan) (1 mora)

Based on such patterns, Braver and Kawahara (2016) suggest that, in order
to be able to surface, an underlying monomoraic word has to lengthen to be
bimoraic. Crucially, they observed that putatively lengthened bimoraic words
have shorter durations than underlying bimoraic words. A potential issue with
this argument ‘however’ is that this is at best indirect evidence for the length-
ening process – one could have argued that the underlyingly monomoraic
cases they looked at form exceptions to the otherwise regular generalisation.
Note, this is no different from the fact that there are a variety of exceptions to
the English pluralisation process, despite there being a regular process. See
C. Yang (2016, and citations within) for multiple case studies on regular
morphological processes in the face of exceptions.
Another attempt comes from a previous study of ours on Huai’an that

we mentioned in the previous discussion (Du and Durvasula 2022). Here
phonological behaviour was also employed to establish phonologically com-
plete neutralisation. In this particular case, a feeding order between two phono-
logical processes, one of which is the target process, is used to establish that
the phonological process has indeed applied. We refer to the two phonological
processes involved in the feeding order as Target Process and Phonological
Process 2. If the Target Process results in a representation needed for the appli-
cation of Phonological Process 2 in a particular instance, and there is evidence
in the pronunciation that the latter (Phonological Process 2) has applied, then
we have evidence that the Target Process has applied. We can now check
if the output of the Target Process is phonetically neutralising or not. In
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Du and Durvasula (2022), we used this argument form to establish that a
phonologically neutralising process of Tone 3 sandhi is phonetically non-
neutralising. Based on the result, we argued that phonetic non-neutralisation
is not a diagnostic of phonological non-neutralisation, and therefore should not
count as an argument against abstract/discrete representations.
In this Element, we follow up on this research and present a new experiment

that allows us to better understand the different non-phonological sources of
incomplete neutralisation. Given that the experiments in this Element form a
continuation of previous work, it is helpful to the reader, in our opinion, to
both have a clear understanding of the relevant patterns in Huai’an, which will
be the focus language for the experiment, and know the relevant data from
Du and Durvasula (2022). For this reason, in Section 2.2.1, we will provide
the basic information and relevant phonological processes in Huai’an. We will
then discuss, in Section 2.2.2, the previous experimental studies on Huai’an,
which show that Huai’an has a clear case of incomplete neutralisation. Next, in
Section 2.3, we will list the requirements that any explanations on incomplete
neutralisation should meet. Based on these requirements, we will point out the
problems with previous accounts in Section 2.4, and then provide our own new
explanation in Section 3. In Section 4, we will introduce the new experiment
we conducted, which provides experimental evidence for our theory.

2.2 Evidence from Huai’an Mandarin
2.2.1 Background on Huai’an Mandarin

Huai’an is a Mandarin language that belongs to Jianghuai Guanhua Group
(Lower Yangtze Mandarin). The native speakers of the language are mainly
from and currently reside in Huai’an city, which is located about 210 miles
(340 kilometers) north of Shanghai (Wang and Kang 1989). Huai’an has four
phonemic tones. In accordance with the tradition of describing Mandarin lan-
guages (Chao 1930), the four tones are referred to as Tone 1, Tone 2, Tone 3,
and Tone 4 (Jiao 2004; Wang and Kang 2012). In Table 1, the four tones are
given with tonal letters on a scale of 1 to 5 where 1 is the lowest f0 and 5 is the
highest f0 (Chao 1930). The tonal contours of tones (in isolation) are illustrated
in Figure 1.
The three tone sandhi processes that are involved in Du and Durvasula

(2022) are shown in (6). These processes are also used in the new experiment
that we will present in this Element. In the stimuli, each syllable forms a sep-
arate word, therefore the tone sandhi processes in the stimuli only occur at the
post-lexical level. At the post-lexical level, the low-register Tone 3 sandhi is
mandatory when the syllable that undergoes tone sandhi and the syllable that
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Table 1 Tonemes in Huai’an Mandarin

Phonemic Tones Tone Letter Contour Description

Tone 1 (T1) 42 high falling
Tone 2 (T2) 24 high rising
Tone 3 (T3) 212 low/low rising
Tone 4 (T4) 55 high level

Figure 1 Tonal contour of phonemic tones in Huai’an

triggers tone sandhi are in the same phonological phrase. And Tone 3 sandhi
becomes optional when the two syllables involved are not required to be in
the same phonological phrase. In contrast, the high-register Tone 1 and Tone 4
sandhis are always optional and in fact only applicable when the two syllables
involved belong to the same phonological phrase.21

Tone 3 sandhi in Huai’an is highly similar to that in Standard Mandarin as
shown in (4). Here in Huai’an, a Tone 3 syllable becomes Tone 2 when trig-
gered by another Tone 3 syllable. It is worth noting that Tone 3 can be either
underlying or derived to trigger the Tone 3 sandhi process.

21 We recognise that there are multiple potential sources of optionality/variability. As we will
discuss later, some optionality can be attributed to planning effects, and some optionality is
likely from multiple grammars that a speaker has knowledge of (diglossia), and some is from
within the same grammar either due to optional processes or multiple representations. Given
that the sentential structures we use are the same for all the tone sandhi cases in the current
study, it is difficult to attribute the differential optionality of the processes to planning. How-
ever, it can stem from either multiple grammars or from variation within the same grammar.
Furthermore, as we will point out in the last paragraph of Section 2.2.1, we followed the con-
servative view and only analysed the derived Tone 3 tokens that actually trigger Tone 3 sandhi
in both Du and Durvasula (2022) and in the current experiment reported in this Element. So,
optionality is used to set up the contrasts for comparison.
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6. Tone Sandhi in Huai’an Mandarin
(a) Low register Tone Sandhi

Tone 3 sandhi: T3 + T3→ T2 + T3
(b) High register Tone Sandhi

Tone 1 sandhi: T1 + T1→ T3 + T1
Tone 4 sandhi: T4 + T4→ T3 + T4

Crucially, the Tone 3 output of the high-register tone sandhi processes in (6b)
feeds the low-register Tone 3 sandhi process in (6a) as exemplified in (7). Since
both high-register tone and Tone 3 sandhi are optional given different possible
prosodic structures for utterances in (7), multiple surface representations are
possible.

7. Feeding order in Huai’an Mandarin (boldface and underline represent the
locus of a potential feeding order application due to a relevant tone sandhi
process; the data is from Du and Durvasula (2022))

(a) Tone 1 sandhi feeds Tone 3 sandhi
u ku fən
Mr. Wu estimate score
‘Mr. Wu estimate score’.

UR T3 T1 T1

Tone 1 sandhi T3 T3 T1 (or) T3 T1 T1
Tone 3 sandhi T2 T3 T1 (or) T3 T3 T1 T3 T1 T1

SR T2 T3 T1 (or) T3 T3 T1 T3 T1 T1

(b) Tone 4 sandhi feeds Tone 3 sandhi
u to ə
Mr. Wu chop meat
‘Mr. Wu chops meat’.

UR T3 T4 T4

Tone 4 sandhi T3 T3 T4 (or) T3 T4 T4
Tone 3 sandhi T2 T3 T4 (or) T3 T3 T4 T3 T4 T4

SR T2 T3 T4 (or) T3 T3 T4 T3 T4 T4

Based on the feeding relationships and the logic we have stated in Section
2.1, we suggest that the high-register tone sandhis results in a Tone 3 category
that is phonologically the same as an underlying Tone 3. Given that Tone 4 and
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Tone 1 sandhi processes are optional, one should bemore conservative and look
at only those instances where the outputs of Tone 4 or Tone 1 sandhi processes
in turn trigger Tone 3 sandhi, as such a feeding interaction would suggest that
Tone 4 or Tone 1 sandhi did result in a tone that is phonologically identical
with the underlying Tone 3, since they share the same unique phonological
behaviour in Huai’an, namely triggering Tone 3 sandhi.
In order to be rigorous, in Du and Durvasula (2022), we followed the conser-

vative view and only analysed the derived Tone 3 tokens that actually triggered
Tone 3 sandhi in their article. The crucial surface representations under analysis
are underlined and boldfaced in (7).

2.2.2 Previous Experimental Results on Huai’an Mandarin

We first present the data for Tone 1 sandhi in Du and Durvasula (2022). The
z-score transformed f0 contours on the crucial second syllable are shown in
Figure 2. As a reminder, the crucial comparison is between a derived Tone
3 and an underlying Tone 3, where both tones are after derived Tone 2s and
therefore in the same surface context – the feeding relationship establishes that
both the Tone 3s are categorically Tone 3 as they trigger Tone 3 sandhi. The
tone contour for an underlying Tone 1 is also presented in the same surface
context for visual comparison with the two crucial Tone 3s.
Based on the visual inspection of the data, the derived Tone 3 seems to start as

an underlying Tone 3 and ends as an underlying Tone 1. And the contour shape
of the derived Tone 3 is close to that of an underlying Tone 3. Furthermore, the
comparison between underlying Tone 3 and derived Tone 3 clearly shows that
the neutralisation is incomplete and has a large unstandardised effect size. The
average difference is 18 Hz and the maximum difference is 32 Hz.

Figure 2 Contours comparison of the second syllable in Du and Durvasula’s
experiment (Tone 1 sandhi) (Error bars indicate standard error)
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Figure 3 Contours comparison of the second syllable in Du and Durvasula’s
experiment (Tone 4 sandhi) (Error bars indicate standard error)

Similarly, for Tone 4 sandhi, the z-score transformed f0 contours on the cru-
cial second syllable are shown in Figure 3. Again, the crucial comparison is
between a derived Tone 3 and an underlying Tone 3, where both tones are after
derived Tone 2s and therefore in the same surface context. Similar to Tone 1
sandhi, the tone contour for an underlying Tone 4 is also presented in the same
surface context for visual comparison with the two crucial Tone 3s. Based on
visual inspection of the data, the pattern seems to be different from the case
of Tone 1 sandhi. The derived Tone 3 seems to start as an underlying Tone 4,
instead of as an underlying Tone 3 as in the experiment for Tone 1 sandhi.
Furthermore, the derived Tone 3 gradually deviates from underlying Tone 4
through the whole contour; note, this is in contrast to the case of Tone 1 sandhi,
where the derived Tone 3 ended up at a value almost identical to the underlying
Tone 1. However, the contour shape of the derived Tone 3 is again close to that
of an underlying Tone 3 as in Tone 1 sandhi. Despite the difference, incomplete
phonetic neutralisation is again clearly observed with a substantial unstand-
ardised effect size in the comparison between underlying Tone 3 and derived
Tone 3. The average difference is 17 Hz and the maximum difference is 27 Hz.
In both cases, subsequent statistical modelling using Growth Curve Analysis

supported the observations made in the visual inspection. We have not included
the statistical modelling in terms of Growth Curve Analysis here in the interest
of concision, but refer the readers to Du and Durvasula (2022) for further dis-
cussion. Note further, that we present similar statistical modelling for the new
data following for the reader to get a better idea of the modelling technique.

2.3 Desiderata for Any Explanation
for Incomplete Neutralisation

It is worth reminding the reader that, as we have discussed in the beginning of
Section 2, incomplete neutralisation cases with a small effect size have incurred
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many criticisms about task demands. If orthographic effects or task demands
are the ultimate causal source for the measured difference in production, there
is of course no need to provide any other linguistic explanation of the phenom-
enon. However, as we have stated in Section 2, some incomplete neutralisation
patterns in Standard Mandarin (Kuo et al. 2007; Peng 2000; Xu 1993, 1997)
and Taiwan SouthernMin (Myers and Tsay 2008) have a small effect size while
being immune to the influence of orthography, since the stimuli are presented
in Chinese characters that are remote from phonological/phonetic qualities.
Another notable criticism comes from the interpretation of the results. Such

a small effect size has been argued to likely not be functionally significant and
therefore is not in need of a linguistic explanation (Dinnsen and Charles-Luce
1984; Mascaró 1987; Warner et al. 2004). From the point of view of native
speakers, they may not be able to distinguish phonological categories using
such a small phonetic difference and therefore are likely to analyse them to
be in the same category in phonology anyway. In fact, some previous stud-
ies on incomplete neutralisation have shown that phonetic differences are
still perceptually distinguishable (Port and O’Dell 1985; Warner et al. 2004,
amongst others). However, since stimuli in the elicitation task always contain
the minimal pairs in these studies, unnatural speech may be brought out where
the contrast between derived form and its underlying counterpart is exagger-
ated. And such unnatural speech may be the reason why native speakers can
distinguish phonological categories in the following perceptual task.
To be consistent with the previous literature, we still treat incomplete neu-

tralisation cases with small effect sizes as incomplete neutralisation despite the
criticism we discussed earlier. By doing so, we also assume that the contrast
is indeed neutralised phonologically although previous studies do not typically
provide evidence as stated in Section 2.1. Based on this, we continue to use
the term ‘incomplete neutralisation with a small effect size’. We employ Just
Noticeable Difference (Weber 1905) as the yardstick to assign phenomena as
having small versus large effect sizes. Henceforth, an incomplete neutralisa-
tion with an effect size that is smaller than the corresponding Just Noticeable
Difference (JND) will be called ‘incomplete neutralisation with a small effect
size’. In contrast, an incomplete neutralisation with an effect size that is larger
than the corresponding JND will be called ‘incomplete neutralisation with a
large effect size’. We realise that using JNDs as a metric for effect sizes is a
somewhat crude technique (to assign functional importance). However, given
the current state of knowledge, we aren’t aware of a better metric. Having said
that, this is an avenue of research that is worth pursuing on its own in the future.
Quite naturally, the next question to ask is: How does one explain

the phenomenon? Why exactly do phonologically identical surface forms
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have different phonetic distributions? Before we discuss extant theories of
incomplete neutralisation, we would like to lay out the desiderata as stated
in Du and Durvasula (2022), and connect the discussion to the broader issues
raised in Section 1. These desiderata, in our opinion, serve as necessary
requirements for any theory that attempts to explain the phenomenon of incom-
plete neutralisation specifically, and the gap between phonetics and phonology
more generally. As will be seen, crucial to the desiderata is the distinction
between explanatory and non-explanatory accounts that we elaborated on in
Section 1.
In the following section (Section 2.4), we will use the desiderata as a lens

to understand the effectiveness of previous theories. And, in Section 3, we will
present a new explanation that is entirely consistent with both the desiderata and
the classic generative phonology view, which locates the source of the issue to
be in planning, and actually outside the phonology proper.

8. Desiderata for a theory of incomplete neutralisation
(a) The simplest account of why incomplete neutralisation exists as a

phenomenon.
(b) An explanation for the actual distribution of effect sizes among different

phonological processes.
(c) An explanation of why ‘over-neutralisation’ is never observed.
(d) An explanation of how a feeding interaction is possible with another

phonological process if there is phonetically incomplete neutralisation.
(e) Related to 8d, an explanation of why incompletely neutralised segments

can trigger another phonological process (referred to as Phonological
Process 2), but other phonetically similar segments do not.

First, according to the Law of Parsimony (Occam’s Razor), the simplest
explanation should be prioritised (8a). Therefore, if incomplete neutralisation
can be explained using independently needed performance factors, there is
no need to further complicate phonology or lexical representations. Beyond
previously identified factors such as orthography and task effects, perform-
ance factors that need to be explored further include phonological planning
(Kilbourn-Ceron and Goldrick 2021; Tanner et al. 2017; M. Wagner 2012),
cascaded activation of morphemes during production (Goldrick and Blumstein
2006), and the variability of phonological processes.22 We will suggest later in

22 In Du and Durvasula (2022), we suggested that the variability in the different rates of tone san-
dhi application with derived and underlying Tone 3 could themselves be reduced to a different
planning effect. However, the proposals related to phonological planning are largely about
planning words/morphemes, so it would be an extrapolation of our previous claim to include
intra-morpheme variability or socio-phonological variability as being part of it; therefore, one
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this Element that these sources can indeed be some of the causes for incomplete
neutralisation. In our opinion, in light of these possibilities, complicating and
elaborating phonological representations (or phonological knowledge more
generally) is currently both unnecessary and unjustified.
The second challenge facing theories of incomplete neutralisation is the

systematic disparity in effect sizes (8b). The proposed theory of incomplete
neutralisation should explain not only cases with big effect sizes such as
Huai’an tone sandhis, but also previous cases with small effect sizes such as
devoicing in German, Polish, Catalan, for example. Note here, we want to bring
back the distinction between explanation and non-explanatory accounts that we
laid out earlier. As mentioned, crucial to the distinction is that if a theory is truly
an explanation of a phenomenon, then the theory will entail the phenomenon
(all things being equal), or in probabilistic terms the theory will make the phe-
nomenon much more likely than the absence/converse of the phenomenon (all
things being equal). That is, a theory is explanatory to the extent that it pre-
dicts reality (but not its converse/absence). If on the other hand, a theory can
simply account for reality but can also accommodate the absence/converse of
reality, then it is at best a non-explanatory account, that is, it is a redescrip-
tion of the phenomenon (see Cummins 2000, for relevant discussion). For our
purposes, any theory of incomplete neutralisation that can account for a small
effect size for devoicing but can also account for a large effect size of incom-
plete devoicing, without further clarifying under what circumstances one can
see the former and not the latter and vice versa, is simply a redescription of the
observed data, not an explanation of the observed phenomena.
Related to the second challenge, and expanding on the crucial distinction

between simple re-descriptions and true explanations, the third challenge is
that the proposed explanation should not only predict the existence of cases
of ‘incomplete neutralisation’, but also predict the general absence of ‘over-
neutralisation’, defined as the degree of application being beyond the phonetic
distribution of the target underlying category (8c). Back to the case of German
devoicing, under the scenario of ‘incomplete neutralisation’, the phonetic
cues of derived voiceless stops fall between underlying voiceless stops and
underlying voiced stops. While under the scenario of ‘over-neutralisation’, the

should not interpret our previous claim as extending to all socio-phonological variation. Fur-
thermore, more relevant to this Element is the issue that such proposals cannot readily explain
why the same syntactic structures should result in different rates of application for different
tone sandhi processes (Tone 1 and Tone 4 sandhis in Huai’an). While being a logical possibility
(which is an extremely weak criterion), it would be a leap of faith to suggest that all variability
should be reduced to planning without a concrete proposal to explain the specific patterns.
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phonetic cues of underlying voiceless stops fall between derived voiceless stops
and underlying voiced stops. However, only ‘incomplete neutralisation’ has
been observed.
The fourth challenge that any theory of incomplete neutralisation faces is

explaining the possibility of a feeding interaction – Why can a derived form
that is phonetically incomplete still trigger another phonological process just
like a phonetically complete form (8d)? For example, in the case of Huai’an,
the Tone 3 output of the high-register tone sandhi processes can feed the low-
register Tone 3 sandhi process as in (7) despite incompletely neutralising with
underlying Tone 3 in the phonetics. As we pointed out in Du and Durvasula
(2022), any abstract/discrete theory of phonological representations naturally
accounts for this in terms of categorical rule/process interactions. Of course,
it is logically possible for a gradient phonological representation to do so too;
however, without specific claims about what the permissible computations and
representations are, we are at best back to claiming something rather weak,
namely, logical possibility/consistency, which we showed is even weaker in
the case of high-dimensional and gradient representations.
The final challenge that any theory of incomplete neutralisation faces is

explaining why phonetically incompletely neutralised segments can trigger
a feeding process, but other phonetically similar segments do not (8d). This
challenge is particularly problematic for high-dimensional and gradient repre-
sentations. Of course, given that (very) high-dimensionality and gradience, it
is quite easy to say that there might be some difference between the two cases.
However, the challenge is to propose a specific set of high-dimensional and
gradient representations that are testable beyond the data at hand – therefore
the challenge is in not just accounting for the observed patterns, but actually
explaining why it happens.

2.4 Previous Accounts for Incomplete Neutralisation
Recall at the beginning of Section 2 we stated that the definition of incomplete
neutralisation is twofold and involves both the phonology and the phonetics. A
neutralisation process should be classified as ‘incomplete neutralisation’ only
when it has been argued to be complete in the phonology but incomplete in the
phonetics. Therefore, the account of incomplete neutralisation can logically lie
in the phonological representations, or their manifestations in phonetics, or the
interface between phonological representations and the phonetics. It turns out
proposals have been made in all three of these domains. For this section, we
will discuss previous accounts of incomplete neutralisation and point out their
problems based on the desiderata stated in Section 2.3.
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2.4.1 Accounts That Modify Phonological Representations

The accounts that use phonological representations to model incomplete
neutralisation generally introduce gradience into phonological representa-
tions (McCollum 2019; Port and Leary 2005; Roettger et al. 2014, amongst
others). Under such a framework, the assumption of abstract/discrete
phonological representations is dropped, and high-dimensional gradient
representations are proposed. A consensus has not been reached by previ-
ous studies on exactly how to incorporate gradience inside formal phonology
(Lionnet 2017; Pierrehumbert et al. 2000; Silverman 2006; Tucker and Warner
2010), but McCollum (2019) argues that some form of continuously valued
variables has to be employed in order to do so. To apply this perspective to Ger-
man final devoicing, phonology should not only instruct an underlyingly voiced
segment to devoice, but also represent to what degree the devoicing process
should occur to distinguish the derived voiceless segment from its underlying
counterpart. We note here that one could equally have simply extended the
range of discrete/abstract features as we alluded to earlier in Section 1.5, and
this would result in a far smaller lexical hypothesis space than with high-
dimensional gradient representations. But this option has not, to our knowledge,
been explored.
Despite the fact that the observed effect of incomplete neutralisation can be

straightforwardly accounted for by incorporating gradience into phonological
representations, the proposed new theory also becomes much weaker and pre-
dicts many more possible grammars. To appreciate this statement, under the
classic generative phonology view, only very few grammars are possible for the
final obstruent devoicing process like that in German: one grammar in which
[+voice] feature (or equivalent) in the underlying representation is deleted and
is replaced by [-voice] feature in the surface representation, a second grammar
in which [+voice] feature is delinked without being replaced by [-voice] fea-
ture (Wiese 2000), and a third possibility in which [+spread glottis] feature is
inserted in the surface representation, and a few other similar variants involving
other laryngeal features (such as [constricted glottis]).
In contrast, under the proposed new theory of gradient phonological repre-

sentations, an infinite set of grammars is possible, differing in the degree to
which the devoicing happens.
The second issue with introducing gradience into phonological representa-

tions is that it does not offer a satisfying explanation for the systematic disparity
in effect sizes as stated in (8b). If an infinite set of grammars is available with
a varying range of effect size possibilities and are presumably equiprobable,
then we can’t explain why the actual phenomenon has the effect size that it
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does. The third issue is that this framework can potentially predict cases of
‘over-neutralisation’ as stated in (8c). However, only ‘incomplete neutralisa-
tion’ has been observed in previously examined languages, which is in contrast
with this prediction. The last issue, as discussed under (8d–8e), is that such a
framework cannot offer a satisfying explanation for how a feeding interaction
is possible under the condition of incomplete phonetic neutralisation.23

Again, these issues are particularly problematic for any purely high-
dimensional gradient (exemplar) representations (Brown and McNeill 1966;
Bybee 1994; Goldinger 1996, 1997; Port and Leary 2005; Roettger et al. 2014)
and hybrid representational models (Pierrehumbert 2002, 2016). Based on the
criteria we have laid out in (8), we suggest that such theories are typically
redescriptions of the phenomenon without providing an explanation for the
phenomenon.
It is also worth noting here that, as pointed out by an anonymous reviewer,

incomplete neutralisation can potentially be accounted for by assuming the
existence of multiple grammars that conform to the classic generative phon-
ology view. Again, to take German as an example. It is possible that different
speakers have different grammars. Perhaps one grammar states that [+voice]
feature is replaced by [-voice] feature; in other words, /d/ becomes [t] in the sur-
face representation. The other grammar states that [+voice] feature is delinked
without being replaced by [-voice] feature (Wiese 2000); in other words, /d/
becomes [D] in the surface representation. Under such an account, when the
mean of some phonetic measurement for underlying /d/ (that can surface as
both [t] and [D]) is compared with underlying /t/ (that can only surface as
[t]), there would be a difference due to an averaging artefact across speakers.
Overall, such an account conforms to the classic generative phonology view.
However, no phonetic evidence supports this account to the best of the authors’
knowledge. In German, under the multiple grammars account, phonetic distri-
butions of /t/ in a prosodic-word final context should be unimodal, but those
for /d/ in the same prosodic-word final context should be bimodal; however,
no previous studies have observed this (Port and O’Dell 1985; Roettger et al.
2014). Similarly, no multimodal distributions have been reported in other cases
of incomplete neutralisation (Braver and Kawahara 2016; Du and Durvasula
2022; Warner et al. 2004, amongst others).

23 The one exception to this is McCollum (2019), who actually proposes simultaneously discrete
and gradient representations in order to account for patterns in Uyghur. However, in recent
collaborative work with McCollum, the second author has argued the crucial pattern of gradi-
ence observed in Uyghur stems from improper control of segmental/morphological contexts
(McCollum et al. 2023).
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2.4.2 Accounts in the Phonology–Phonetics Interface

The accounts aiming to revise the phonology–phonetics interface gener-
ally involve revising what phonetics can see inside phonology. As noticed
by many previous researchers, the direction of incomplete neutralisation
is almost always towards the underlying representation before derivation
(Gouskova and Hall 2009; Van Oostendorp 2008). Again to take the German
devoicing case as an example, all examined phonetic cues of derived voiceless
stops deviate from underlying voiceless stops andmanifest closer to underlying
voiced stops. In light of this, the proposal has been made that both under-
lying representation and surface representation should be available for phonetic
manifestations. An incompletely neutralised form is then generated by blend-
ing these two representations (Gafos and Benus 2006; Nelson and Heinz 2021;
Van Oostendorp 2008, amongst others).
The virtue of such an analysis of blending (underlying and surface) repre-

sentations is that it traps the incomplete neutralisation in-between two repre-
sentations, namely the underlying and surface representations. So, in a case
like German devoicing, a devoiced voiced stop is predicted to be in-between a
voiced stop and a voiceless stop in its phonetic manifestation. This guarantees
an explanation for why ‘over-neutralisation’ never happens.
There is, however, one big issue with this general viewpoint. In the absence

of further restrictions/constraints, it does not offer a satisfying explanation for
the systematic disparity in effect sizes as stated in (8b). Furthermore, similar
to accounts that modify phonological representations, with no constraints on
the degree of influence from underlying representations, the produced sound
can fall at any point on the spectrum between underlying and surface repre-
sentations – so, we should in fact find a range of languages with a uniform
distribution of neutralisation effects. This is again contrary to the observed
facts. Of course, one could stipulate that surface representations are more
important for phonetic manifestations (Nelson and Heinz 2021), but such a
stipulation is just that, a stipulation, and furthermore it would be at best a
redescription of the facts, as it doesn’t really clarify why surface representa-
tions are more important than underlying representations if both of them are
accessible to the phonetics. Later, we ourselves suggest a version of this gen-
eral analysis strategy that sidesteps the issues discussed in this paragraph by
appealing to planning factors.

2.4.3 Accounts from Phonetics

Finally, Braver (2019) proposed an account that we suggest falls in
the realm of phonetics with the model of Weighted Phonetic Constraint
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(Flemming 2001). Under such a constraint-based framework that is similar
to Optimality Theory (Prince and Smolensky 1993/2004), the phonetic details
are no longer just a consequence of Universal Phonetics (Chomsky and Halle
1968; Volenec and Reiss 2017). Therefore, phonetic values are not automat-
ically decided or determined but can be different under the same phonetic
context for the same piece of information transferred from phonology. One
possible way in which to flesh this out is by following up on what Flemming
(2001) proposed: namely, that the actual phonetic value is computed by a com-
promise among a series of weighted constraints. Utilising this perspective,
Braver (2019) accounted for the incomplete neutralisation in Japanese (dis-
cussed in Section 2.1) as a paradigm uniformity effect in the phonetics
where a related morphological base can affect the phonetic manifestation
of the word, akin to the paradigm uniformity effects that have been argued
in phonological patterns (Benua 1995; Burzio 1994, 1998; Flemming 1995;
Kenstowicz 1995; Kiparsky 1978; Yu 2007). Recall in Section 2.1, as suggested
by Braver and Kawahara (2016), an underlying monomoraic word has to be
lengthened to be bimoraic in order to surface in Japanese. In phonetics, such
a markedness constraint is formalised by Braver (2019) as a phonetic duration
target for bimoraic words: TARGETDUR(µµ), while paradigm uniformity effect
requires bimoraic words to be faithful to its monomorabic base: OO-ID(dur).
With the interaction of these two constraints, the phonetic value of the out-
put fall between an underlying monomoraic word and an underlying bimoraic
word.
Similar to high-dimensional and gradient representations, the theory doesn’t

explain the actual distribution of effect sizes (8b). However, as with the blend-
ing view, it potentially prevents ‘over-neutralisation’ (8c). But this is so only
to the extent that the relevant base is phonologically similar to the actual
word under consideration; consequently, the theory doesn’t necessarily prevent
‘over-neutralisation’ even for the standard cases.
Finally, it is not at all clear that a separate phonetic grammar is even neces-

sary (8a). In the literature, two main motivations have been provided for
assuming there is a phonetic grammar along with a phonological grammar.
First, by doing so, one can account for language-specific variation that is typ-
ically seen to be a problem for abstract/discrete phonological representations
(Keating 1985). However, we’d like to point out the important discussions in
Hale et al. (2007) and Volenec and Reiss (2017), which highlight that there is
no such issue at all. One can easily imagine different combinations of abstract
phonological representations leading to different phonetic manifestations in
different languages. To take Mandarin languages as an example, Tone 1 in
Standard Mandarin is a high level tone, while in Huai’an it is pronounced
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as a high falling tone (Chao 1930; Jiao 2004; Wang and Kang 2012). Such
differences are commonly assigned to a difference in phonological represen-
tations (Woo 1969): Tone 1 in Standard Mandarin can be represented as two
high tonal targets in high register, while Tone 1 in Huai’an can be represented as
a high tonal target plus a low tonal target in high register. In this way, the differ-
ence in phonetics does not need to be attributed to language-specific phonetics,
but simply to different phonological representations.
A second motivation provided by Flemming (2001) is that there seem to be

many parallels between phonetics and phonology, and such parallels could be
interpreted as suggesting that phonetics and phonology operate with similar
mechanisms and may be treated in a unified framework. An example that is
relevant to incomplete neutralisation is assimilation and coarticulation. How-
ever, here too, such a view presupposes what it has to show/argue for. One can
again easily imagine that all observed coarticulation is simply a manifestation
of different abstract phonological representations and computations in differ-
ent languages. In fact, this issue has been explicitly discussed by quite a few in
the past (Hale et al. 2007; Hammarberg 1976, 1982; Volenec and Reiss 2017),
but the relevant discussion has, as far as we can see, simply been ignored (we
don’t imply intentionality here) by those arguing for language-specific phonetic
grammars/knowledge.24

With the previous discussion, it should be clear to the reader that we are actu-
ally suggesting that there is not enough clear dispositive evidence to propose
a separate language-specific phonetic grammar module despite the popularity
of the view in current laboratory phonology research. Furthermore, we’d like
to point out that lurking underneath the discussion is an opinion that any level
of consistency with a framework is sufficient, and again we’d like to point out
that this is a rather weak requirement.

3 Our Explanation for Incomplete Neutralisation
Before we delve into the specifics of our explanation, given our discussion in
Section 1, it is worth reiterating that there is no tension between the claims of

24 A reviewer asks if the common strawman view of discrete representations entails language-
specific phonetics. This will depend on other auxiliary assumptions, so there is no clear cut
answer to the question. If a language-specific phonetics module is allowed to neutralise dis-
tinctions in the categorical surface form, then the answer is no, as the auxiliary hypothesis
in our opinion would violate the spirit of the common strawman view of discrete representa-
tions; and if language-specific phonetics is not allowed to neutralise such differences (through
some mechanism), the the answer would be yes, as the auxiliary hypothesis would be consis-
tent with the spirit of the common strawman view of discrete representations. In fact, Keating
(1990) tacitly suggests the latter in her window model of coarticulation (although, the actual
specifics of the model don’t preclude the possibility of neutralisation). We ourselves take no
position, so have remained neutral in the document.
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classic generative phonology and incomplete neutralisation. As a reminder, the
true claims of this view ride on an all things being equal clause. Specifically,
the framework predicts that two representations with the same phonological
content must have the same performance (phonetics) if all things are equal.
However, in the case of incomplete neutralisation, by definition, all things
aren’t equal, since the derived representation and the underived representation
have different underlying representations (or lexical representations). Now, one
might argue this is unfair or unreasonable, but there is nothing unfair about the
claim from a generative perspective. As far as we can see, the response seems
unfair or unnatural only when the reader makes further assumptions beyond
what is claimed as essential to the framework; that is, the reader in such cases
is invoking additional auxiliary assumptions. For example, it seems to us if one
makes the auxiliary assumption that only the derived surface representation
matters (and not the underlying representation) for phonetic manifestations,
one might be led to the conclusion that the rebuttal is unfair or unreasonable.
But, the specific auxiliary assumption is what needs to be debated, as it is not
entailed by classic generative phonology.25

To belabour the point even more, beyond the fact that a derived representa-
tion and an underived representation have different underlying representations
(lexical representations), two lexical items being separate come with a host of
other differences; for example, different word frequencies, potentially different
parts of speech, and consequently different syntactic and prosodic structures.
Given that the all things being equal clause is not satisfied, there is no incon-
sistency between the observation of incomplete neutralisation and the classic
generative phonology view.
While the lack of inconsistency is a starting point, we don’t believe such

a state of affairs is sufficiently satisfactory as an explanation of the phenom-
enon (i.e., assuming one is interested in explaining the phenomenon, of course).
To address this, we will show that even if one espouses a purely feedforward
system such as classic generative phonology, wherein surface representations
(and not underlying representations) are interpreted by the phonetics, with
nuanced auxiliary hypotheses about phonological planning, one can still see
the influence of the underlying representation indirectly. In what follows, we
will flesh out the relevant auxiliary hypotheses.
For previously observed cases of incomplete neutralisation with a

small effect size (e.g. final devoicing in German, Dutch, and Russian), we

25 A close analogy can be drawn between this case and cases where two sentences have the same
syntactic structure but different lexical items – we don’t deem it to be unfair to claim that the
performance (say, the acceptability of the sentence) needn’t be identical though the structures
are identical. In fact, that is the very reason syntacticians standardly use very closely controlled
sentences to probe syntactic knowledge.
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suggest that the effect falls out of the independently needed performance
factor of incremental phonological planning (Ferreira and Swets 2002;
Kilbourn-Ceron and Goldrick 2021; Tanner et al. 2017; M. Wagner 2012). The
claim offers an explanation without invoking any changes to the categorical
phonological representations or knowledge or to other aspects. The central
claim is that speakers incrementally plan out the phonological contents beyond
the current morpheme or word. When this situation occurs and the phono-
logical details of the next morpheme or word are not immediately available, the
underlying representation of the current word will be planned as corresponding
identical surface representations since the relevant environment is not present
for the process to be triggered (provided no other phonological processes are
relevant). As time transpires during planning, when the phonological details
of the next morpheme or word become available, the phonological process
is applied during the planning and another surface representation is outputted
based on the phonology and the representation can also be planned. Therefore,
speakers can have a set of antagonistic planned surface representations for the
same underlying representation at the same time. And the output in production
will be a blend of a set of multiple planned surface representations. Finally, the
effect of the more recently planned surface representations is stronger due to
a recency bias (Glanzer and Cunitz 1966; Rundus 1971; Waugh and Norman
1965), so the output in production is predicted to be closer to the latter surface
representation (i.e., the surface representation that is the result of the appli-
cation of the phonological processes) – this results in a small effect size in
incomplete neutralisation. Since the mechanism we propose for incomplete
neutralisation with a large effect size may also be understood as a phonological
planning effect, we use the term incremental unitary planning effect to refer to
the mechanism introduced in this paragraph.
Let’s take the German final devoicing as an example: when a morpheme with

a final voiced stop is encountered in planning, the speaker doesn’t know that
the rule/process environment of prosodic word-finality is met. Therefore, they
plan a morpheme final voiced stop. Further incremental processing allows the
speaker to plan subsequent morphemes, and if the first morpheme does appear
at the end of a prosodic word, then the devoicing process is planned. Conse-
quently, the speaker has planned a set of surface representations for the same
underlying representation at the same time, and a more recently planned voice-
less obstruent will blend with a previously planned surfaced voiced obstruent,
causing the output to bemore voiced than an underlying voiceless obstruent and
resulting in incomplete neutralisation. Furthermore, the effect of more recently
planned voiceless obstruent is stronger due to a recency effect, so the output in
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production is predicted to be closer to a voiceless stop, which results in a small
effect size in incomplete neutralisation.
Here, it is important to note that there are two different serial-position effects

that have been identified in prior work on memory: recency bias and primacy
bias (Glanzer and Cunitz 1966); the former results in more recent exposures
being weighted higher and the latter results in initial exposures being weighted
higher. If a primacy bias were to play a role in speech production, then our
explanation that depends purely on a recency bias would become a redescrip-
tion of the data. However, a careful look at the memory literature shows that
recency effects and primacy effects have different signatures and have been
argued to occur due to different memory systems. There is clear evidence of
double dissociation between the two effects based on damage to different areas
of the neocortex (Milner 1970; Vallar and Shallice 1990). Recency effects have
been argued to be due to the nature of short-term memory and correlate with
short-term memory loss. In contrast, primacy effects have been argued to be
due to the nature of long-term memory and correlate with long-term memory
loss (Rundus 1971; Waugh and Norman 1965) – such effects are often seen to
be due to rehearsal of the input (which benefits earlier items the most), but see
Greene et al. (2000) for a more recent review and modelling of these effects
that argues against rehearsal as the mechanism for primacy effects. In our case
of incremental unitary planning effect, we clearly intend the planned repre-
sentations to be part of working memory during processing, which involves
the use of short-term memory and not long-term memory (Baddeley 2000;
Cowan 2008); that is, we make no claims that the multiple planned represen-
tations enter long-term memory, as there would be no theoretical justification
for such planned representations to either be rehearsed or be part of long-term
memory. Consequently, primacy effects should not play a role in incremental
planning for production. Finally, based on these statements, our theory also
makes a novel prediction that incomplete neutralisation with a small effect size
should likely be attenuated further if working memory is impaired. However,
this latter prediction is predicated on an assumption that tests used to measure
general working memory in fact probe the working memory as used in speech
production.
One might argue that the incremental nature of the planning we pro-

pose is new and ad hoc. However, as we pointed out earlier in this sec-
tion, such a planning view is seen to be necessary for independent reasons
(Ferreira and Swets 2002; Kilbourn-Ceron and Goldrick 2021; Tanner et al.
2017; M. Wagner 2012). Furthermore, perception has been argued to be incre-
mental for a rather long time (see Norris and McQueen 2008, and citations
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within), so it would be rather surprising if production (being another perform-
ance output) were not incrementally planned too.26

Another prediction our view makes is that with more time for planning, the
effect size of the incomplete neutralisation should decrease. This is so because
therewould bemore planned representationswhere the process has applied, and
therefore, the weighted effect of more recently planned representations should
be stronger. One way to test this prediction concretely is by looking at slower
speech rates. Under the assumption of there being more time for planning with
slower speech rates and consequently a larger set of planned surface represen-
tations, we would predict that the effect size of incomplete neutralisation would
decrease in slower speech rates (as compared to faster speech rates).
A further prediction is possible provided we make an assumption about how

memory load interacts with short-term memory. For example, if a memory
load were to effectively shorten the window of short-term memory (this can be
cashed out in many different ways, of course), then one would predict that the
size of the the incomplete neutralisation effect stemming from the incremental
unitary planning effect would decrease. This is so because, if a memory load
during speech production results in an effectively shorter short-term memory
window, given the recency bias we mentioned earlier, it would disadvantage
the older planned representations, and therefore the produced output would be
even closer in form to the more recently planned outputs. For example, in the
German word-final devoicing case, with a memory load, the set of planned
surface representations would have fewer voiced consonants in a word-final
position; consequently, the actual output would be closer to a voiceless con-
sonant with a memory load than without. In other words, with a memory load,
we’d predict that the size of the incomplete neutralisation stemming from the
incremental unitary planning effect will decrease.
In contrast to ‘incomplete neutralisation with a small effect size’,

‘incomplete neutralisation with a large effect size’ appears to be rooted

26 A reviewer suggests that the incremental unitary planning effect predicts an asymmetry in that
if the triggering context is earlier than the target, there should be no incomplete neutralisation.
The reviewer is definitely right that the proposed mechanism should not play a role when
the triggering context occurs earlier and the target that undergoes neutralisation comes later,
if phonological processes are applied as soon as they are possible – this on the face of it
is reasonable to us, but needs independent justification. But, we agree with the reviewer that,
minimally, the incomplete effect sizes will be smaller in such cases. We are currently not aware
of any positive or negative examples of this prediction. Furthermore, other unidentified factors
may still exert an influence and cause incomplete neutralisation – as long as we cannot assert
‘all things being equal’, there is no guarantee that two phonological units will be identical
production. In fact, in our opinion, this is true for any theory of phonological representation
that assumes that there are some non-linguistic effects on production, not just ours; that is, it
is true for any theory that espouses the competence-performance distinction.
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in phonological processes that are inherently optional. In other words,
optionality is the triggering factor of incomplete neutralisation with a large
effect size. We will use the term simultaneous multiple planning effect to refer
to planning effect caused by optionality.
Incomplete neutralisation with a large effect size can be modelled under

a formal perspective, wherein optional phonological processes are viewed as
having multiple outputs simultaneously. The output of phonology in the case
of an optional process would be a set of surface representations, instead of
a unique surface representation (see Heinz 2020, for an identical claim); how-
ever, only one from the set of representations is selected and implemented in the
production in any one instance.27 When one of the representations is selected
and implemented in the production, the other output is still part of the planning
at each stage and will therefore exert a substantial influence on the planning
and the subsequent implementation. As a result, the implemented surface rep-
resentation is predicted to be closer to other possible surface representations
in production; and this in turn results in incomplete neutralisation with a much
larger effect size. Compare this case to that of the incremental unitary planning
effect, wherein only one representation is a possible output from the phonology
in any one instant of time during planning, and therefore the later outputs are
expected to have a large influence due to recency. In the current case, both rep-
resentations are outputted by the phonology as each instant of time (since the
process is optional), and therefore, there is no specific recency bias for one over
the other.

27 A reviewer asks if such variation/optionality can be thought of as diglossia. To the reviewer’s
point, even if it is diglossia, there is still a need for multiple representations, but they would be
stemming from different grammars (‘languages’). Note, one could slightly modify our claim to
include representations of a lexical item from multiple (very closely related) grammars instead
of from a single grammar. We are in fact sympathetic to the view that the situation is diglossic
in such cases; however, there needs to be empirical evidence in support of the view. Given that
any language has multiple variable processes, the claim would then become one of multiglos-
sia to account for all observed variation. One could of course argue using Ockham’s razor
that the multiglossic analysis of variation should be the natural starting point in the absence of
evidence. However, it is not so simple here as the set of auxiliary assumptions are not iden-
tical in the multiglossic view and the multiple URs view; therefore, establishing simplicity is
not straightforward. For example, the acquisition models would look quite different for the
multiglossic view and our multiple URs view. Furthermore, at a theoretical level, such ram-
pant multiglossia is simply a highly parameterised model, and it is difficult to know what sort
of variation can’t be accounted for by it beyond the fact that each dialect would be subject to
the limits employed on any one grammar. In contrast, in our general view, a child balances the
possibility of a new grammar against the possibility of proposing an optional process within the
same grammar, and therefore tries to employ a simplicity metric (Chomsky and Halle 1965,
1968; Durvasula and Liter 2020). While the distinction is abstract, our view puts restrictions
on what types of (co-)variation are possible. We refrain from discussing this issue further, as
we feel we have entered the realm of idle speculation.
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Let’s take the Huai’an Tone 1 sandhi as an example: in Huai’an Tone 1 san-
dhi, underlying Tone 1 can surface as it is or undergoes Tone 1 sandhi to become
Tone 3. When an underlying Tone 1 is mapped to an optional Tone 3 by the
phonology, the other possible surface representation (Tone 1) still plays an
important role in production, causing derived Tone 3 to deviate from under-
lying Tone 3 and become similar to underlying Tone 1. We’d like to clarify that
we are not claiming that effect size is correlated with application rate per se. In
fact, given our formalisation that the output of the phonology is a set of surface
representations when there is optionality, there is no representation of the rate
of optionality here at all. Our own results bear out this consequence that there
is no connection between the rate of optionality and the actual effect size in the
case where the effect size of incomplete neutralisation is large.
The data from Huai’an Tone 1 sandhi and Tone 4 sandhi that we presented in

Du and Durvasula (2022) are shown in Figure 4 and Figure 5. In both figures,
every data point represents a speaker. The x-axis represents the application rate
of tone sandhi (number of tokenwith tone sandhi applied/total number of token)
and y-axis represents the effect size of incomplete neutralisation, which is the
f0 difference between derived Tone 3 and underlying Tone 3 on raw pitch (f0
of derived Tone 3 – f0 of underlying Tone 3), relative to the average effect size.
Non-parametric Spearman correlation analysis shows that there is no signifi-
cant correlation for either Tone 1 sandhi (ρ = 0.25, p = 0.45) and Tone 4 sandhi
(ρ = 0.14, p = 0.57). Note, following the analysis process in Du and Durvasula
(2022), only derived Tone 3s that actually trigger another tone sandhi process
are considered as real derived Tone 3s and analysed here.
Beyond our own results, the little available empirical evidence that we are

aware of does seem to support that optionality results in neutralisation with a
large effect size. Besides the two tone sandhi processes in Huai’an, another case

Figure 4 Relationship between Tone 1 application rate and effect size of
incomplete neutralisation
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Figure 5 Relationship between Tone 4 application rate and effect size of
incomplete neutralisation

is French schwa deletion (Beltzung and Wallet 2014; Fougeron and Steriade
1997; Lebel 1968; Rialland 1986). An example is shown in (9). Here, both
[dəʁol] in (9a) and [dʁol] in (9b) can be the surface representations for the
underlying representation /dəʁol/ ‘role’. Although (9b–9c) are traditionally
claimed to be phonologically identical, the segment [d] in (9b) where the schwa
is deleted is not phonetically identical to its counterpart in (9c). Moreover, the
effect size should be considered large by employing Just Noticeable Difference
(Weber 1905) as the yardstick. The data are shown in Figure 6. The crucial
comparisons are highlighted with the dotted line boxes.

9. Examples for French schwa deletion (Fougeron and Steriade 1997)
(a) de rôle [dəʁol] ‘role’
(b) d’rôle [dʁol] ‘role’
(c) drôle [dʁol] ‘funny’

In Fougeron and Steriade (1997) study, three measures were tested, namely
the amount of linguopalatal contact, the duration of lingual occlusion, and the
frequency of lenition. The consonant [d] in the deleted schwa case (/dəʁ/ →
[dʁ]) is roughly equivalent to the case where the schwa is present (/dəʁ/ →
[dəʁ]), and is quite far from the case with an underlying sequence (/dʁ/ →
[dʁ]). It is worth pointing out that the values of all the measurements are not
available in the original article, so we are unable to provide precise estimates.
However, just by eyeballing, the duration difference of lingual occlusion ges-
ture of the previous consonant [d] seems be around 10 ms. In a separate study
by Beltzung and Wallet (2014), on the same process where the duration of
consonant is the only measure, a similar durational difference of 9.98 ms was
found in the following fricative. Although suggestions have been made that
JND of consonant duration is usually at least 10 ms (Klatt 1976; Lehiste 1970;
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Figure 6 Comparison of phonetic cues among derived and underlying forms:
(a) amount of linguopalatal contact in [d]; (b) duration of lingual occlusion

gesture of [d]; (c) frequency of lenition of [d]. [Figure from
Fougeron and Steriade (1997)]

Payne 2005), consensus has been reached in multiple subfields of psychology
that JND should be defined in terms of proportion instead of raw numbers
(Boring 1942; Hecht 1924; Vandenbussche et al. 1986). As shown in Figure 6,
the differences are safe to be considered large for all three measures in terms of
percentage. In Beltzung and Wallet’s (2014) study, the fricative in the schwa
deletion case (98.63 ms) is 11.26% longer than its underlying counterpart
(88.66 ms), which can also be considered as large in terms of JND.
However, the findings in these two studies may not be totally convincing

due to four separate issues. First, since the schwa deletion process is optional
(Côté 2000), the possibility of incomplete neutralisation coming from an
averaging effect cannot be eliminated.
Second, according to Côté (2000), the phonological process that occurs at the

clitic boundary should be analysed as an insertion process instead of the dele-
tion process assumed in previous studies discussed before (Beltzung and Wallet
2014; Fougeron and Steriade 1997). If such an analysis turns out to be valid, the
found phonetic differences simply cannot lead to the conclusion of incomplete
neutralisation.
Third, there is no independent evidence for phonological neutralisation. In

fact, even if phonologically (9b) and (9c) may have the same segments, they
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may differ in terms of prosodic structure since (9b) contains both a clitic and
a noun while (9c) is just a single noun. Therefore, the difference in phonetics
may simply come from a prosodic structure difference, that is, there may be no
phonological neutralisation at all, since there is no prosodic neutralisation.
Fourth, there are issues with the methodology, as relevant to question

of effect sizes. For example, there were too few participants (only two
speakers) in the experiment done by Fougeron and Steriade (1997), there-
fore assessing the effect size is difficult in such a case. Furthermore, in
Beltzung and Wallet’s (2014) study, the participants were explicitly instructed
to read both the form where the schwa gets deleted and the form where the
schwa does not undergo any phonological process and surface as it is – such a
methodology leads to a high chance of generating unnatural speech.
Overall, more controlled future research andmore careful justification for the

putative phonological representations are needed in this particular French pat-
tern to confirm that optionality leads to incomplete neutralisation with a large
effect size.
A third and maybe more convincing case that supports the claim that option-

ality is a source of neutralisation with a large effect size is South Jeolla Korean.
In this language, there is an optional phonological process whereby an under-
lying intermorphemic sequence /V1h+pV2/ can surface as [V1phV2] or as
[V1bV2] (V = vowel) (Kang and Lee 2019; Lee et al. 2023). An example is
given in (10). Lee et al. (2023) looked at the degree of glottal width during the
post-stop vowel (V2) by using an electroglottograph. They used the measures
of Open Quotient and spectral tilt as proxies for glottal width. Figure 7 presents
their results for the Open Quotient for the cases where the sequence /V1h+pV2/

Trends by categories (V2)
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Figure 7 Comparison of Open quotient of vowels after underlying aspirated
stop (Aspirates), derived voiced stop (N_bound and V_bound) and underlying

voiced stops (Lenis) [Figure from Lee et al. (2023)]
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putatively surface as [V1bV2]. As can be seen, there is substantial glottal
opening in V2 despite the sequence arguably surfacing as [V1bV2]. Further-
more, the crucial comparison between the lenis variant with the N_bound and
V_bound variants, in the figure, suggests a substantial difference, particularly
towards the beginning – the approximate difference of 0.15–0.2 is 1.5–2 times
higher than the Just Noticeable Difference for Open Quotient (Henrich et al.
2003). While this is consistent with there being incomplete neutralisation with
a large effect size, we’d like to point out that there is no independent evidence
presented, based on phonological behaviour, for which surface alternant was
observed for the measurement (the authors assume it to be [V1bV2] based on
impressionistic coding). Consequently, the case needs to be studied further to
see if there is independent evidence of the application of the process.

10. South Jeolla Korean non-coalescence process/
pap+hana

/
→

[
pabana

]
or

[
paphana

]
Returning to the main point in this section, we have proposed that there

are ultimately (at least) two different types of incomplete neutralisation that
don’t stem from task effects/confounds: (a) incomplete neutralisation with a
small effect size and (b) incomplete neutralisation with a large effect size. Our
proposed explanations for both types of incomplete neutralisation in terms of
different aspects of phonological planning satisfies all the desiderata listed in
Section 2.3. Since they invoke no additional computations/representations; and
only invoke otherwise necessary performance factors, the claims enjoy a sim-
plicity of maintaining a relatively simple phonological framework that assumes
discrete/abstract representation (8a). Next, since we offer separate explanations
for incomplete neutralisation with a large effect size and incomplete neutralisa-
tion with a small effect size, the distribution of effect sizes among discovered
cases can be naturally explained (8b); and we state clear criteria for where one
would find each type of incomplete neutralisation, so if one were to find a con-
trary pattern, that would then be inconsistent with the theory (provided there
are no confounding reasons, that is, provided the all things being equal clause
applies). With regard to why ‘over-neutralisation’ is generally not observed in
examined languages (8c), the theory views incomplete neutralisation as typ-
ically caused by the underlying category playing an indirect role in speech
production in the examined cases. In this sense, our view is similar to those who
have argued that incomplete neutralisation is a result of the blend of two distinct
representations (see Section 2.4.2); however, for us, it is a blend of two differ-
ent surface representations. Finally, since phonology is seen as consisting of
discrete/abstract representations and mappings between such representations,
it naturally accounts for the possibility of feeding interactions and explains
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why otherwise phonetically similar sounds might not participate in the change
(8d–8e).
There are two further points we would like to make: first, our proposed

explanations for incomplete neutralisation with a small effect size and incom-
plete neutralisation with a large effect size are compatible. For phonological
processes that are inherently optional, both types of planning effects can exert
influence in the direction of incomplete neutralisation at the same time because
they are independent resources.
Second, in our proposed theoretical framework, ‘over-neutralisation’, can

still appear in certain cases where there are more than two categories involved
in the neutralisation process. Imagine a language that has a high tone cat-
egory, a middle tone category, and a low tone category in the phonology, and
there is a phonological process that maps an underlying high tone optionally
to either a middle tone or a low tone in the surface. When the middle tone is
picked up by the phonology, according to our theory, both the high tone and the
low tone can still exert influence on the phonetics. Therefore, if the influence
of low tone on speech production is stronger, the derived middle tone may
not fall between the underlying high tone and the underlying middle tone to
become a normal incomplete neutralisation, and an ‘over-neutralisation’ situ-
ation may occur when the derived middle tone falls between the underlying
middle tone and the underlying low tone. Such a situation is of course rare in
natural languages, which explains why ‘over-neutralisation’ is never observed
so far. Future research is needed to verify the existence of ‘over-neutralisation’
in the specific contexts provided.
Given the paucity of cases with large effect sizes for incomplete neutral-

isation, there is need for further corroboration with further experimentation.
Furthermore, our own previous experiments were not designed to test the claim
of the optionality of a phonological process affecting the effect size of neutral-
isation, and introduced the different tone sandhi patterns in subtly different
contexts and were between-subjects comparisons, which confounds the inter-
pretation that the difference in the effect size for the different tone sandhi
patterns is due to the optionality of some processes but not others. In Section 4,
we will present a new experiment that controls for these confounds and show
further support that the observed large effect size in incomplete neutralisation
is related to optionality.

4 The Current Experiment
The current experiment has three purposes. First, it functions as a replication of
the previous experiments on Huai’an high-register tone sandhis – we planned
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to confirm that Tone 1 and Tone 4 sandhis in Huai’an in fact have large effect
sizes for phonetic incomplete neutralisation and that Tone 3 sandhi has a small
effect size of phonetic incomplete neutralisation. Second, we run the experi-
ment as a complete within-subject design, and thereby eliminate inter-subject
variation as a possible source of the different effect sizes. Third, we argue that
the presence of optionality is the triggering factor of incomplete neutralisation
with a large effect size. In other words, only phonological processes that are
inherently optional can have incomplete neutralisation with a large effect size.
And again, we are not claiming that effect size is correlated with application
rate per se, as clarified in Section 3.

4.1 Methods
4.1.1 Participants

We recruited eight native speakers of Huai’an Mandarin via personal relation-
ships in Huai’an City. The age range was from forty-one to fifty-nine years
old.28 Among the speakers, four self-identified as female, and four as male.
All the participants were born and raised in Huai’an City. These speakers had
not participated in any linguistic studies before, nor had they heard about the
concept of incomplete neutralisation prior to the experiment.

4.1.2 Stimuli

Following Du and Durvasula (2022), we tested three tone sandhi processes,
namely Tone 1, Tone 4, and Tone 3, all of which apply postlexically and
are completely productive. Crucially, we used postlexical processes to guard
against the possibility that the incomplete neutralisation stems frommemorised
aspects of lexical entries. Furthermore, we used only right-branching utterances
as in (6) because not enough left-branching utterances could be constructed by
us given the paradigm (to be introduced immediately).
The stimuli were composed of trisyllabic sentences with each syllable form-

ing a separate word, and they were divided into three groups. Each group was
further divided into four sets as shown in (11–13). For the four sets testing
Tone 1 sandhi, the third syllable was always Tone 1. The second syllable was
one of the following possibilities: a) an underlying Tone 1 that optionally under-
went Tone 1 sandhi to become Tone 3, b) an underlying Tone 3 that did not
undergo any tone sandhi in this context. The first syllable was underlyingly a
Tone 3 or a Tone 2. As a consequence of the possibilities in the second syl-
lable, there were a few different possibilities for the first syllable, including: a)

28 To minimise the influence of Standard Mandarin, we avoided younger speakers in this study.
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an underlying Tone 3 that could undergo Tone 3 sandhi to become Tone 2 with
reference to the second syllable, b) an underlying Tone 2 that did not undergo
any tone sandhi in this context. The four sets were only different in tonal pat-
terns but not in segmental content. The crucial comparison was between two
tones in the second syllable. To be specific, the comparison was between the
underlying Tone 3 in (11b) and the derived Tone 3 in (11d). This comparison
allowed us to perfectly control for the surface context, while also establish-
ing that the two tones are indeed categorical Tone 3s since they trigger Tone
3 sandhi on the preceding tone. Again, the set of possibilities also allowed us
to look at an underlying Tone 1 in roughly the same surface context, as in the
second possibility in (11c), for visual comparison. Finally, the crucial second
syllable was always a voiceless unaspirated stop plus vowel sequence – voice-
less unaspirated stops were chosen to make sure that there is a consistent way
to annotate the acoustic onset of the vowel by referring to the burst of the stop.
The four sets testing Tone 4 sandhi were organised in the same fashion:

the crucial comparison was between the underlying Tone 3 in (12b) and the
derived Tone 3 in (12d). Again the crucial second syllable was always a voice-
less unaspirated stop plus vowel sequence except one case where the syllable
was a voiceless affricative plus vowel sequence.
For the Tone 3 sandhi process, since there are no tone sandhi processes in

current Huai’an that can be triggered by Tone 2, it is impossible to establish
derived Tone 2 from Tone 3 sandhi as categorical Tone 2. However, we will
show that derived Tone 2 is phonetically highly similar to underlying Tone 2,
which can provide at least some support that the annotation is appropriate. For
the four sets testing Tone 3 sandhi, the third syllable is always Tone 3. The
second syllable was one of the following possibilities: a) an underlying Tone 3
that optionally underwent Tone 3 sandhi with reference to the third syllable to
become Tone 2, b) an underlying Tone 2 that did not undergo any tone sandhi
in this context. The first syllable faced the same situation and was one of the
following possibilities: a) an underlying Tone 3 that optionally underwent Tone
3 sandhi with reference to the third syllable to become Tone 2, b) an underlying
Tone 2 that did not undergo any tone sandhi in this context. Since there is vari-
ation between Tone 2 and Tone 3 on the first syllable, a potential annotation
mistake is more likely to occur in (13b) and (13d). To avoid this issue, the cru-
cial comparison here is between the underlying Tone 2 of the second syllable
in (13a) and the derived Tone 2 of the second syllable in (13c). This compari-
son allows us to perfectly control for the surface context. Finally, due to the
scarcity of stimuli given the paradigm, we did not put a strict restriction on the
onset of the crucial second syllable. We only made sure the rhyme was just
one vowel.
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11. Four sets of stimuli in the current experiment (Tone 1 sandhi) [the syllables
crucial for the current comparison are underlined and boldface]
(a) underlying T3 following underlying T2:/

T2 T3 T1
/
→

[
T2 T3 T1

]
(b) underlying T3 following underlying T3:/

T3 T3 T1
/
→

[
T2 T3 T1

]
(c) derived T3 following underlying T2:/

T2 T1 T1
/
→

[
T2 T3 T1

]
or

[
T2 T1 T1

]
(d) derived T3 following underlying T3:/

T3 T1 T1
/
→

[
T2 T3 T1

]
or

[
T3 T1 T1

]
12. Four sets of stimuli in the current experiment (Tone 4 sandhi) [the syllables

crucial for the current comparison are underlined and boldface]
(a) underlying T3 following underlying T2:/

T2 T3 T4
/
→

[
T2 T3 T4

]
(b) underlying T3 following underlying T3:/

T3 T3 T4
/
→

[
T2 T3 T4

]
(c) derived T3 following underlying T2:/

T2 T4 T4
/
→

[
T2 T3 T4

]
or

[
T2 T4 T4

]
(d) derived T3 following underlying T3:/

T3 T4 T4
/
→

[
T2 T3 T4

]
or

[
T3 T4 T4

]
13. Four sets of stimuli in the current experiment (Tone 3 sandhi) [the syllables

crucial for the current comparison are underlined and boldface]
(a) underlying T2 following underlying T2:/

T2 T2 T3
/
→

[
T2 T2 T3

]
(b) underlying T2 following underlying T3:/

T3 T2 T3
/
→

[
T3 T2 T3

]
or

[
T2 T2 T3

]29
29 Wehave included this second possibility here as we have observed it in our fieldwork. There are

two explanations that we think are reasonable to account for this pattern. First, the first syllable
may be undergoing non-local Tone 3 sandhi to becomeTone 2with reference to the last syllable,
which is also Tone 3. Note, this would be different from Standard Mandarin where low tone
sandhi (Tone 3 sandhi) only applies on adjacent Tone 3 syllables (Chen 2000; Duanmu 2007).
The second possible explanation is that there may be an undocumented tone sandhi pattern in
Huai’an. Tone 3 may undergo tone sandhi to become Tone 2 with reference to the following
Tone 2 syllable. Such a pattern is unlikely given that tone sandhis in Mandarin languages are
usually dissimilation rules. However, if Tone 3 is represented as a low tonal target, and Tone
2 is represented as a low tonal target plus a high tonal target, then at the tonal target level, this
new rule aligns with Obligatory Contour Principle (Leben 1973; McCarthy 1986; Yip 2002,
amongst others). Since this set is irrelevant to the crucial comparison for Tone 3 sandhi, no
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(c) derived T2 following underlying T2:/
T2 T3 T3

/
→

[
T2 T2 T3

]
(d) derived T2 following underlying T3:/

T3 T3 T3
/
→

[
T3 T2 T3

]
or

[
T2 T2 T3

]
The full stimuli list is summarised in Table 2, Table 3, and Table 4. Each

participant produced a fully randomised list (that varied by participant) of four
repetitions of all 72 test sentences at a natural speech rate, which meant each
participant read a total of 288 sentences.

4.1.3 Procedure

The experiment was conducted entirely in Huai’an city. Each participant self-
reported that they were born and raised in Huai’an and had not lived in other
places for a long period of time in the past ten years. A trained research assist-
ant did all the recordings using Audacity (Audacity Team 2022) and a Popu
Line BK USB microphone on a Lenovo laptop. The recording process was
conducted in quiet rooms that were either located in the participants’ home
or workplace. The real research question was not revealed to the participants,
and instead they were told that the purpose of the study was to collect some
general information on Huai’an. None of the participants reported noticing
the minimal pairs or the real purpose of the study being on tones in the post-
experimental interview.30 The participants were instructed to read at a normal
speech rate using their everyday voice. The participants were also encouraged
to read through the stimulus list to be familiar with the reading materials before
producing them.

4.1.4 Measurement

The recordings were manually annotated in Praat (Boersma and Weenink
2021), by the first author, who is a native speaker of Huai’an. An example
is shown in Figure 8.
Both the first and second syllables were marked. The first syllable was

marked to confirm that derived Tone 3 from Tone 1 sandhi and Tone 4 san-
dhi can in fact trigger Tone 3 sandhi on this syllable. An example is shown in
Figure 8. The annotation file had five tiers in total. The first tier marked the

further discussions will be made except to point out that more work is needed on understading
this sub-pattern.

30 Note, this is important as it suggests that participants were not subject to the task effect of
producing sentences/words to contrast them with others stimuli; a potential confound that we
discussed in Section 2.
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Table 2 Stimuli for the current experiment: Tone 1 sandhi

Characters IPA Pinyin UR tones SR tones

吴把车 u pa tɕi wubache 231 231
吴鼓分 u ku fən wugufen 231 231
吴把虾 u pa xa wubaxia 231 231
吴摆虾 u pɛ xa wubaixia 231 231
吴保车 u pɔ tɕi wubaoche 231 231
吴保书 u pɔ su wubaoshu 231 231

吴扒车 u pa tɕi wubache 211 211/231
吴估分 u ku fən wugufen 211 211/231
吴扒虾 u pa xa wubaxia 211 211/231
吴掰虾 u pɛ xa wubaixia 211 211/231
吴包车 u pɔ tɕi wubaoche 211 211/231
吴包书 u pɔ su wubaoshu 211 211/231

武把车 u pa tɕi wobache 331 231
武鼓分 u ku fən wogufen 331 231
武把虾 u pa xa wobaxia 331 231
武摆虾 u pɛ xa wobaixia 331 231
武保车 u pɔ tɕi wobaoche 331 231
武保书 u pɔ su wobaoshu 331 231

武扒车 u pa tɕi wobache 311 311/231
武估分 u ku fən wogufen 311 311/231
武扒虾 u pa xa wobaxia 311 311/231
武掰虾 u pɛ xa wobaixia 311 311/231
武包车 u pɔ tɕi wobaoche 311 311/231
武包书 u pɔ su wobaoshu 311 311/231

vowel of the syllable. The first zero crossing at the beginning of the voicing
of the target vowel was identified as the onset, except if the vowel is preceded
by an unaspirated stop; in the latter case, we made sure the onset of the vowel
was marked after the burst of the unaspirated stop. The zero-crossing immedi-
ately following the vowel’s final glottal pulse was identified as the offset. All
other tiers marked the whole syllable to index phonological information and
recording quality. The second tier indicated the position of the syllable inside
the sentences where a first syllable was marked ‘1’ and a second syllable was
marked ‘2’, the third tier contained the pinyin of thewhole sentence followed by
the underlying tone of the syllable. The fourth tier marked whether the syllable
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Table 3 Stimuli for the current experiment: Tone 4 sandhi

Characters IPA Pinyin UR tones SR tones

吴保税 u pɔ suɛi wubaoshui 234 234
吴躲肉 u to ʐəɯ wuduorou 234 234
吴把脉 u pa mɛ wubamai 234 234
吴逮象 u tɛ ɕiæ̃ wudaixiang 234 234
吴补炮 u pu phɔ wubupao 234 234
吴举肉 u tɕu ʐəɯ wujurou 234 234

吴报税 u pɔ suɛi wubaoshui 244 244/234
吴剁肉 u to ʐəɯ wuduorou 244 244/234
吴罢卖 u pa mɛ wubamai 244 244/234
吴带象 u tɛ ɕiæ̃ wudaixiang 244 244/234
吴布炮 u pu phɔ wubupao 244 244/234
吴拒肉 u tɕu ʐəɯ wujurou 244 244/234

武保税 u pɔ suɛi wubaoshui 334 234
武躲肉 u to ʐəɯ wuduorou 334 234
武把脉 u pa mɛ wubamai 334 234
武逮象 u tɛ ɕiæ̃ wudaixiang 334 234
武补炮 u pu phɔ wubupao 334 234
武举肉 u tɕu ʐəɯ wujurou 334 234

武报税 u pɔ suɛi wubaoshui 344 344/234
武剁肉 u to ʐəɯ wuduorou 344 344/234
武罢卖 u pa mɛ wubamai 344 344/234
武带象 u tɛ ɕiæ̃ wudaixiang 344 344/234
武布炮 u pu phɔ wubupao 344 344/234
武拒肉 u tɕu ʐəɯ wujurou 344 344/234

underwent tone sandhi. And the last tier indicated the quality of the recording.
Similar to our previous work on Huai’an (Du and Durvasula 2022), we only
used productions of recordings that were marked ‘good’. The f0 extraction,
normalization, and visualization processes are identical to those in the previous
experiment.

4.1.5 Results and Statistical Modelling

All data analyses in this Element were performed in R (R Core Team 2021)
using the tidyverse suite of packages (Wickham et al. 2019). And the statis-
tical modelling was done using the lme4 package (Bates et al. 2021). The data
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Table 4 Stimuli for the current experiment: Tone 3 sandhi

Characters IPA Pinyin UR tones SR tones

吴俘沈 u fu sən wufushen 223 223
吴携果 u ɕi ko wuxieguo 223 223
吴糊口 u xu khə wuhukou 223 223
吴移沈 u i sən wuyishen 223 223
吴扶许 u fu ɕy wufuxu 223 223
吴埋果 u mɛ ko wumaiguo 223 223

吴辅沈 u fu sən wufushen 233 223
吴洗果 u ɕi ko wuxieguo 233 223
吴唬狗 u xu khə wuhukou 233 223
吴倚沈 u i sən wuyishen 233 223
吴腐许 u fu ɕy wufuxu 233 223
吴买果 u mɛ ko wumaiguo 233 223

武俘沈 u fu sən wufushen 323 323/223
武携果 u ɕi ko wuxieguo 323 323/223
武糊口 u xu khə wuhukou 323 323/223
武移沈 u i sən wuyishen 323 323/223
武扶许 u fu ɕy wufuxu 323 323/223
武埋果 u mɛ ko wumaiguo 323 323/223

武辅沈 u fu sən wufushen 333 323/223
武洗果 u ɕi ko wuxieguo 333 323/223
武唬狗 u xu khə wuhukou 333 323/223
武倚沈 u i sən wuyishen 333 323/223
武腐许 u fu ɕy wufuxu 333 323/223
武买果 u mɛ ko wumaiguo 333 323/223

and analyses presented in this study are available at the following Open Science
Foundation (OSF) repository: https://osf.io/wz62p.
The number of tokens for each possible combination of Underlying Repre-

sentation (UR) and Surface Representation (SR) is summarised in Tables 5–7.
The data used to calculate application rates are underlined and boldfaced.
Thirty-six tokens were not marked as ‘good’ and excluded for the Tone 1 pro-
cess, which accounts for 4.7% of all test stimuli for Tone 1 sandhi. Twenty-five
tokens were not marked as ‘good’ and excluded for Tone 4 process, which
accounts for 3.3% of all test stimuli for Tone 4 sandhi. Forty tokens were not
marked as ‘good’ and excluded for Tone 3 process, which accounts for 5.2%
of all test stimuli for Tone 3 sandhi.
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Figure 8 Annotation scheme of the current experiment (Tone 1)

The application rate of Tone 1 sandhi in the second syllable is 49.6%, the
application rate of Tone 4 sandhi in the second syllable is 73.0%, and the appli-
cation rate of Tone 3 sandhi in the second syllable is 96.5%. Therefore, it is
safe to categorise Tone 1 and Tone 4 sandhi processes as optional and Tone 3
sandhi process as (close to) mandatory. We assume that the small rate of inap-
plication is not reflective of an optional process but result from performance
errors.
The f0 values were z-score transformed by participant and by vowel to

normalise the by-subject and by-vowel variation in pitch ranges. The z-
score transformed f0 contours on the crucial second syllable are shown in
Figures 9–11. Again for the Tone 1 and Tone 4 sandhi processes, the crucial
comparison is between derived Tone 3 and underlying Tone 3; while for the
Tone 3 sandhi process, the crucial comparison is between derived Tone 2 and
underlying Tone 2. For Tone 1 and Tone 4 sandhi processes, as with our pre-
vious work (Du and Durvasula 2022), we also present the tone contour for an
underlying Tone 1/Tone 4 in the same surface context for visual comparison.
It is worth noting that here the tonal contours for crucial comparisons are also
represented by lines that are based on the modelling results. We will present the
statistical modelling strategy, which employs Growth Curve Analysis (Mirman
2017; Mirman et al. 2008), later in this subsection with the results.
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Table 5 Number of tokens for UR and SR combination in the current
experiment (Tone 1 sandhi; data for calculating application rates is underlined

and boldfaced)

UR SR Number of tokens

T2T3T1 T2T3T1 188

T3T3T1 T3T3T1 7
T3T3T1 T2T3T1 180

T2T1T1 T2T1T1 111
T2T1T1 T2T3T1 66

T3T1T1 T3T1T1 69
T3T1T1 T3T3T1 20
T3T1T1 T2T3T1 91

Table 6 Number of tokens for UR and SR combination in the current
experiment (Tone 4 sandhi; data for calculating application rates is underlined

and boldfaced)

UR SR Number of tokens

T2T3T4 T2T3T4 185

T3T3T4 T3T3T4 14
T3T3T4 T2T3T4 166

T2T4T4 T2T4T4 78
T2T4T4 T2T3T4 111

T3T4T4 T3T4T4 24
T3T4T4 T3T3T4 113
T3T4T4 T2T3T4 52

Based on the visual inspection of the data, the existence of incomplete
neutralisation is clear for Tone 1 and Tone 4 sandhi, wherein the derived Tone 3
is quite distinct from the underlying Tone 3. In contrast, for Tone 3 sandhi pro-
cess, the derived Tone 2 and underlying Tone 2 are highly similar with regard to
tonal contour, although there is a small but observable difference between them.
The visual inspection seems to bear out the observations in Du and Durvasula
(2022), but with a within-subjects comparison and with stimuli that don’t have
the confound of structural differences. Each stimuli is right-branching and
made of three syllables. The first syllable is always the subject, the second
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Table 7 Number of tokens for UR and SR combination in the current
experiment (Tone 3 sandhi; data for calculating application rates underlined

and boldfaced)

UR SR Number of tokens

T2T2T3 T2T2T3 178

T3T2T3 T3T2T3 86
T3T2T3 T2T2T3 90

T2T3T3 T2T3T3 9
T2T3T3 T2T2T3 179

T3T3T3 T3T3T3 0
T3T3T3 T2T3T3 4
T3T3T3 T3T2T3 39
T3T3T3 T2T2T3 143

Figure 9 Contours comparison of the second syllable in the current
experiment (Tone 1 sandhi) (Error bars indicate standard error; lines represent

Growth Curve Analysis model fits with the best model)

syllable is always the verb, and the third syllable is always the object. We will
show that incomplete neutralisation exists for all three tone sandhi processes
using statistical modelling.
It is also worth noting that the contour shape of the derived Tone 3 from

Tone 1 in the current experiment is different from that in Du and Durvasula
(2022). As a reminder, in that experiment, the contour shape of derived Tone
3 from Tone 1 starts as an underlying Tone 3 and ends as an underlying Tone
1, as shown in Figure 2. However, in the current experiment, the starting point
of derived Tone 3 from Tone 1 is between underlying Tone 3 and underlying
Tone 1, and the end-point seems to be close to that of underlying Tone 1 but
there is still clear gap between them. The contour shape of derived Tone 3 from
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Figure 10 Contours comparison of the second syllable in the current
experiment (Tone 4 sandhi) (Error bars indicate standard error; lines represent

Growth Curve Analysis model fits with the best model)

Figure 11 Contours comparison of the second syllable in the current
experiment (Tone 3 sandhi) (Error bars indicate standard error; lines represent

Growth Curve Analysis model fits with the best model)

Tone 4 in the current experiment is consistent with what was observed before
(Figure 3).
For the purposes of statistical modelling, to answer the crucial question of

whether or not the underlying and derived tones have incompletely neutralised,
we used just the two-group factor (underlying Tone 3 versus derived Tone 3 for
Tone 1 and Tone 4 sandhi, underlying Tone 2 versus derived Tone 2 for Tone 3
sandhi). The results turn out to support the observation that the neutralisation
is indeed incomplete phonetically.
In dealing with time-course data, traditional techniques like t-tests and

ANOVA have to divide continuous time into multiple time bins and there-
fore have to make multiple comparisons. This method has been argued by
Mirman (2017) to be problematic for increasing the risk of false positives.
Since each time bin incurs the nominal 5 per cent false positive rate implied by
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alpha <0.05, the overall false positive rate with multiple time bins and multiple
comparisons will be much higher than a single comparison.
To solve this issue, many different analysis methods have then been devel-

oped including Smooth Spline Analysis of Variance (SS-ANOVA) (Wang
1998), Generalized Additive Models (GAM) (Hastie and Tibshirani 1995) and
Growth Curve Analysis (GCA) (Mirman 2017; Mirman et al. 2008). In this
Element, we follow Chen et al. (2017) and model f0 contours using Growth
Curve Analysis.31

Growth Curve Analysis uses multilevel linear regression to avoid multiple
comparisons and has been argued to be a usefulmodelling technique in different
fields (Baldwin and Hoffmann 2002;McArdle and Nesselroade 2003, amongst
others). To apply Growth Curve Analysis in Huai’an tones, we started with a
simple model as in (14) (Mirman et al. 2008).

14. Growth Curve Analysis basic model

Y ij = (γ00 + ζ0i) + (γ10 + ζ1i) × Timeij + ϵ ij

Here i is the ith f0 (z-score transformed) contour and j is the jth time point, and
Y ij is the f0 (z-score transformed) value for ith contour at jth time point. γ00 is
the population average value for the intercept, ζ0i is individual variation on the
intercept, γ10 is the population average value for the fixed effect of time, ζ1i is
individual variation on the fixed effect of time and ϵ ij is the error term. To opti-
mise the model for the data, we employed higher-order polynomial functions,
and allowed individuals to vary on each term only when those terms reached
significance according to chi-square likelihood ratio tests (Chen and Li 2021;
Chen et al. 2017, amongst others).32

As noted in Du and Durvasula (2022), one needs relevant theoret-
ical/prespecified restrictions in modelling phonetic data, including f0 contours.
A Tone Bearing Unit (TBU), which is assumed to be the syllable or the rhyme
or the nucleus of the rhyme, has been widely argued to be associated with at
most three tonal targets in Mandarin phonology (Bao 1990, 1992; Duanmu
1994, amongst others). As a result, the most complex tones have one change

31 We have re-analysed the results in terms of Barks using the method described in Traunmüller
(1990) and did not see any change in the pattern of results. The relevant code and the
corresponding plots are part of the OSF repository: https://osf.io/wz62p.

32 The procedure recommended by Chen and Li (2021) and Chen et al. (2017) is a forward selec-
tion process that is potentially anti-conservative (Barr et al. 2013), and may result in a higher
number of significant results. However, our results in the current study are largely in line with
our previous experimental results both in direction and in effect size (despite being different
in that the current results involve within-subject comparisons). This suggests that our results
are not false positives.
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of direction in f0 contours and will appear as U-shaped contours. Examples
include a high-low-high tone or low-high-low tone. To conform to the general
agreement in Mandarin tonal phonology, we only considered up to second-
order functions to ensure that the final model is not more complex than a
U-shape contour. Also, orthogonal polynomials were used to make sure that
the linear and quadratic terms were not correlated (Mirman 2017). After opti-
mising the model by including all significant terms, we first treated underlying
Tone and derived Tone as the same and modelled them as one single contour
to get Model 1. Then we built models that treated them as different, namely,
models that included a tone sandhi condition (underlying Tone versus derived
Tone) to do model comparison. Based on Model 1, the tone sandhi condition
is first allowed to affect only the intercept to get Model 2. Then the tone san-
dhi condition is allowed to affect both the intercept and the linear term to get
Model 3. Finally, the tone sandhi condition is allowed to affect all the fixed
effects, including the intercept, the linear term, and the quadratic term, and the
outcome is Model 4. A Chi-square likelihood ratio test was used to determine
whether two minimally different models differ significantly.
For the Tone 1 sandhi process, the addition of a tone sandhi condition

improved the model on the intercept as shown by comparing Model 1 and
Model 2 (x2(1) = 455.19, p < 0.01), the linear term as shown by compar-
ing Model 2 and Model 3 (x2(1) = 6.77, p < 0.01), and the quadratic term
as shown by comparing Model 3 and Model 4 (x2(1) = 7.51, p < 0.01).
Figure 9 shows how the best model (Model 4) with the assumption of tone
sandhi affecting every fixed effect fits the observed data. And the parameter
estimates for the full model are summarised in Table 8.
For the Tone 4 sandhi process, the addition of a tone sandhi condition

improved the model on the intercept as shown by comparing Model 1 and
Model 2 (x2(1) = 929.04, p < 0.01), not on the linear term as shown by com-
paring Model 2 and Model 3 (x2(1) = 0.31, p = 0.58), and on the quadratic
term as shown by comparing Model 3 and Model 4 (x2(1) = 17.22, p < 0.01).
Figure 10 shows how the best model (Model 4) with the assumption of tone san-
dhi affecting the intercept and the quadratic term fits the observed data. And the
parameter estimates for the full model are summarised in Table 9.
As with the other two tone sandhi processes, for the Tone 3 sandhi

process, the addition of a tone sandhi condition improved the model on
the intercept as shown by comparing Model 1 and Model 2 (x2(1)= 14.09,
p< 0.01), but not on the linear term as shown by comparing Model
2 and Model 3 (x2(1)= 1.53, p= 0.22), or on the quadratic term as
shown by comparing Model 3 and Model 4 (x2(1)= 0.66, p= 0.42).
Figure 11 shows how the best model (Model 2) with the assumption of tone

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009347631
Downloaded from https://www.cambridge.org/core. IP address: 3.133.111.161, on 28 Jan 2025 at 21:24:07, subject to the Cambridge Core terms of

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009347631
https://www.cambridge.org/core


Psycholinguistics and Phonology 63

Table 8 Parameter estimates of the full model (Model 4) for Tone 1 sandhi
process with the assumption of tone sandhi affecting every fixed effect

(baseline: derived Tone 3)

Estimate Std. Error t p

Intercept 0.10 0.02 4.78 <0.01
Linear −17.60 1.52 −11.55 <0.01
Quadratic 5.01 1.27 3.95 <0.01
Tone Sandhi: Intercept −0.67 0.03 −23.04 <0.01
Tone Sandhi: Linear 0.47 1.18 0.40 0.69
Tone Sandhi: Quadratic 4.45 1.18 3.78 <0.01

Table 9 Parameter estimates of the full model (Model 4) for Tone 4 sandhi
process with the assumption of tone sandhi affecting every fixed effect

(baseline: derived Tone 3)

Estimate Std. Error t p

Intercept 0.50 0.10 5.09 <0.01
Linear −16.98 1.39 −12.26 <0.01
Quadratic 2.20 1.44 1.52 0.15
Tone Sandhi: Intercept −1.18 0.03 −35.92 <0.01
Tone Sandhi: Linear 0.71 1.23 0.56 0.58
Tone Sandhi: Quadratic 5.29 1.27 4.18 <0.01

sandhi affecting only the intercept fits the observed data. And the parameter
estimates for the full model are summarised in Table 10.
With regard to effect size, as predicted by our theory laid out in Section 3,

the effect sizes of incomplete neutralisation are large for the two optional
phonological processes (Tone 1 and Tone 4 sandhis), while the effect size of
incomplete neutralisation for the mandatory phonological process (Tone 3) is
very small.
The raw f0 differences (f0 of derived Tone 3 – f0 of underlying Tone 3 for

Tone 1 sandhi; f0 of derived Tone 3 – f0 of underlying Tone 3 for Tone 4 sandhi;
f0 of derived Tone 2 – f0 of underlying Tone 2 for Tone 3 sandhi) of each step
for Tone 1, Tone 4, and Tone 3 sandhis are summarised in Table 11, Table 12,
and Table 13. We first calculated the mean difference for individual speakers
at each step. Then for each step, we took an average among the eight speakers
to calculate the raw f0 difference.
For Tone 1 sandhi, the mean difference in f0 between underlying Tone 3

and derived Tone 3 across all steps is 19 Hz, which is about three times the Just
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Table 10 Parameter estimates of the full model (Model 4) for Tone 3 sandhi
process with the assumption of tone sandhi affecting every fixed effect

(baseline: derived Tone 2)

Estimate Std. Error t p

Intercept <0.01 0.03 0.03 0.98
Linear 19.92 2.79 7.14 <0.01
Quadratic 3.50 1.96 1.79 0.11
Tone Sandhi: Intercept 0.08 0.02 3.76 <0.01
Tone Sandhi: Linear 1.18 0.95 1.24 0.22
Tone Sandhi: Quadratic 0.78 0.95 0.82 0.42

Table 11 f0 Difference (derived Tone 3 – underlying Tone 3) of each step in
the current experiment (Tone 1 sandhi)

Step f0 difference (Hz) Step f0 difference (Hz)

0 14 11 24
1 10 12 23
2 13 13 22
3 16 14 20
4 19 15 21
5 19 16 20
6 20 17 19
7 22 18 17
8 22 19 16
9 22 20 18
10 24

Noticeable Difference of f0 value (7 Hz) forMandarin speakers (Jongman et al.
2017). Moreover, across from step 8 to step 12 of Tone 1 sandhi, the f0 dif-
ference is over 22 Hz, which is more than three times the Just Noticeable
Difference. Similarly, for Tone 4 sandhi, the mean difference in f0 between
underlying Tone 3 and derived Tone 3 across all steps is 41 Hz, which is more
than five times the Just Noticeable Difference of f0 value (7 Hz) for Mandarin
speakers. And across from step 2 to step 20 of Tone 4 sandhi, the f0 difference
is over 35 Hz, which is more than five times the Just Noticeable Difference.
Therefore, based on our criterion, we are able to clearly define the Tone 1
and Tone 4 sandhi processes as incomplete neutralisation with large effect
sizes.
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Table 12 f0 difference (derived Tone 3 – underlying Tone 3) of each step in
the current experiment (Tone 4 sandhi)

Step f0 difference (Hz) Step f0 difference (Hz)

0 22 11 46
1 34 12 46
2 38 13 46
3 36 14 46
4 37 15 44
5 39 16 42
6 40 17 42
7 42 18 38
8 46 19 39
9 49 20 40
10 47

Table 13 f0 difference (derived Tone 2 – underlying Tone 2) of each step in
the current experiment (Tone 3 sandhi)

Step f0 difference (Hz) Step f0 difference (Hz)

0 0 11 0
1 −1 12 0
2 −1 13 0
3 0 14 0
4 0 15 −1
5 0 16 −2
6 0 17 −2
7 0 18 −4
8 1 19 −4
9 1 20 −5
10 2

In contrast, for Tone 3 sandhi, the mean difference in f0 between underlying
Tone 2 and derived Tone 2 across all steps is only 1 Hz. Moreover, across all
steps of Tone 3 sandhi, the f0 difference is less than the Just Noticeable Differ-
ence. Therefore, based on our criterion, we are able to clearly define the Tone 3
sandhi process as incomplete neutralisation with a small effect size.
To summarise the results of the new experiment, optional phonological pro-

cesses (Tone 1 and Tone 4 sandhis) have large effect sizes in incomplete
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neutralisation, while for the mandatory phonological process (Tone 3), the
effect size is rather small. Again, by comparing Tone 1, Tone 4, and Tone 3
sandhis of Huai’an using exactly the same experimental paradigm on the same
group of speakers, previously identified interacting factors, including speaker
group variation, prosodic structure (boundary strength), and speech rate, are
better controlled for.
We’d like to note that there is a potential problem with the analysis. Since

the tone sandhi conditions were impressionistically coded by the first author,
it is reasonable to suspect the accuracy. It is worth remembering that, for the
parts where the crucial comparison is between derived Tone 3 from Tone 1 and
Tone 4 sandhi processes and underlying Tone 3, we took into consideration
only derived Tone 3 that actually triggers Tone 3 sandhi in the first syllable.
However, if the coding is not accurate on the application of Tone 3 sandhi in the
first syllable (so, whether or not it is a derived Tone 2), syllables that have not
undergone Tone 1 sandhi or Tone 4 sandhimay bemistaken for derived Tone 3s.
It would have been optimal if we could show through independent phonological
behaviour that Tone 3 sandhi has actually been triggered. If derived Tone 2 from
Tone 3 sandhi has the same phonological behaviour as underlying Tone 2, we
can be sure that Tone 3 sandhi has actually been triggered in the first syllable.
However, there are no phonological processes that can be triggered by Tone 2
in Huai’an. Although Tone 2 sandhi (Tone 2 + Tone 2→ Tone 3 + Tone 2) has
been observed in Huai’an (Wang and Kang 2012), the tone sandhi process was
not observed in our fieldwork in early 2020 probably due to the influence of the
standard language, as is generally observed in other languages (Labov 1963;
Milroy 2001, amongst others). Furthermore, no other phonological processes
have been identified that can be triggered by Tone 2 in Huai’an. Overall, the
analytic technique of depending on phonological behaviour does not work for
derived Tone 2 in Huai’an and we are forced to rely only on phonetic evidence
for the Tone 2 identity of the derived rising tone. We will show that, derived
Tone 2s in the first syllable derived by Tone 3 sandhi, which itself is triggered
by a derived Tone 3 in the second syllable from Tone 1 or Tone 4 sandhis are
indeed phonetically highly similar with underlying Tone 2s.
For the part of the analysis testing Tone 1 and Tone 4 sandhi processes,

the tone contours for the relevant first syllables are shown in Figure 12 and
Figure 13. We also present the tone contours for underlying Tone 3s in the
first syllable that come from derived Tone 3s failing to trigger Tone 3 san-
dhi on the preceding syllables. By doing so, a three-way visual comparison is
possible at the position of the first syllable under the same phonological envir-
onment, that is, before derived Tone 3 (from either Tone 1 or Tone 4). As we
have done in presenting the data for the crucial second syllables, here the tonal
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Figure 12 Contours comparison of the first syllable in the current experiment
(Tone 1 sandhi) (Error bars indicate standard error; lines represent Growth

Curve Analysis model fits with the best model)

Figure 13 Contours comparison of the first syllable in the current experiment
(Tone 4 sandhi) (Error bars indicate standard error; lines represent Growth

Curve Analysis model fits with the best model)

contours for the crucial comparison (underlying Tone 2 versus derived Tone 2)
are also represented by lines representing model fits. We will present the results
of statistical modelling later in this subsection.
Based on the visual inspection of the data, the derived Tone 2s that are the

results of Tone 3 sandhi triggered by following derived Tone 3s are phonetically
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highly similar to the corresponding underlying Tone 2s with regard to the f0
contour. The f0 contours of the derived Tone 2 and underlying Tone 2 in both
figures are phonetically very different from those of corresponding underlying
Tone 3s. Furthermore, as with the other tone sandhi processes discussed in this
Element, there is incomplete phonetic neutralisation in both cases of the derived
Tone 2 and the underlying Tone 2 in the first syllable. Gaps between the derived
Tone 2 and the underlying Tone 2 in both cases are obvious.
The modelling method remained the same for contour tones, and the results

do support the observation of incomplete neutralisation. For the case of the
derived Tone 2 before the derived Tone 3 from Tone 1, the addition of a Tone
Sandhi condition improved the model on the intercept as shown by comparing
Model 1 and Model 2 (x2(1) = 66.41, p < 0.01), but not on the linear term as
shown by comparing Model 2 and Model 3 (x2(1) = 3.20, p = 0.07), or the
quadratic term as shown by comparing Model 3 and Model 4 (x2(1) < 0.01,
p = 0.95).
For the case of the derived Tone 2 before the derived Tone 3 from Tone

4, the addition of a Tone Sandhi condition also only improved the model on
the intercept as shown by comparing Model 1 and Model 2 (x2(1) = 20.59,
p < 0.01), but not on the linear term as shown by comparing Model 2 and
Model 3 (x2(1) = 0.09, p = 0.76), or the quadratic term as shown by comparing
Model 3 and Model 4 (x2(1) = 0.10, p = 0.75).
Figure 12 and Figure 13 show how the best models (Model 2) with the

assumption of tone sandhi affecting only the intercept fit the observed data.
And the parameter estimates for the full models are summarised in Table 14
and Table 15. The f0 difference (f0 of underlying Tone 2 – f0 of derived Tone 2)
of each step is summarised in Table 16 and Table 17. As mentioned, we first
calculated the mean difference for individual speakers at each step. Then for
each step, we took an average among the eight speakers to calculate the raw f0
difference.
Despite the observed incomplete neutralisation, the substantial phonetic dif-

ference between derived Tone 2 and underlying Tone 3 in both cases and the
phonetic similarity between derived Tone 2 and underlying Tone 2 in both cases
are difficult to account for by any mechanism known to us other than Tone 3
sandhi – it cannot simply be random variation or a co-articulatory change.
Therefore, the impressionistic coding was in our opinion appropriate for the
new experiment.
There is one issue that our experiment cannot resolve – Is it the case that the

very nature of the phonetics involved with the different tones (and tone sand-
his) result in the degree of incomplete neutralisation? For example, Tone 3 has
mostly a low f0 (in non-final contexts), while the other two tones have higher f0
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Table 14 Parameter estimates of the full model (Model 4) with the
assumption of tone sandhi affecting every fixed effect (data: first syllable in

the current experiment (Tone 1 sandhi); baseline: derived Tone 2)

Estimate Std. Error t p

Intercept −0.21 0.07 −3.02 0.02
Linear 15.40 3.34 4.60 <0.01
Quadratic 2.09 1.66 1.25 0.24
Tone Sandhi: Intercept 0.24 0.03 8.26 0.13
Tone Sandhi: Linear 1.93 1.08 1.79 0.07
Tone Sandhi: Quadratic 0.06 1.07 0.06 0.95

Table 15 Parameter estimates of the full model (Model 4) with the
assumption of tone sandhi affecting every fixed effect (data: first syllable in

the current experiment (Tone 4 sandhi); baseline: derived Tone 2)

Estimate Std. Error t p

Intercept −0.19 0.09 −2.13 0.06
Linear 15.69 1.93 8.11 <0.01
Quadratic 2.25 1.23 1.82 0.09
Tone Sandhi: Intercept 0.13 0.03 4.56 <0.01
Tone Sandhi: Linear 0.31 1.05 0.29 0.77
Tone Sandhi: Quadratic 0.33 1.04 0.32 0.75

ranges. It is logically possible that this phonetic fact drives the degree of incom-
pleteness.We are unable to exclude this possibility based on our data. However,
we are conducting further experiments on related languages with different sets
of optional processes to see if it bears out, and our preliminary observations
suggest this explanation is unlikely.

5 Conclusion
In this Element, we presented a detailed discussion of the foundational claims
of classic generative phonology, wherein phonological knowledge is just one
of the inputs to the phonetics, or performance more generally. We showed that
the view has often been misunderstood and misdescribed in the literature. This
has led to a common misunderstanding of generative phonology, which we call
the common strawman view of discrete representations view. This latter view
was already thought to be incorrect within the classic generative paradigm and,
therefore, modern arguments against the latter view don’t automatically extend
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Table 16 f0 Difference (underlying Tone 2 – derived Tone 2) of each step for
first syllable in the current experiment (Tone 1 sandhi)

Step f0 difference (Hz) Step f0 difference (Hz)

0 5 11 10
1 8 12 10
2 5 13 10
3 5 14 11
4 5 15 11
5 6 16 11
6 7 17 11
7 8 18 11
8 9 19 11
9 10 20 10
10 10

Table 17 f0 Difference (underlying Tone 2 – derived Tone 2) of each step for
first syllable in the current experiment (Tone 4 sandhi)

Step f0 difference (Hz) Step f0 difference (Hz)

0 14 11 2
1 4 12 1
2 1 13 1
3 −2 14 0
4 −1 15 0
5 −1 16 0
6 1 17 0
7 2 18 −1
8 3 19 0
9 3 20 2
10 3

to the former. Furthermore, we showed that much of the problematic evidence
presented in the literature either doesn’t bear on the central abstract representa-
tional claims of classic generative phonology, or is actually consistent with
it once we take into account equivalent auxiliary hypotheses. As we noted
in Du and Durvasula (2022), ‘there is no tension between incomplete phon-
etic neutralisation and categorical phonological neutralisation for the classic
generative phonology; instead, the actual mystery as per this view has always
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been with any observed cases of complete phonetic neutralisation stemming
from a process of phonological neutralisation’. In fact, the space of phonetic
measurements is an infinite dimension space, so we are not even sure how
one goes about establishing complete phonetic neutralisation. Potentially, one
possibility is to show that there is no observable difference in the ‘important
cues’; but note, that argument then is different from claiming complete phonetic
neutralisation.
We hope to have convincingly shown that the extant evidence is indeed con-

sistent with at least one theory of abstract/discrete representations, namely the
classic generative phonology view. However, we also pointed out that consis-
tency with a theory is a rather weak result if the space of possibilities is very
large. Notably, this issue of consistency being a weak criterion is if anything a
worse problem for theories that incorporate high-dimensional and gradient rep-
resentations. Furthermore, it is problematic if we claim consistency with vague
claims, as there is no real way to assess inconsistency in such cases. There-
fore, we need to develop clear and specific explanations, not just accounts, if
we are to make progress. For this reason, we explored a particular instantiation
of the debate outlined within research on the phenomenon of incomplete neu-
tralisation, and showed the same arguments play out in this corner of phonetic
research in exactly the same way.
In order to make progress on the issue, we suggested five desiderata (also

presented in Du (2023) and Du and Durvasula (2022)) that we believe any the-
ory of incomplete neutralisation should achieve in order to explain and not just
account for the phenomenon:

15. Desiderata for a theory of incomplete neutralisation
(a) The simplest account of why incomplete neutralisation exists as a

phenomenon.
(b) An explanation for the actual distribution of effect sizes among differ-

ent phonological processes.
(c) An explanation of why ‘over-neutralisation’ is never observed.
(d) An explanation of how a feeding interaction is possible with another

process if there is phonetically incomplete neutralisation.
(e) Related to 15d, an explanation of why incompletely neutralised seg-

ments can trigger the process, but other phonetically similar segments
do not.

Consistent with these desiderata, we proposed two specific but related
hypotheses about how to account for incomplete neutralisation of different
effect sizes in terms of planning effects, along lines that we consider necessary
for independent reasons. For ‘incomplete neutralisation with a small effect
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size’, we proposed an incremental unitary planning effect, wherein two (or
more precisely, multiple) separate and antagonistic surface representations are
planned for the same underlying representations at different points of the plan-
ning, and the more recently planned surface representations have a stronger
influence on the outcome. As a consequence, the actual utterance is going
to have incomplete neutralisation with a small effect size. For ‘incomplete
neutralisation with a large effect size’, we proposed a simultaneous multiple
planning effect that applies in the case of optional processes. As per this, since
the process is optional, the phonology outputs a set of possible surface rep-
resentations (where one of them is identical to the underlying representation
when the process doesn’t apply) out of which one of them is chosen to be the
actual production. Even in this case, there are two (possibly multiple if there
are many possible outputs of the process) antagonistic surface representations;
however, neither is more recent than the other. Therefore, no matter which one
is ultimately chosen for production, the other planned surface representation
will have a substantial effect. As a consequence, the actual utterance is going
to have incomplete neutralisation with a large effect size. Importantly, this lat-
ter phenomenon, as we present it, is not expected to be sensitive to the actual
application rate of the optional process, but to the presence of optionality itself.
We’d like to note that, as with any auxiliary hypothesis, the ones we present

in this Element could very well be wrong, but importantly that still doesn’t
entail the claim that the larger framework is wrong (as is true for any scientific
framework (Lakatos 1968)). However, we believe being precise and making
clear/testable predictions is an important step to learning about the underlying
system; therefore, there’s much to learn from being wrong.
In line with these predictions, we presented the results of a production study

focussed on tone sandhi patterns in Huai’an Mandarin that have feeding inter-
actions – a crucial aspect of the patterns that inform us that indeed the process is
phonological. The experiment confirmed our predictions that a mandatory tone
sandhi pattern (Tone 3 sandhi) resulted in a very small effect size of incom-
plete neutralisation, while two other optional tone sandhi patterns (Tone 1 and
Tone 4 sandhi) resulted in much larger effect sizes of incomplete neutralisa-
tion. Crucially, none of these incomplete neutralisation effects could simply be
from memorised lexical entries as we specifically used post-lexical processes
to guard against this possibility.
A further aspect of the results that we would like to highlight is the fact that

the derived Tone 3 from Tone 1 sandhi in the current experiment had a dif-
ferent shape from that in Du and Durvasula (2022), while the derived Tone 3
from Tone 4 sandhi had a similar shape to that in Du and Durvasula (2022).
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This also adds to our claim, and that of classic generative phonology, that sub-
tle aspects of the experiment design, and sometimes simple random variation in
the results can account for what might be otherwise thought to be meaningful
differences in phonetic manifestations. Consequently, not every aspect of the
phonetic output is relevant in learning about the underlying phonological know-
ledge. In short, phonetic results (as with any data) should not be taken at face
value, but should be assessed in the context of a well-specified and justifiable
set of competing hypotheses/theories.
We would like to end the Element with two additional notes: First, while

throughout this Element we have primarily focussed on incomplete neutral-
isation in the spatial domain, our proposed auxiliary hypotheses also have an
influence on the temporal domain. For example, the second author is part of
an ongoing study on incomplete neutralisation between underlying palatalised
consonants (/p j/ → [p j]) and derived palatalised consonants (/pj/ → [p jj]) in
Russian (Oh et al. 2023). They observed that, though both types of conson-
ants are indeed phonetically palatalised, the palatal gesture was more delayed
with respect to the lip gesture in the case of the derived palatalised conson-
ant. This is what the incremental unitary planning effect would predict. In
the case of the derived palatalised consonant, earlier planning events will not
involve a palatalised consonant, as the relevant consonant is not palatalised
in the underlying representation, but only later planning events would involve
a palatalised consonant. Consequently, one expects there to be a delay in the
phonetic manifestation of the palatalisation on the consonant. This is exactly
what was observed by Oh et al. (2023). Note further that, given our hypoth-
esis, there is no way for the derived palatalised consonant to have an earlier
palatalisation gesture than an underlying palatalised segment; consequently,
we believe the hypothesis truly explains the observed pattern, and doesn’t just
account for it.
Second and finally, though we have primarily focussed on production and

how it interfaces with phonological knowledge in this Element, the issues we
raise also apply to the available perceptual and neurolinguistic data arguing for
high-dimensional gradient representations. There have been multiple obser-
vations of speaker-specificity in perception. Such results have been used to
argue that there is no real speaker normalisation, and that lexical items are
clouds of high-dimensional gradient (exemplar) representations (see Goldinger
1996, 1998; Johnson 1997; Pierrehumbert 2016, for discussion). In fact, such
claims have sometimes been adjoined by additional claims that the theory of
an independent speech normalisation process is unfalsfiable (Goldinger 1998).
However, we do not see why this should be the case. First, observations of
speaker-specificity in perception don’t automatically form an argument against
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abstract/discrete phonological representation. At best, they show information
beyond phonological knowledge is used in perception – a claim that is per-
fectly consistent with the classic generative phonology view as we discussed
in this Element. In theory, such results can be accounted for by positing
(thoughtful and speaker-specific) speech normalisation models. And there is
clear evidence of early and consistent speech normalisation resulting in much
more abstract/discrete representations (Chang et al. 2010; Oganian et al. 2023;
Sjerps et al. 2019). Furthermore, in very recent work, Xie et al. (2023) argue
that when computationally precise models of speaker-specificity in perception
are implemented, the extant evidence is inconclusive between ‘(1) low-level,
pre-linguistic, signal normalization, (2) changes in/selection of linguistic rep-
resentations, or (3) changes in post-perceptual decision-making’ (p. 377). The
first and third possibilities would mesh perfectly with classic generative phon-
ology, while the third possibility of changing/expanding the representations
is possible for both discrete/abstract and high-dimensional gradient repre-
sentations. Furthermore, as with production, the same issue of the space of
possibilities being uncountably infinite hounds the high-dimensional gradient
representations in perception. Consequently, we ourselves are far more san-
guine about the prospects of abstract/discrete phonological representations and
independent speaker-specific models (and other models of socilinguistically
relevant dimensions) in dealing with evidence that has been provided in favour
of speaker-specific exemplar representations.
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