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GROWTH AND DECAY ESTIMATES NEAR 
NON-ELEMENTARY STATIONARY POINTS 

COURTNEY COLEMAN 

1. Introduction. Local growth and decay estimates near the stationary 
point at the origin are derived in § 3 for solutions of the vector system, 

dx/dt s= x = A(x) + f*(x,y), 

dy/dt^y = B(y) +g*(x,y), 

where A(x) and B(y) are homogeneous of degree m > 1 in the components 
of x and y, respectively, and/* and g* are of order greater than m in || (x, y)\\ 
near the origin. It is assumed that x = 0 is asymptotically stable and y = 0 
is asymptotically unstable for the homogeneous systems of first approximation, 

(a) x = A(x), 
W (b) y = B(y). 

In order to derive the estimates in § 3, various results are needed concerning 
solutions of a homogeneous system such as (2) (a). These are derived in § 2 
and are based on work of Hahn [4; 5], Lefschetz [8], and Zubov [12]. A 
fundamental question, given a homogeneous system such as 

(3) z = C(z), dim z = dim x + dim y, 

is whether there exists a linear variable change, (x,y) = Tz, which uncouples 
(3), transforming it into (2). Extending an idea of Markus [9], the existence 
of such a T is tied in with a decomposition problem for a certain non-associative 
algebra. This is pursued in § 4. Where such a reduction of (3) is possible, 
we then have a corresponding reduction of a system such as 

(4) z = C(z) + higher order terms 

to system (1). 
The results of this paper can be compared with the known exponential 

estimates for solutions of (1) when m = 1 and A(x) = Ax, B(y) = By, 
where A and B are matrices, the eigenvalues of A having negative real parts, 
those of B positive real parts; see e.g., [2; 4; 6]. In this case, Grobman [3] 
and Hartman [6, Chapter IX; 7] have used these exponential estimates to 
solve the topological equivalence problem for (1) at the origin; i.e., they 
showed that there is a homeomorphism of a neighbourhood of the origin into 
itself mapping solutions of (1) onto solutions of (2). Reizins [10] has extended 
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GROWTH AND DECAY ESTIMATES 1157 

this to the case when one of the eigenvalues of A vanishes. In a subsequent 
paper the est imates derived in § 3 will be used to solve the topological 
equivalence problem for (1) a t the origin when m > 1. 

2. D e c a y e s t i m a t e s for a n a s y m p t o t i c a l l y s tab le h o m o g e n e o u s 
s y s t e m . Let A (x) be a ^-vector whose components are homogeneous functions 
of degree m > 1 in the components of the ^-vector x. Let the critical point 
a t the origin of the system 

(5) dx I it = A (x) 

be asymptot ical ly stable. W e are interested in finding upper and lower bounds 
on \x(t, x 0 ) | , t ^ 0, where x(t, x0) is the solution of (5) for which x(0, x0) = xQ. 

First we shall s ta te a number of easily proved properties for homogeneous 
systems such as (5) ; see [12]. 

(a) If c > 0, then cx(cm-1£, x0) = x(/, cx 0) ; this is t rue whether or not 
the origin is asymptotical ly stable. 

(b) T h e asymptot ic stabil i ty of (5) a t the origin is global. 
(c) If m is an integer, then the asymptot ic stabil i ty implies t h a t m is odd. 

T H E O R E M 1. There exist positive constants a, b, c, T, such that 

o/i/(i-"0 g \x(t, x0)\ ^ btl/u-m> 

for all t > r |x 0 | 1 / ( 1 ~ m ) ; another lower bound is given by |x0 |[l + c\%Q\m~lt\l,{l~m) 

valid for all t ^ 0. 

Note t ha t the existence of the upper bound implies t ha t the origin of (5) 
is asymptot ical ly stable. 

Proof. B(p) will denote the open ball of radius p centred a t the origin of 
En,S(p) its boundary. Let pi > p2 > 0 and let £*(pi, p 2 ,x 0 ) be the least 
positive value of t for which x(/, x0) G S(p2) if Xo G S (pi). T h e existence 
of /* follows from the asymptot ic stabil i ty (global because of the homogeneity 
of A) of the origin. For the same reason there exists T*(pi, p2, x 0) , the least 
value of t for which x{t, x0) G B(p2) for all t > T*, x0 Ç 5 (p i ) . I t will now 
be shown t h a t the infimum of the f s and the supremum of the T*s over 
S(pi) (for fixed pi and p2) both exist and are positive. 

Le t a = inî(y -Ay) over 5 (1 ) where • denotes the inner product , a is 
negative. For, if a ^ 0, then dr/dt = rm(y - ^ (3 ; ) ) ^ 0 (here, r = \x\ and 
\y\ = 1) and |x| could not tend to 0 as t tends to infinity, contradict ing the 
asymptot ic stabil i ty of the origin. Comparing the above differential equat ion 
with the equation dr/dt = rm, it can be seen t ha t 

m— 1 m—1 

U < 7 ~ni=T--{~- TT ^ t (pi, p 2 , Xo). 

(P1P2) aim — I) 

This is shown by finding the value of t for which the solution of dr/dt = arm 

beginning a t p\ for t = 0 reaches r = p2. Thus , the £*s have an infimum 

t*(pi, p2) over 5 (p i ) . 
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For later use in the proof, some est imates involving /*, ph and p2 are now 
derived. If i t takes an orbi t x(t, x0) t ime r to get from S(pi) to S(p2), it will 
t ake the orbi t x(t, cx0), c > 0, t ime cl~mr to get from S(cpi) to S(cp2). Hence, 
**(2-*pi, 2~k~lpi) = 2*<OT-1>**(pi, J P l ) . Using this and the fact t h a t / * ( P l , P 3) è 
**(pi, P2) + ^*(P2, P3) if Pi > P2 > P3 > 0, it is seen t h a t 

**(pi, 2-^-^1) ^ **(PI , 2 " V i ) [ l + 2* - 1 + . . . + 2*~-*]. 

Using the inequali ty derived in the paragraph above and this last inequali ty, 
we obtain 

t* = t*(Pl, 2-*-1,!, xo) ^ t*(Pu 2-k-'Pl) ^ ( g ^ W ^ C i k ) 
pi a(m — 1) 

where C(k) depends only upon k and lies between 1 and 2. From this follows 
the es t imate 

(6) a(**)i/<i-TO> ^ 2-*pi, 

where a is a positive cons tan t independent of pi and k. 
T h e r * s mus t now be shown to have a supremum over S (pi) for fixed 

pi and p2. Le t x0 G S (pi) and let i\^(x0) be a neighbourhood (relative to S(p i ) ) 
of Xo such t h a t {T*(pi, p2, x ) : x G N(x0)} is bounded from above. Suppose 
t h a t for some x0 G S(pi) the desired iV(x0) does no t exist. There exists a 
sequence (tn,xn), xn —> x0, xw G S(p i ) , /„—>oo, such t h a t x ( 4 , x j G 5 ( p 2 ) . 
Because of the asympto t ic s tabi l i ty there is a p3, | p 2 > P3 > 0, such t h a t 
any orbi t in B (p3) for some £ remains in 5 (Jp2) for all larger t. A contradict ion 
will arise once it is known t h a t for some n and /, 0 S t S tn, x(t, xn) G B(pz). 
Let k be so large t h a t 2~kpi > Jp3 . Then for all t, t §: T* (pi, 2~kpi, x 0 ) , 
x(7, Xo) G ^ ( | p 3 ) . Since x(t, x0) is cont inuous in t and x0, there is an n^ such 
t h a t for a l l / , 0 ^ / ^ T* (pi, 2~kpi, x 0 ) , and all n > n0, \x(t, x0) — x(t, xn)\ < Jp3 . 
For such n, x(T*(ply 2~kpi, xn), xn) G B(pz) and, thus , for t > T*(pu 2~kpu x 0 ) , 
%(t, xn) G B(\p2). This contradic ts the assumption t h a t x ( 4 , x„) G B(p2). 

Thus , N(x0) exists for each x0 G S(pi) and the Heine-Borel theorem implies 
t h a t the T*s have a supremum T*(pi, p2) over 5 (p i ) . 

By homogeneity, T*(pu | P i ) = P i 1 - m r | t ( l l i ) . Then 

r*(Pl, 2-^-^1, xo) ^ r*(Pl, 2^-Vi) ^ r*(i, i)pii-w2*^i)JD(jfe)f 

where £>(&) is a cons tan t between 1 and 2 independent of pi. Th i s is shown in 
much the same way t h a t the earlier inequal i ty for t* was derived. T h u s 

(7) P I2~* S b(T*(pu 2~*-ipi, Xo)V^-m\ 

where b is a positive cons tan t independent of pi and k. 
T o conclude the proof, let |x0 | = pi and suppose t h a t t is such t h a t for 

some k > 0, pi2-k~l S \x(t, x 0 ) | ^ Pi2-A;. T h e n inequalities (6) and (7) above 
imply t h a t 

a/l/(l-m) ^ |tf(*, tf0)l ^ btl/^-m\ 
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Here a and b are as denned above and we must assume that 

t^ r * ( p l f | P l ) = p i 1 - w r ' ( i l | ) . 

Thus, let T = T*(l, £). 
The other lower bound is easily derived by a consideration of the differential 

inequality dr/dt ^ arm. 

Remarks. Zubov [12] gave the first version of this theorem, but provided 
no proof. Lefschetz [8] gave a proof for the upper estimate but none for the 
lower estimate. Hahn [5] handled the case of a non-autonomous A(x,t), 
homogeneous in x, but again only derived upper bounds. 

The next theorem has to do with Lyapunov functions for system (5). 
The proof is due to Lefschetz [8], who clarified a somewhat obscure proof of 
a more general theorem of Zubov [12]. The assumptions are those made in 
the first paragraph of this section, and in addition assume that m is an integer, 
and that the components of A (x) are homogeneous polynomials. 

THEOREM 2. There exist homogeneous polynomials W(x) and V(x), W negative 
definite and of degree m + 1, V positive definite and of degree 2, such that 
V(x) = W(x), where the derivative is computed with respect to solutions of (5). 

Proof. Let W(x) = -\X\m+\ V(x) = jo \X(t, x)\m+1dt. To avoid confusion, 
X(t,x) will denote the solution of (5) such that x = X(0, x). That the 
improper integral exists is assured by the upper bound estimate of the previous 
theorem. That V is homogeneous of degree 2 (and therefore a quadratic form 
since V is analytic) is shown by evaluating V(cx) for real c: 

V(cx) = r \X(t,cx)\m+1dt= r \c\m+1\X(cm~\x)\m+1dt 
Jo Jo 

= \c\m+1 r pr(s I*)|"+V-"<fc = c2 P \X(s,x)\m+1ds = c2V(x). 
Jo Jo 

Here we have used the fact that m is odd (a consequence of asymptotic 
stability) and a change of variable 5 = cm~1t. 

In order to show that V(x) = W(x), we proceed as follows: 

V(X(t,x)) = j™ | Z ( r , Z ( / , x ) ) r + W = J " \X(s,x)\m+1ds. 

Therefore, 

~{X{t,x)) = - | * ( ' . * ) | m f l = W(X(t,x)). 

3. Growth and decay estimates for a perturbed system. Consider the 
following system [i.e., (1) with slightly different conditions], 

dx/dt = A (x) + f*(x, y), 
(8) 

dy/dt = B(y) + g*(x,y), 
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where x is a ^-vector, y is an (n — k)-vector, A and B are homogeneous 
polynomials of degree m > 1 in the components of x and y, respectively, 
a n d / * and g* are each C1 and 0(\z\m+l) in a neighbourhood of the origin, 
where z = (#, 3/). It is further assumed that the stationary point at the origin 
of Ek [En~k] is asymptotically stable [unstable] for the system 

dx/dt = A{x) [dy/dt = B(y)]. 

When (1) has the form of (8), we say that the stationary point at the origin 
is elementary, strongly non-linear, and in canonical form. These terms refer 
back to the case when m = 1 and we have linear first approximation. For 
that case there is always a linear variable change reducing a system such as (4) 
(with m = 1) to (8) with A (x) = Ax and B(y) = By, where A is an asymp­
totic stability matrix and B is an asymptotic instability matrix. As mentioned 
in the introduction, the possibility of the reduction of (3) to (2), and thus 
(4) to (8), is treated in § 4. For now, we treat (8) only. Our methods resemble 
those of Reizins [10]. 

If k = 0 or n, then one or the other of the systems of first approximation 
to (8) disappears. It will usually be assumed in the following that 0 < k < n, 
although the two cases k = 0 and k = n can be treated similarly. All later 
results concern the behaviour of solutions of the coupled system above near 
the isolated stationary point at the origin in En. For this reason, there will 
be no loss of generality if the functions/* and g* are altered outside a neigh­
bourhood of the origin. Let R > 0. Define/ and g to be functions on En such 
t h a t / (2) =f*(z) and g (2) =g*(z) for all |sj ^ R, while/ (z) = Oandg(s) = 0 
for all \z\ ^ 2R. For R sufficiently small, such / and g can be found with the 
same differentiability properties as /* and g* and all sharing a common 
Lipschitz constant L. The Lipschitz condition on each of the four functions 
/ , gyf*j and g* is the same. We write it out only for / : 

| / (^ ) -f(z2)\ ^L\Zl-z2\
m. 

The Lipschitz inequalities for/* and g* are valid for \z\ < R, while those for/ 
and g hold for all z. Moreover, if R is small enough, then L is arbitrarily small, 
at least for \z\ < R. 

The two systems to be studied are the coupled system, 

dx/dt = A(x) + f(x,y), 
(9) 

dy/dt = B(y) + g(x,y), 

and the uncoupled system of first approximation, 

(a) du/dt = A(u), 
(10) 

(b) dv/dt = B(v). 

The hypotheses on the functions and the systems are those given above. In 
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addit ion, it is assumed t ha t R is so small t ha t (9) has no s ta t ionary point 
other than t h a t a t the origin. There is also no loss of generality in assuming 
t h a t d\a\2/dt is negative definite while d\v\2/dt is positive definite, the deriv­
atives being with respect to trajectories of (10) (a) and (10) (b) , respectively. 
For Theorem 2 asserts the existence of two positive-definite quadra t ic forms 
Vi(u) and V2(v) whose derivatives (with respect to trajectories of (10) (a) 
and (10) (b), respectively) are dVi/dt = -\u\m+1 and dV2/dt = \v\m+1. Le t 
u = A*u*, v = B*v*, reduce \ \ and V2 to 7 i* = |w*|2 and F2* = \v*\2, 
respectively. In the new variables, dVi*/dt = Wi* and dV2*/dt = W2*j 
where Wi* and W2* are negative and positive definite, respectively and each 
is homogeneous of degree m + 1. For simplicity, i t will be assumed t h a t such 
a change of variables has already been made in systems (9) and (10) and the 
asterisks will be omit ted. 

How does a given trajectory of (9) behave within B(R), the ball of radius 
R in En centred a t the origin? T h e next four theorems answer this question. 
T h e first theorem gives qual i ta t ive answers and, most impor tant , implies 
t h a t no trajectory can tend to the origin both as t tends to - c o and as t tends 
to +co , i.e., (9) possesses no closed loop solutions. If there were such solutions, 
then systems (9) and (10) could not be topologically equivalent since (10) is 
easily seen to have no closed loops. T h e remaining theorems give growth and 
decay est imates on solutions. These will not be exponential as in the case of 
linear first approximation, bu t of the form atll{l~m\ as might be expected 
from Theorem 1. 

T H E O R E M 3. Each solution of (9) is of one of the following three types: 
(a) \z(t)\ —> 0 as t —>oo , \z(t)\ —*oo as t decreases; 
(b) \z(t)\ —» 0 as t —» —oo , \z(t)\ —>co as t increases; 
(c) \z(t)\ —^OD as t increases and as t decreases. 

Proof. Le t V(z) = -\x\2 + \y\\ Then dV/dt = -Wi(x) + W2{y) + h(z), 
where the derivat ive is with respect to trajectories of (9), W\ and IT72 are 
the negative and positive definite (respectively) m + 1 forms defined above 
and h(z) is 0 ( | s | m + 2 ) near the origin. R is assumed to be so small t h a t dV/dt 
is positive definite everywhere (recall t h a t h(z) = 0 for \z\ ^ 2R). 

V = 0 defines the "cone" |x|2 = \y\2; the cone degenerates into the 
s ta t ionary point if k is 0 or n. V = c 7^ 0 defines the "hyperboloid" 
|x|2 = |3/|2 — c or an (n — l) -sphere if k = 0 or n. In all bu t the degenerate 
cases of the s ta t ionary point or the empty set, these hypersurfaces divide En. 
Since dV/dt is positive definite and V(0) = 0, no trajectory z{i) ^ 0 of (9) 
can tend to 0 both as t —> -co and as t —•» + 0 0 . Similarly, no limit points 
of z(t) can lie on any of the hypersurfaces V = c (with the exception of the 
single s ta t ionary point a t the origin). Thus , if \z(t)\—*Q as t increases 
(decreases), then \z(t)\ —>oo as t decreases (increases), and the theorem 
is proved. 
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THEOREM 4. There exist positive constants a and b, b < a, such that every 
solution z(t, So) of (9) of type (a) satisfies the inequalities 

\XQ\ I f ,, 2jxol  
(1 + a\x,\m~lt)mm~l) ~ | 2 ( / j S o ) l - (1 + b\x,\m~lt) 

for all t __ 0, where Zo = (xo,y0). Moreover, for all t, —b~1\xo\1~m < t _j 0, 
z(t, ZQ) satisfies the inequality 

- l A l / ( m - l ) ^ \z(t,Z0)\. (1 + ^Xor"1/) 

If — a"1\xc\1~m < t _§ 0, then the inequality 

l *& * > ) ! _ ; £o| 
~(l + a\x,\m-lt)l/{m-l) 

also holds. 

Proof. Let M+ be the set of solutions of (9) of type (a). 

V{z) = - M 2 + M2 < 0 

on every solution of M+ since dV/dt is positive definite, V(0) = 0, and 
every solution tends to 0 as t —>oo. Thus, \y\ < \x\ on M+. Let 

a\ = inf (x • A(x)) ^ sup(x • A (x)) = &_, 

where the infimum and supremum are taken over the sphere \x\ = 1 in Ek. 
Since d\x\2/dt, with respect to (10) (a), is negative definite and, in fact, is 
x • A (x), it follows that a\ _S b\ < 0. For R sufficiently small, it then follows 
that 

2airm < r = rm(x-A(x)) + / ( z ) < i V m , 

where r = |x|, |x| = 1, and / ( z ) is 0(rm+1) since \y\ < \x\. 
By comparing the three equations r = 2a\rm, f = rm(x-A(x)) +f(z), 

and r = \b\rm, it follows that x(t, s0) satisfies the estimates 

\x_o\ <• I // M <- [__ 
a o / i M „ \m-l,\l/(m— 1) == #v/> ^0J == / i u / -i \ i im-1 , \ l/(m— 1) 

— 2a_(ra — 1) |xo| t) (1 — fft_(m — l) |x0 | /) 
for t ^ 0. 

Noting that |x| _j \z\ _i 2\x\ in M+, the first inequalities of the theorem 
follow. The remaining inequalities follow by integrating the three equations 
for r backwards from t = 0. 

THEOREM 5. There exist positive constants c and d, d < c, such that every 
solution z(t, Zo) of (9) of type (b) satisfies the inequalities 

bol ^ ! /, M ^ 2bo| 
^ |s(*,*o)| ^ (1 - c|;yor1*)1/(m-1) = ^ ' ° ; I - (1 - d\y,\m-lt)mm-l) 

https://doi.org/10.4153/CJM-1970-133-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1970-133-2


GROWTH AND DECAY ESTIMATES 1163 

for all t S 0, where z0 = (x0, yo). Moreover, for all t, 0 S t < d~l\xo\l~m, z(t, z0) 
satisfies the inequality 

M ^ , ,, M 
(1 « d\y,\m-lt)mm~l) ~ l 2 ^ ^ l -

If 0 S t < c~1\x0\
1~m

1 then there also holds the inequality 

I /, M 2bo|  
|*l*, *0) | ^ ( 1 _ ^^p-l^l /d»-!) ' 

The proof is similar to that of the previous theorem and is omitted. 

THEOREM 6. There exist positive constants a,b, c, d such that every solution 
z(t, So), So = (x0, yo), \XQ\ = \y0\, of (9) of type (c) satisfies the inequalities 

\XQ\ 

(1 + b\x,\m-lt) m—l,\l/(m- ^ S \s(f, so)I if - r ' lxol1 -™ < t g 0; 

\'(f, so) I ^ ?i + a |x 0 r 1 ) 1 / ( m ~" ^ ~ a 'Xo' "* < ' - ° ; 

J * £ , 1/<m_„ ^ \z{t, s„)| i/0gt< rf-I|x0|
1-m; 

\ n M ^ 2 Xo| - i , .i_OT 

|g(*,So) | = (X _ g | y 0 | w " 1 / ) 1 / ( O T - Î T *•>0 - l < ° lX°i ' 

Note that the condition |xo| = |TO| is no restriction since V is positive 
definite. 

Proof. Let z(t, z0) be a solution of (9) of the desired type. Then for t < 0, 
\x\ ^ \y\ and all the analysis of the earlier theorem applies, along with the 
appropriate estimates. Similarly for t ^ 0, \x\ ^ \y\, and the theorem is 
proved. 

4. Canonical forms for homogeneous systems. In the previous section, 
we have assumed that (4) could be written in the form of system (8). Under 
what conditions is this possible? It is easily seen that the question is equivalent 
to asking for conditions under which a linear variable change reduces system (3) 
to system (2) where z is an w-vector, x is a ^-vector, y an (n — k)-vector, 
and C, A, and B are homogeneous polynomials of integral degree m ^ 1. 
In this section we shall go considerably beyond the "uncoupling" problem 
and shall generalize earlier work of Markus [9] to tie in the linear equivalence 
of homogeneous systems wTith isomorphism questions of non-associative 
algebras. Most of this section is independent of the earlier sections. Because 
of this, the notation is not necessarily consistent with that used earlier. 

Consider the systems of autonomous, homogeneous ordinary differential 
equations in espace, 
(11) x=f(x) 
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and 

(12) y = g(y), 

where / and g are homogeneous polynomials of integral degree m ^ 1. 
System (11) is linearly equivalent to system (12) if there is a non-singular 

constant nXn matrix A such that Af(A~1y)=g(y). Hence, the linear 
map y = Ax maps (globally) the trajectories of (11) onto those of (12). 
If f(%) =Bx, B a constant matrix, the problem of finding the "simplest" 
differential system linearly equivalent to x = Bx is the same as the algebraic 
problem of finding the "simplest" matrix ABA~l. Thus, the algebraic method 
of classifying matrices via Jordan normal forms (i.e., via eigenvalues and 
eigenspaces) yields a classification of autonomous linear differential systems 
up to linear equivalence. This relationship between algebraic and differential 
problems led Markus [9] to attempt to classify certain non-linear differential 
systems with strong algebraic properties by algebraic techniques. In particular, 
Markus considered differential systems of the form x =f(x), where f (x) is 
a homogeneous vector polynomial of degree 2 in the components of x, i.e., 
quadratic differential systems. He showed that the problem of classifying 
such systems relative to linear equivalence corresponded to classifying certain, 
generally non-associative, algebras up to isomorphism. He then carried out 
completely such a classification in the case of planar quadratic systems. 

Here, it is shown that there is a natural generalization of Markus' method 
to homogeneous polynomial systems where f (x) is of arbitrary positive 
integral degree, not necessarily 1 or 2. It will be seen that such things as lines 
of singularities, ray integrals, linear integral manifolds, and so on, have direct 
analogues in an algebra corresponding to the differential system. However, 
the algebraic restatement of the linear classification problem for the differential 
systems considered does not necessarily make things easier. The algebra 
involved will usually be non-associative, and too little is known as yet about 
such algebras [11]. The advantage may, in fact, be to the algebraist since 
more seems to be known about the differential systems than about the 
algebras [1; 4]. 

hetft = aiil.mmimXi1 . . . xim and gt = aiix...imyiY . . . yim, where i = 1, . . . , n; 
we follow the summation convention that any subscript appearing twice is 
summed from 1 tow, and the as and as are constants. (11) and (12) are then 
homogeneous polynomial systems of degree m. Without loss of generality it 
may be assumed that a2-i]L...?-m is invariant relative to a permutation of the sub­
scripts ii,..., im as is a«1#..*m. The algebra A associated with (11) is the real algebra 
with basis elements U\, . . . , un, real scalar multiplication, algebra addition, 
and an m-nary multiplication \x defined for basis elements utl, . . . , uim, by 
the formula \i(uix, . . . , uim) = aii1...imui. A similar algebra A is associated 
with (12). Multiplication is commutative because of the assumption about 
the as. The algebra may not be associative as the following example shows: 
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In the algebra associated with the planar quadrat ic system, 

Xi = Xi2 + 2XiX 2 + # 2 2 , OC2 — X 2
2 , 

the product fx(ui, \i(u2, u2)) = 2ui while n(n(ui, u2), u2) = U\. u is a nilpotent 
of A if /x(^> • • • 1 M) = 0; it is an idempotent if /JL(U, . . . , u) — \u for some real 
non-zero X. A linear subset A1 oi A is a sub algebra oî A if ^4x is closed relative 
to /z; it is an ideal if the ju-product of any element of A1 with any m — 1 
elements of A is in ^l1 . 

T H E O R E M 7. Systems (11) <md (12) are linearly equivalent if and only if the 
associated algebras A and A are isomorphic. 

Proof. Suppose t ha t (11) and (12) are linearly equivalent with respect to 
the transformation y = Bx, where 

B = (bij), B~l = C = (Ci3), bijCjjc = 8ik = Cijbjjc. 
Then , 

y% == OijQfjii...imCiiJi ' • ' Cimjmyji • • • Jjm' 

Therefore, aijl%..jm = bijaji1...imciijl . . . cimjm. Now let 4>: A -^Â be defined 
by 4>Uj = bfjUi, where the Uj and Ui are basis elements of A and A, respectively. 
4> is evidently one-to-one. In addition, ^(u^ . . . , ujm) = <t>aijlm..jmUi = 
bjiO>iji...jmuJ, while M ( < ^ ; I , • • • 1 <t>ujm) = M ^ Û ^ Û , . . . , bimjmJiim) = 
bun • • '^imjnfiiii • • • infii- By the previously derived relation between the 
as and the as, we see tha t Quiu^, . . . , ujm) = ix(<i>uh, . . . , </>ujm) and 4̂ is 
isomorphic to A. 

On the other hand, if A is isomorphic to A via the isomorphism <£ defined 
by <j>Uj = bijUi on the basis elements, then y = (fr^-)x defines an invertible 
m a p of (11) onto (12), as is seen by reversing the above arguments . 

Since nilpotents, idempotents , subalgebras, and ideals are isomorphic 
invariants , there is no loss of generality in assuming each of these in a 
' ' favourable" position relative to a basis. This will be done repeatedly in the 
proofs of the following theorems. 

T H E O R E M 8. atUi is a nilpotent of A if and only if X(ai, . . . , an) is a line of 
critical points of (11). 

Proof. u\ is a ni lpotent of A if and only if n(u\, . . . , U\) = aa...iUi = 0, 
which holds if and only if aa..A = 0 for each i. This , in turn, is t rue if and 
only if X(l, 0, . . . , 0) is a line of critical points of (11). 

T H E O R E M 9. a{iii is an idempotent of A if and only if the two rays X («i, . . . , an) 
corresponding to X < 0 and X > 0 are non-critical integral rays of (11). 

Proof. ii\ is an idempotent of A if and only if 

n(ui, . . . , U\) = aa...iUi = \u\ 

for some non-zero scalar X, which is equivalent to the assertion t h a t an. . . i 7e 0, 
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#ii...i = 0, i > 1. This is true if and only if fi(t)(l, 0, . . . , 0), where /?(/) = 
&ii...i[l + (1 — m)aim_1 . . .i/]1/ (1_w) , defines a non-critical ray trajectory of (11). 

THEOREM 10. / / n is odd, A has at least one nilpotent or idempotent and (11) 
has at least one line of critical points or pair of opposed integral rays. 

Proof. Because of the homogeneity, the vector field defined by (11) can 
be projected along radial rays onto the unit sphere 5W_1 centred at the origin. 
This yields a continuous tangent field on Sn~l. Under this projection a ray 
which is either a ray of critical points or a non-critical integral ray corresponds 
to a critical point of the projected field on Sn~~l, and conversely. If n is odd, 
any field on Sn~l is known to have at least one critical point. By the symmetry 
of the systems considered here, critical points on Sn~l occur in antipodal pairs, 
and the theorem is proved. 

THEOREM 11. The elements Vj = aijUu i = 1, . . . , r, of A span an r-dimen­
sional subalgebra of A if and only if the hyperplane spanned by the vectors 
(aij, . . . , anj), j = 1, . . . , r, is an integral manifold of (11). 

Proof. Let OHJ = dij. Then Ui, . . . , ur span an r-dimensional subalgebra if 
and only if \x(ujx, . . . , ujm) = aijl...jmui is in the span of uly . . . , ur whenever 
{ujlt . . . , Ujm) C {ui, . . . , ur). This is true if and only if aijl...jm = 0 for 
all i > r, jk ^ r, k = 1, . . . , w, which is equivalent to the assertion that the 
subset of En for which xr+i = . . . = xn = 0, i.e., the hyperplane generated 
by the Xi, . . . , xr axes, is an integral manifold of (11). 

THEOREM 12. The elements Vj = atjUi, j = 1, . . . , r, of A span an 
r-dimensional ideal of A if and only if (11) is linearly equivalent to a system (12) 
where aijx,..jm = 0 for i > r and j k ^ r for at least one k. 

Proof. Let atj = 8ij. Then Ui, . . . , ur span an r-dimensional ideal if and 
only if fJi(ujl1 . . . , ujm) = ciin...jm

ui is i n the span of ui, . . . , ur whenever 
at least one of the uHs belongs to the set {ui, . . . , ur}. This is equivalent to 
the assertion that aijl.,^m = 0 if i > r and ik ^ r for at least one k. 

COROLLARY 1. A is the direct sum of s ideals if and only if (11) is linearly 
equivalent to a direct product of s homogeneous polynomial systems of degree m. 

Now, Markus [9] classified all planar quadratic differential systems up to 
linear equivalence by actually calculating (using idempotents and nilpotents) 
all possible two-dimensional algebras A. To do this even for the algebra 
defined by a cubic differential system would be a formidable task. In any 
event, linear equivalence is much stronger than is usually needed for quali­
tative studies of differential systems. It might be noted that the idempotents 
are the "eigenvalues" for homogeneous systems, but that, contrary to the 
linear case, the idempotents do not determine the system up to linear equiv­
alence. 
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COROLLARY 2. System (11) is linearly equivalent to the following system 

(13) * " *<»>• 
y 2 = g2(y2), 

where yi is a k-vector, y2 an (n — k)-vector} gi and g2 homogeneous of degree m, 
if and only if A is the direct sum of two ideals. 

Remark. This corollary implies, then, that (4) can be written in the form 
of (8) if and only if the algebra defined by the homogeneous first approximation 
of (4) has the property mentioned in the corollary. 
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