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MAPPINGS WHICH PRESERVE IDEMPOTENTS, 
LOCAL AUTOMORPHISMS, AND LOCAL DERIVATIONS 

MATEJ BRESAR AND PETER SEMRL 

ABSTRACT. It is proved that linear mappings of matrix algebras which preserve 
idempotents are Jordan homomorphisms. Applying this theorem we get some results 
concerning local derivations and local automorphisms. As an another application, the 
complete description of all weakly continuous linear surjective mappings on standard 
operator algebras which preserve projections is obtained. We also study local ring 
derivations on commutative semisimple Banach algebras. 

1. Introduction. Let A be an algebra and M an J3-bimodule. A linear mapping 
6: A —> M is called a local derivation if for every a G Si there exists a derivation^: A —> 
M (depending on a) such that 5(a) = 6a(a). There are three recent publications [1,8,9] 
where some conditions under which every local derivation is a derivation are given. 

In [8], Kadison considered local derivations on von Neumann algebras and some 
polynomial algebras. He proved that each norm-continuous local derivation of a von 
Neumann algebra Si into a dual J^-bimodule M is a derivation. This was generalized in 
[ 1 ] by showing that the same conclusion (moreover, M can be an arbitrary normed A-
bimodule) holds for a wider class of linear mappings; that is, for mappings 6 of Si into 
M which satisfy 

(1) 6(p) = 6(p)p+p6(p) 

for every idempotent/? in A. Every local derivation satisfies (1) for any idempotent/? 
(namely, we have S(p) = 6p(p) = èp(p

2) = Sp(p)p + pèp(p) = è(p)p + p6(p)). In this 
paper we will consider linear mappings satisfying (1) for each idempotent on some other 
algebras. 

Larson and Sourour [9] proved that if A — ®(X), the algebra of all bounded linear 
operators on a complex Banach space X, then every local derivation of A into A is a 
derivation. They have also considered local automorphisms of *B(X)—a local automor­
phism of an algebra A is, of course, a linear mapping 6: A —> A such that for every 
a G A, there is an automorphism 9a of A such that 6(a) = 6a(a). They showed that 
in the case that X is infinite-dimensional, every surjective local automorphism of ^(X) 
is an automorphism. In the finite-dimensional case, the situation is somewhat different. 
Namely, antiautomorphisms of Af„(C), the algebra of all nxn complex matrices, are also 
local automorphisms (cf. [9, Theorem 2.2]). However, combining Theorems 2.1 and 2.2 
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in [9] we see that in any case one can assert that a surjective local automorphism of $(X) 
onto *B(X) is a Jordan homomorphism (recall that a linear mapping 9 of an algebra A 
into an algebra $ is called a Jordan homomorphism if 9(a2) = 6(a)2 for any a G A). 
Therefore, it seems natural to ask when a local Jordan homomorphism 9 (the definition 
of this notion should be self-explanatory) of an algebra A into an algebra $ is a Jordan 
homomorphism. In a similar fashion as we have showed that local derivations satisfy ( 1 ), 
one shows that a local Jordan homomorphism 6 preserves idempotents, that is 

(2) 0(p)2 = 6(p) 

for any idempotent/? in A. In view of this observation, the question arises whether it is 
possible to describe linear mappings of A into $ which preserve idempotents. In [10], 
Omladic determined a form of a linear bijective weakly continuous operator 9 of #(X) 
onto ftiX) which preserves projections of rank one in both directions, that is, 9 and 0~l 

both send projections of rank one into projections of rank one. 

Let R be a commutative ring with an identity such that 1/2 exists. We denote by 
Mn(R) the algebra of all n x n matrices over R. In Section 2 we shall show that every 
linear mapping 9 of Mn(R) into an arbitrary /^-algebra *B which preserves idempotents is 
a Jordan homomorphism. As a consequence, an analogous result for mappings satisfying 
(1) for every idempotent is obtained. 

In Section 3, we first show that the results from Section 2 can be easily extended to 
the case that Si — !F(X), the algebra of all bounded finite rank operators on a real or 
complex Banach space X. These results have several applications. First of all, we ob­
tain an analogue of Omladic's result by determining a form of a linear surjective weakly 
continuous operator 9:A—+rB which preserves projections. Here, Si and *B denote stan­
dard operator algebras on Banach spaces X and Y, respectively. Replacing the Omladic's 
condition that 9 preserves projections of rank one by the condition that 9 preserves pro­
jections, we do not need to assume that this property is satisfied in both directions. We 
have already mentioned the result of Larson and Sourour [9] which states that if X is 
a complex infinite-dimensional Banach space then every surjective local automorphism 
of $(X) is an automorphism. In the proof of this result they used a theorem concerning 
linear spectrum-preserving mappings on *B(X) (see [5]). Consequently, their proof works 
only in the complex case. However, this result is also true in the real case as we shall see 
using our methods. We will also show that every linear weakly continuous mapping 5 of 
a standard operator algebra SA on X into *B(X), which satisfies (1) for all linear bounded 
projections in Si, is of the form 8(T) — WT — TW for some bounded linear operator 
W G ^(X). At the end of Section 3 we shall obtain a new proof of Larson-Sourour's 
result which states that every local derivation of $(X) is a derivation. 

Let A be a commutative semisimple Banach algebra. It is well-known that there are no 
nonzero derivations on SA. [6]; thus, the same is true for local derivations. But it can easily 
happen that there are nonzero ring derivations on Si. A ring derivation of an algebra A 
is an additive (not necessarily linear) mapping 6: A —» SA such that b(ab) = 6(a)b + aè(b) 
for all a, b G A. Relying on the fundamental theorem concerning ring derivations on 

https://doi.org/10.4153/CJM-1993-025-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1993-025-4


MAPPINGS WHICH PRESERVE IDEMPOTENTS 485 

semisimple Banach algebras due to Johnson and Sinclair [7], we give a description of all 
local ring derivations on SA in Section 4. 

2. Linear mappings of matrix algebras which preserve idempotents. We begin 
with 

THEOREM 2.1. Let R be a commutative ring with an identity such that 1/2 exists 
(i.e., 1 + 1/51 invertible). Let Si — Mn(R) and let *B be an arbitrary algebra over R. 
If an R-linear mapping 6: SL —> *B preserves idempotents (in particular, if 6 is a local 
Jordan homomorphism), then 6 is a Jordan homomorphism. Moreover, 9 is the sum of a 
homomorphism and an antihomomorphism. 

PROOF. We denote by Ey the matrix unit, that is, the matrix which has one in (im­
position and zeros elsewhere. Since each matrix in !A can be represented as a linear 
combination of matrix units, the assertion that 0 is a Jordan homomorphism will be es­
tablished by showing that 

(3) OiEtjEu + EklEij) = OiEitfiEu) + 0^)0(2$ 

for all ij, k, I. We have to consider several cases. 
First, we consider the case that both matrix units in (3) are projections. Thus, we have 

/ = j and k — I. If / = k there is nothing to prove, while in the case / ^ k we have to 
show that 

(4) OiEuWEa) + 6(Ekk)6(Eu) = 0. 

Let P\ = En + EM. Then P\ is a projection, hence 

d(Eit) + 6(Ekk) = 9{PX) = 0(PO2 = (6(EH) + 6(Ekk))
2 

= 0(EU) + 8(Ekk) + (6(Eu)6(Ekk) + 0(£tt)0(£l7)), 

which proves (4). 
In the sequel we shall need the following relation 

(5) # (^ ) 2 = 0, i^j. 

In order to prove it we define projections P^ — En + Ey and P$ = En — Etj. We have 

20(EU) = 0(P2) + 6(P3) = (0(Eu) + 6(Eij))2 + (0(Eu) - 0{Eij)f 

= 26(Eil) + 26(Eij)\ 

which implies (5). 
Our next step will be to prove that (3) holds in the case that one matrix unit is a 

projection and the other one is a nilpotent, or in other words, / = j and k ^ I. First we 
treat the case that / = k is valid. We have to show 

(6) 9(Eil) = e(Eii)9(Eil) + e(Eil)6(Eii). 
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Since P4 = Eu + Eu is a projection, we get 

B(E„) + 6{Ea) = 9(P4) = (0(£a) + B(Eu)f 

= 9(E«) + 9(Ea)
2 + (OiEiMEu) + 0(£i/)0(£/)). 

Using (5) we get (6). A similar approach gives us 

(7) 6(Eki) = BiEuWiEu) + KEuWEu), i ^ k. 

In order to complete the proof of the relation (3) in the case that one of the matrix units 
is a projection and the other one is a nilpotent we have to consider the case that k ^ i 
and / ^ /. As EuEki + Ek[Eu = 0 we have to show that 

(8) 8(Eii)8(Ekl) + 8(Ekl)8(Eii) = 0. 

Note that P$ = Ekk + En + Ek[ is an idempotent. Hence 

8(Ekk) + 8{EU) + 9(Ekl) = 8(P5) = (0(Ekk) + 8(EU) + 8(Ekl)f 

= 8{Ekk) + 6(EU) + 8(Ekl)
2 + (OiEumEu) + 8^)8^)) 

+ (0(£tt)fl(£;w) + 0(£w)0(£:ibk)) 

+ (8(Eii)8(Ekù + 8(Ekl)8(Eii)). 

Applying (4), (5), and (6) we obtain (8). 
It remains to consider the case that in the relation (3) both matrix units are nilpotent. 

Then we have / ^ j and k ^ I. Once again we have to distinguish several cases. We start 
with the assumption that / = k. If also y = / then we get (3) using the relation (5). In the 
case j ' ^ I we have to prove 

(9) 8(Eij)8(Ell) + 8(Eil)8(Elj) = 0 

Note that P& = En + Ey + En is a projection. The relation (9) now follows easily from 
0(P6) = 0(P6)\ (5), and (6). 

In order to complete the proof of the equation (3) we have to consider the case / ^ j , 
k T̂  /, and / ^ k. If j = I we can prove (3) in almost the same way as in the previous 
case. So, let us also assume that j ^ I. We have four possibilities: 

(i) / = / and j = k, 
(ii) / = /andj ^ /c, 

(iii) / ^ / and y = k, and 
(iv) / ^ /andj ^ k. 

In case (i) we have to show that 

BiE^BiEji) + BiEjiWEtj) = B(EU) + B(Ejj). 
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As P7 = (l/2)(Eii + Ejj — Ey — Eji) is a projection we have 

2{6{Ell) + e(Ejj)-e(Eij)-e{Eji)) 

= 40(P7) = 40(P7)
2 = 6(EU) + O(Ejj) + e(Eij)2 + 9(Eji)

2 

+ (OiEiMEjj) + 0(Ejj)0(Eid) ~ {e{Eii)B{Eij) + 9(Eij)6(Eil)) 

- {6(Eii)0(Ejl) + e(EJl)Q(Eii)) - (e(EJJ)9(Eij) + 6(ElJ)9(EJj)) 

- (0(Ejj)6{Eji) + e(Eji)6(EjJ)) + {d(Eij)9(Ejl) + 0(Eji)e(Eij)). 

One can complete the proof of case (i) applying (4), (5), (6), and (7). In case (ii) we define 
a projection Pg = £« + £// + £*/ + £*/• Using 0(P%) = Q(P%)2 and previous relations we 
get (3). Note that cases (ii) and (iii) coincide. Finally, in case (iv) we define a projection 
Pg = En + Ekk + Ey + Eki. We complete the proof of (3) in this last case in a similar way 
as in the previous ones. 

It follows that 6 is a Jordan homomorphism. According to [4, Theorem 7] 6 is the 
sum of a homomorphism and an antihomomorphism. This completes the proof of the 
theorem. 

REMARK 2.2. Let us present a brief proof of a special case of Theorem 2.1 where 
R = C is the field of complex numbers. Pick a Hermitian matrix H G Mn(C). Then 
H = E?=i •̂/>i where */ G R and Pt are projections such that PtPj = P/P, = 0 if i ^ y. 
Since Pt + P, is a projection if / ^ y, we have (0(Pi) + 0(Py))2 = 0(P/) + #(P/). This yields 
Ô(Pi)6(Pj)^9(Pj)6(Pi) = 0. Using this relation we see that 6(H2) = 6(H)2. Now, replacing 
H by / /+£ where// and K are both Hermitian, we get 6(HK+KH) = Q(H)Q(K)+Q(K)Q(H). 
Since an arbitrary matrix A G M„(C) can be written in the form A = H + iK with //, K 
Hermitian, the last two relations imply that 0(A2) = 6(A)2. 

An analogue of Theorem 2.1 for derivations is 

THEOREM 2.3. Let R be a commutative ring with an identity such that 1/2 exists. 
Let A — Mn(R) and let M be an A-bimodule. If a linear mapping 6: A —> M satisfies 
6(P) — 8(P)P + P6(P) for any idempotent P in A (in particular, if 6 is a local derivation) 
then Ô is a derivation. 

The proof of this theorem could be done by repeating and adapting the arguments 
given in the proof of Theorem 2.1. However, it turns out that there is a shorter way. 

PROOF OF THEOREM 2.3. We define a multiplication in <B' = A 0 A ® M by 

(a\,b\,m\)(a2,b2,m2) — (a\a2,b\b2,a\m2 + m\b'i). 

Note that 15! then becomes an algebra over R (cf. [II, Example 1.1.9]). Let # be a subal-
gebra of *Bf generated by all elements of the form \T, T,8(T)), T G A. Define a mapping 
6:A^<Bby 

0(T)=(T,T,8(T)). 
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Using the initial hypothesis on 6 we see that 9 maps idempotents in A into idempotents 
in (B. Thus 9 is a Jordan homomorphism by Theorem 2.1. 

Let us show that 9(1) is a unit element of (B. Replacing 7 by 7 + I in the identity 
9(T2) = 9{T)2 we arrive at 29(T) = 9(I)9(T) + 0(7)6/(7). Using the fact that 9(1) is an 
idempotent one can get using standard arguments that 9(T) = 9(T)9(I) = 9(I)9(T). Since 
the algebra $ is generated by the image of 9, this proves our assertion. 

Theorem 2.1 tells us that 9 = (p + 0 where p: A ^ S is a homomorphism and 
0: A —• S is an antihomomorphism. We set TT — p(I) and p — -0(7). Then 7r and p are 
idempotents and TT + p = 9(1) is a unit element of rB. Consequently Tip = pir — 0, which 
implies that 

(10) 0(7) = 9(T)p = p#(7) for all 7 G JÏ. 

Since p G $, we have p = (2 ,2 , m) for some g G Jï, m G M. The relation p2 — p 
yields 

(11) e 2 = 2, Qm + mQ = m. 

By (10), p commutes with 0(7) for any 7 G J3L Hence <2 commutes with all elements 
in A. This and (11) tell us that Q = ai for some idempotent a ÇL R. Since 0 is an 
antihomomorphism, (10) implies that 9(TS)p = 9(S)9(T)p for any S,T G A. Hence we 
see that from Q = alii follows that a(ST - TS) = 0 for all S,T e A. Thus « = 0. 
Therefore 2 = 0, and so (11) gives us that m = 0 too. This means that p = 0, and 
therefore, 0 = 0. Hence 0 = y> is a homomorphism. From the definition of 9 we see that 
this implies that 6 is a derivation. 

3. Mappings which preserve idempotents, local automorphisms, and local deri­
vations of operator algebras. Throughout this section, X and Y will be Banach spaces 
over F where F is either the field of real numbers R or the field of complex numbers C. 
By *B(X) we denote the algebra of all bounded linear operators on X, and ^(X) denotes 
the algebra of all finite rank operators in *B(X). Recall that a standard operator algebra is 
any subalgebra of *B(X) which contains J-(X). The dual of X will be denoted by X' and 
the adjoint of A G *B(X) byAf. For any x G X and/ G X' we denote by x & / the bounded 
linear operator on X defined by (x 0 f)y = f(y)x for y G X. Note that every operator 
of rank one can be written in this form. The operator x (g)/ is a projection if and only if 
f{x) = 1. Note that (JC 0 / ) ; = / ® (Kx\ where K is the natural embedding of X into X". 

Let A C ®(X) and $ C $(F) be standard operator algebras. In the sequel we shall 
need some facts about isomorphisms and antiisomorphisms on A onto (B. It is well-
known that every isomorphism of A onto (B is of the form 9(A) = TAT~l for some 
bounded invertible linear operator 7: X —-> 7 [2]. We also believe that the complete de­
scription of all antiisomorphisms of A onto *B is known but to the best of our knowledge 
not yet published. 
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PROPOSITION 3.1. Let A and *B be standard operator algebras on Banach spaces X 
and Y, respectively. Suppose that 6: A —> *B is an antiisomorphism. Then the spaces X 
and Y are reflexive and there exists a bounded invertible linear operator T:X' —> Y such 
that 6(A) = TAfT~lforeveryA G A. 

PROOF. Let us fix a vector z G l and a functional g G X' satisfying g(z) = 1. The 
operator z ® g is a projection of rank one. Consequently, 0(z 0 g) is a projection. We 
claim that 6(z 0 g) has rank one. Assume on the contrary that 6(z ® g) has rank greater 
than one. Then we can find nonzero projections Q\ and Q2 satisfying 6(z0g) — Q\ +Q2, 
Qx has rank one, and QxQ2 = QiQ\ = 0. From Qx G ?(Y) C « i t follows that 
Qi = 9(z ®g)-Q\ belongs to #. Set Pt = 0 -1(&), i = 1,2. Obviously, we have 
z (g) g = P\ + Pi and P\P2 = P2P\ — 0 which is a contradiction. Thus 6(z® g) = u<g>h 
for some M G Y and /z G Fr satisfying /z(w) = 1. 

We define a linear mapping T:Xf —+ y by 

7]f = 0(z<g>/)ii. 

Assume that there exists nonzero/ G X7 such that Tf = 0. Let us choose x G X such that 
f(x) = Lit follows that 

0 = 6(x 0 g)'0(z <g)/> = 0((z (g)/)(x 0 g))u = 0(z 0 g)w = (M <g) /E)M = w. 

This contradiction yields that T is injective. 
For an arbitrary A G A we have 

(7A')/z = r(A'/0 = 0(z 0 {A!K))U = 0((z (8) /z)A)w 

= 6(A)6(z (8) /z)w - 0(A)Th, h G X;. 

One can easily prove that T is surjective using the above relation and the fact, that the 
set of all linear bounded rank one operators on y is contained in Im 0. 

Next, we shall prove that T is continuous. For every rank one operator A G jF(X) 
the operator TA' is continuous. The same must be true for the operator 6(A)T. We have 
already showed that 6 preserves projections of rank one. It can be easily seen that this 
implies that 6 maps the set of all linear bounded rank one operators on X onto the set 
of all linear bounded rank one operators on Y. Thus, for every v G Y and k G Y' the 
operator (v <g> k)T is continuous. Let (fn) C X' be a sequence satisfying/^ —•/ G X' and 
Tfn —• w G Y. It follows that 

k(w)v = (v 0 fc)(w) = lim ((v (8) /:)r)/n - (v 0 k)Tf = k(Tf)v9 

and consequently, Tf = w. According to the closed graph theorem the operator T is 
continuous. 

In order to complete the proof we must show that the spaces X and Y are reflexive. 
For every rank one operator x <g>f G jF(X) we have 

6(x®f) = (Tf)®(T-l)fKx, 

where K is the natural embedding of X into X". As 6 is an antiisomorphism, the operator 
(T~l)'K: X —> y; is bijective. It follows that /£ is bijective, or equivalently, X is reflexive. 
The same must be true for Y which is isomorphic to X' via the isomorphism T. 
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THEOREM 3.2. Let <B be any algebra over F. If a linear mapping 9: ^(X) —» $ 
mfl/75" projections in ^F(X) into idempotents in *B (in particular, if 9 is a local Jordan 
homomorphism), then 9 is a Jordan homomorphism. 

PROOF. Fix A G f(X); we want to show that 9(A2) = 9(A)2. There is a projection 
P in J-(X) such that PAP = A. Let {x\,X2,... ,xn} be a basis of the range of f\ Define 
linearfunctionals/1,/2,... ,fnonXby 

f(xj) = Sijf 

ft(z) = 0 for ail zEKer P. 

Let C C J(X) be the algebra of all operators B of the form B = YTU=X '(/*/ ®f, ttj G F, 
and note that C is isomorphic to Mn(¥) via the isomorphism B 1—> (%). Thus, for the 
restriction of 9 to C, Theorem 2.1 can be applied. Hence 9(T2) = 9(T)2 for every T G C. 
Since A G C, this proves that 0 is a Jordan homomorphism. 

THEOREM 3.3. Let A and *B be standard operator algebras on real or complex Ba-
nach spaces X and Y, respectively. Suppose that 9: A —> (Bis a linear surjective mapping 
which is continuous in the weak operator topology. Assume further that 9 preserves pro­
jections. Then either 

(a) there is a bounded bijective linear operator T.X —> Y such that 9(A) = TAT1 

for all A G Si, or 

(b) there is a bounded linear bijective operator T.X' —• Y such that 9(A) = TA'T~X 

for all A G A. In this case X and Y must be reflexive. 

PROOF OF THEOREM 3.3. According to Theorem 3.2 the restriction of 9 to the subal-
gebra J-(X) is a Jordan homomorphism. The subalgebra ^F(X) is dense in a weak operator 
topology in A and 9 is continuous. Consequently, 9: A —* $ is a surjective Jordan homo­
morphism. Every standard algebra A is a prime ring, that is, if AAB = 0 then A = 0 or 
B = 0. It follows that 9 is a homomorphism or an antihomomorphism [3, Theorem 3.1]. 
We claim that 9 is one-to-one. Suppose on the contrary that 9(A) = 0 for some nonzero 
AeA.lt follows that the restriction of 9 to the two-sided ideal generated by A is zero. 
One can easily see that this ideal contains J-(X). Since 9 is continuous in the weak op­
erator topology, this further implies that 9 is zero on A which is a contradiction to the 
surjectivity of 9. This contradiction yields that 9 is an isomorphism or an antiisomor-
phism. One can complete the proof using [2] and Proposition 3.1. 

THEOREM 3.4. Let X be an infinite-dimensional real or complex Banach space and 
let 9 be a surjective local automorphism of *B(X). Then 9 is an automorphism. 

This result was proved by Larson and Sourour [9] for the special case that X is a 
complex Banach space. In the proof of this theorem we shall need the following lemma, 
which is an analogue of [5, Lemma 4]. 
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LEMMA 3.5. Let X be a real or complex Banach space. Assume that A G (B(X), 
x G l , / G l ' , and t G R, \t\ > \\A\\. Then t is an eigenvalue of A + x (g)/ if and only if 
f((t-A)-lx) = l. 

PROOF. If /((* - Ay lx) = 1, then 

(A + x ®f)(t - A)~xx = A(t - A)~lx + x = t(t - A)~lx, 

and so t is an eigenvalue of A+jc<g)/. Conversely, if r is an eigenvalue of A+jc(g)/, then there 
exists a nonzero vector y EX such that (A + x ®f)y = ty. Therefore y = f(y)(t — A)~lx. 
It follows from y ^ 0 thatf(y) ^ 0 and consequently,/^ — A)~lx) — 1. 

PROOF OF THEOREM 3.4. Since 0 is a local automorphism we can find for every 
A G $(X) an invertible operator TA G #(X) such that 0(A) = TAAT^{. It follows that 0 
maps every finite rank operator into a finite rank operator. 0 is surjective, and so, for every 
finite rank operator B we can find A G *B(X) such that 9(A) = TAAT^1 — B. Obviously, 
A belongs to ̂ F(X) as well. Thus, the mapping 6\^Xy !F(X) —> ^F(X) is a bijective linear 
mapping which preserves projections. As in the proof of Theorem 3.3 we see that either 
there exists a bounded bijective linear operator T: X —» X such that 9(A) = TAT1 for 
every A G ^F(X), or there exists a bounded bijective linear operator T: X' —» X such that 
0(A) = TA!T~X for every A G J(X). 

Our approach in the rest of the proof is similar to that of Jafarian and Sourour [5]. First 
we shall consider the case that the restriction of 9 to !F(X) is of the form 9(A) = TAT'1 

for some invertible T G *B(X). It follows that 9(x 0 / ) = Tx 0 (T~l)'f for every rank one 
operator x<S>f. Let A be an arbitrary operator on X. Then 

9(A +x ®/) = 9(A) + Tx® (T~l)ff. 

Let t be a real number with \t\ > max{||A||, ||0(A)||}. The mapping 9 is a local auto­
morphism, and so t is an eigenvalue of B G *B(X) if and only if t is an eigenvalue 
of 9(B). This yields together with Lemma 3.5 that f((t — A)-1*) = 1 if and only if 

((T~lYf) ((t - 9(A))~lTx) = 1, and so, by linearity, we have 

f((t-Aylx) =f(r-l(t-0(A)YlTx) 

for every x G X,f G X;, and real t, \t\ > max{||A||, ||0(A)||}. Replacing t by \/s we get 

f((I-sAylx) =f(r-{(l-s9(A)y{Tx) 

for every nonzero real number s in some neighbourhood {s : \s\ < e}. Thus, 
oo oo 

£ W x ) = £ ^f{rl6{AfTx). 

Comparing the terms at n = 1 we get 0(A) = TAT~]. 
It remains to consider the case that 9(x 0 / ) = 7/" 0 ( J T - 1 ) ^ for some invertible 

bounded linear operator 7: X' —» X. In a similar way as in the previous case we get 
that for every A G #(X) we have 0(A) = 7A7r_1. It was proved in [9] that in the case 
that X is infinite-dimensional, mappings of such form are not local automorphisms. This 
completes the proof. 
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THEOREM 3.6. Let X be a real or complex Banach space and M an yr(X)-bimodule. 
If a linear mapping 8: !F(X) —> M satisfies 8(P) = 8(P)P + P8(P) for every projection P 
in !f(X) (in particular, if 8 is a local derivation), then 8 is a derivation. 

PROOF. Pick A, B G F(X), and let us show that 8(AB) = 8(A)B + A8(B). There is 
a projection Q G !F(X) such that QAQ — A and QBQ = B. Arguing as in the proof 
of Theorem 3.2 one shows that there is a subalgebra *D C !F(X) isomorphic to Mn(F) 
and containing A and B. By Theorem 2.3 it follows that the restriction of 8 to (D is a 
derivation. Thus, 8(AB) = 8(A)B +A8(B). 

COROLLARY 3.7. Let Abe a standard operator algebra on a real or complex Banach 
space X. Suppose that a linear mapping 8: A —> ®(X) satisfies 8(P) = 8(P)P + P8(P)for 
every projection P in A. If 8 is continuous in a weak operator topology, then there exists 
W G <B(X) such that 8(T) = WT - TW for every T G 9L 

PROOF. By Theorem 3.6 the restriction of 8 to ^F(X) is a derivation. It is known 
that then there is an operator W G ®(X) such that 8(T) = WT — TW holds for every 
T G !F(X) [2]. However, since J-{X) is dense in the weak operator topology in every 
standard operator algebra A and since 8 is continuous, it follows that this relation holds 
for every T G A. 

COROLLARY 3.8. (LARSON-SOUROUR) [9]. Every local derivation of <B(X) is a 
derivation. 

PROOF. AS in the proof of Corollary 3.7 we see that there is an operator W G $(X) 
such that 8(T) = WT — TW for every T G J-(X). We remark that, using quite different 
methods, Larson and Sourour also first proved this as an auxiliary result (see [9, Lem­
mas 1-5]). 

In the rest of the proof we just repeat the arguments given in [9]. Define 77: CB(X) —» 
(B(X) by n(S) = WS—SW—8(S). Then 77 is a local derivation and rj(T) = 0 for every finite 
rank operator T. The theorem will be proved by showing that r\ — 0. Take T G ®(X) 
and suppose that S = n(T) ^ 0. Pick x G X such that y = Sx ^ 0. Let P be a bounded 
projection from X onto span{x, _y} along any closed complement of span{x, _y} in X. Since 
77 is a local derivation it follows at once that PrjUl — P)T(I — P))P = 0. The operator 
T-(I-P)T(I~P) has finite rank, hence n(T) = rj ((/-P)T(I-P)). This yields PSP = 0. 
But note that PSPx — y ^ 0. With this contradiction the theorem is proved. 

4. Local ring derivations on commutative semisimple Banach algebras. Let A 
be a complex algebra. A mapping 8: A —> A is called a ring derivation if it is additive 
and satisfies 8(ab) — a8(b) + 8(a)b, a,b G A, so it is not assumed to be linear. The 
classical result concerning ring derivations due to Johnson and Sinclair [7] states that if 
A is a semi-simple Banach algebra and 8: A-^ A is a ring derivation then A contains a 
central idempotent e such that eA and (1 — e)A are invariant for 6, the restriction of 8 to 
(1 — e)A is continuous, and eA is finite dimensional. 
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A mapping <5: A —> A is called a local ring derivation if it is additive and if for every 
x G A there exists a ring derivation 8X: A —> A such that S(x) = Sx(x). In the sequel 
we shall need some facts about local ring derivations on the field C. We start with some 
known results concerning ring derivations on C [12]. Every such derivation vanishes at 
every algebraic number. On the other hand, if t G C is transcendental and s an arbitrary 
complex number then there is a ring derivation è: C —-* C with 6(t) = s. Consider C as 
a vector space over the field of rational numbers Q. It is easy to verify that a mapping 
/ : C —+ C is additive if and only if it is a Q-linear mapping on C. Let us denote by A 
the set of all algebraic numbers. Obviously, A is a Q-linear subspace of C. We choose a 
Q-linear subspace V C C such that C = A ® V. One can now easily verify that a mapping 
6: C —» C is a local ring derivation if and only if 6^ = 0, 6\v: V —* C is additive and 
ë(t + s) = S(t) for all pairs t eV,s <EA. 

Let A be a commutative algebra. Recall that idempotents e,f G A are disjoint if 
ef = 0. The set of all idempotents is partially ordered by the relation: e < f if and only 
ifef = e. 

THEOREM 4.1. Let Abe a complex commutative semisimple Banach algebra. Sup­
pose that 6: A —> A is a local ring derivation. Then there exist nonzero disjoint minimal 
idempotents e\,ei,...,en G A such that 

A — span{é?i,e2>...»e/i}©(l —e\ — ei en)A, 

&\{\-ex-e2---en)A = °' and 

Ki=\ 7 /=1 

where rjt'.C —> C, / = 1,2,..., n, are local ring derivations. 

PROOF. Pick an element x G A. According to our assumption there exists a ring 
derivation 5X: A —* A such that S(x) = 6x(x). Using the result of Johnson and Sinclair [7] 
we can find an idempotent e G A such that the restriction of 6X to (1 — e)A is continuous 
while eA is finite-dimensional. The mapping bx^\_e)^ — 1 is rational-linear continuous 
mapping, and therefore, it is real-linear. We shall prove that it is also complex-linear. 
For this purpose define a mapping a: (1 — e)A —• (1 — e)A by a(x) — l(ix) — il{x). 
A straightforward computation shows that a(ix) = —ia(x)9 and consequently, a(tx) = 
la(x) for all t G C and all x G (1 — e)A. For arbitrary x, y G (1 — é)A we have a(xy) — 
l{(ix)y) - ilixy) = ixliy) + yi(ix) - i(xl(y) + yy(xj) = ya(x). Using the fact that a 
is conjugate-linear we get a(t2xy) = (t2)a(xy) for arbitrary fGC, x,y E (I — e)A. On 
the other hand, we have oc{t2xy) = a((tx){ty)} = txa(ty) = \t\2xa(y). It follows that 

xa{y) — a(xy) = 0 for all x, y G (1 — £)J3. In particular, we get (a(jc)) = 0 for every 
x G (1 — )̂J l̂. As (1 — e)A is semisimple the mapping a must be zero, or equivalently, 
the restriction of Sx to ( 1 — e) A is complex-linear. There are no nonzero complex-linear 
derivations on a commutative semisimple Banach algebra [6]. Thus, 

àx\(\-è)Sl = °-
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Let us denote by A the maximal ideal space of A. The Gel'fand transformation will 
be denoted by 0. For z G J l w e shall denote by z the Gel'fand transform of z. Similarly, 
for any subset C C A we use the notation C — 0 ( O - The support of £ is defined by 
suppz = {he A: z(h) ̂  0}. 

As e is an idempotent, the function ê is a characteristic function of subset K = 
{h G A : e(h) = 1} of A. Obviously, we have ®(efl) = êÂ = {z G Â : suppz C K}. 
It follows from dim0(eJ^) < oo that for every z G Q(eJ%) there exists a polynomial 
p G C[X] such that/?(£) = 0. This further implies the existence of nonempty pairwise 
disjoint subsets K\,K2,...,Km C K such that every z G ®(eft) is of the form 

m 

/=1 

where \i a r e characteristic functions of subsets Kt,i— 1,2,..., m. Let us recall that the 
algebra Â separates the points of A; that is, for every h\, hi G A, h\ ^ /12, there exists 
z G Â satisfying z(h\) ^ z(hi)- Thus, K( — {hi}, i— 1,2, . . . ,m, where h\,ti2, •.. ,hm G 
A are isolated points. The algebra êÂ separates the points {h\,h2,...,hm} and has an 
identity element ê. Consequently, there exist ê\,ê2,...,êm from êÂ with the property 
êi(hj) = Sy, which yields êÂ = spanjei, e\,..., <4} ^ Cm. 

The algebra êA is invariant under <Ç where Ç: A —> j | is defined by <Ç(z) = 0(<5v(z)) 
for all z G -#. We define mappings ^ : C —-» C, ij = 1,2,..., m, by 

m 

7=1 

For i ^ 7 we have 

0 = £(0) = tx{têiêj) = têitx{êj) + êfx(têi). 

It follows from êi8x(éj) = ê^x{êjl) — 2êiêjbx{êj) = 0 that 

m 

*=1 

which implies ^ = 0 for / ^ 7 . Set (/ — Qt. It is easy to verify that Q, i = 1,2,..., m, are 
ring derivations. 

Thus, the element x G A can be written as x — ex + (1 — e)x — Y!L\ Sjej + (1 — e)x, 
sj; G C, and the following relation holds 

(
m x m 

; = i y 7 = 1 

At the beginning of our proof the element x G A was arbitrarily chosen. So, we have 
proved that for an arbitrary element z G A we have 

(13) supp<5(z) C suppz, 
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and supp<5(z) is a finite set. From suppe} = {hj} and (13) it follows that è(tej) = rjj(t)ej, 
t G C. Here, the mapping rjy. C —-> C is a local ring derivation. The relations (12) and (13) 
also imply that <$((1 — e)x) = 0. 

Hence, for every x G J3 we can find a finite collection of minimal idempotents 
e\, ei,..., em G & such that 

(i) ^ is a characteristic function of {hi} for some isolated point hi G A, 

(ii) 5(te/) = r]i(t)ei, i = 1,2,..., ra, where 77; is a nonzero local ring derivation of C, 

(iii) ë(x — (e\ + e^ + • • • + em)*) = 0. 

Next, we shall show that the set of minimal idempotents in A satisfying (i) and (ii) 
is finite. Assume on the contrary, that there are infinitely many idempotents e^i G N, 
satisfying (i) and (ii). As rji, i G N, are nonzero additive mappings, they must be nonzero 
on an arbitrary neighborhood of zero. Thus, we can find a sequence (tn) C C such that 
|f/| < 2"l'||é?/||-

1 and rç/fc) ̂  0 for all / G N. Set y = Egi net G A. Then we have 

ê(y) = ê(tnen) + ê(Y/tiêi). 

Using (13) we get suppo(£/yw^i) C {hi : / ^ n}. Obviously, hn $ {hi : / ^ «}, and 
consequently, by (13), 

Sfetiêù(hn) = 0. 
\y« y 

This yields 

<5(y)(/*„) = S(tnen)(hn) = r)n(tn) i- 0. 

As a consequence we have hn G supp<5(j) for all positive integers n. This is a contradic­
tion to the fact that supp<5(Jc) is a finite set for all x G A. It follows that there are only 
finitely many idempotents {e\, e2,..., <?«} C J3. satisfying (i) and (ii). 

In order to complete the proof we have to show that 6(x — £"=1 e,-jc) = 0 for every 
i G l After an appropriate renumeration (iii) implies that 

for some positive integer m < n. Thus, by (13), 

6[x - X>,*) = 6[- £ etx) = 0, 
V i=\ J V i=m+l J 

which completes the proof. 
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