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The stability of Taylor–Couette flow modulated by oscillatory wall suction/blowing is
investigated using Floquet linear stability analysis. The growth rate and stability mode
are obtained by numerical calculation and asymptotic expansion. By calculating the effect
of wall suction/blowing on the critical mode of steady Taylor–Couette flow, it is found that
for most suction/blowing parameters, the maximum disturbance growth rate of the critical
mode decreases and the flow becomes more stable. Only in a very small parameter region,
wall suction/blowing increases the maximum disturbance growth rate of the critical mode,
resulting in flow instability when the gap between the cylinders is large. The asymptotic
results for small suction/blowing amplitudes indicate that the change of flow instability
is mainly due to the steady correction of the basic flow induced by the modulation.
A parametric study of the critical inner Reynolds number and the associated critical
wavenumber is performed. It is found that the flow is stabilized by the modulation for most
of the parameter ranges considered. For a wide gap between the cylinders, it is possible for
the system to be mildly destabilized by weak suction/blowing.

Key words: instability control, shear-flow instability, Taylor–Couette flow

1. Introduction

Suction/blowing, one of the most effective active flow-control methods, has been widely
used in laminar flow control (Joslin 1998; Gao & Lu 2006a; Messing & Kloker 2010),
transition control (Joshi, Speyer & Kim 1997; Bewley & Liu 1998) and turbulence
control (Bewley, Moin & Temam 2001; Khapko et al. 2016). In addition, flows with wall
suction/blowing are also common in refrigeration/heating systems and filtration systems
in industry. Many experimental devices in scientific research have porous walls, which
also generate suction/blowing flows. In practical applications the suction/blowing on
the wall is generally not uniformly distributed. For the convenience of research, most
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studies on flow stability of related issues assume that the wall suction/blowing is uniform,
and even the research work on non-uniform suction/blowing considers the simplest sine
distribution (Floryan 1997). This paper is mainly concerned with the effect of uniform
wall suction/blowing on the stability.

The Taylor–Couette flow between two rotating coaxial cylinders not only is of
fundamental importance (Andereck, Liu & Swinney 1986; Heise et al. 2008, 2013;
Van Gils et al. 2011; Hoffmann et al. 2013), but also has many practical applications.
A representative example is the helical filter, which consists of a porous inner cylinder
and a closed outer cylinder. Generally, the inner cylinder rotates around the axis, the
outer cylinder remains fixed and the fluid passes through the annular gap between the
two cylinders. Compared with other types of filters, the main advantage of the helical filter
is that the Taylor vortex generated by its internal flow will generate strong shear on the
wall surface, which can effectively inhibit the deposition and clogging of particles on the
surface of the filter medium, and thereby greatly increases the filtration flow rate (Zheng
et al. 2019; Schwille, Mitra & Lueptow 2002). Helical filtration has been used to extract
plasma from blood (Lueptow & Hajiloo 1995; Mochalin et al. 2022) and to purify drinking
water on the space station (Lee & Lueptow 2004, 2005). Most of the related stability
work assumes that both cylinders are porous walls for the convenience of the study. Due
to the presence of porous walls, radial flow occurs between the two cylinders, and this
flow affects the formation and structure of Taylor vortices, which need to be studied with
stability theory.

For steady wall suction/blowing, Chang & Sartory (1967, 1969), Bahl (1970) and Min
& Lueptow (1994) performed linear stability analyses of axisymmetric perturbations
for Taylor–Couette flow with steady radial throughflow. Chang & Sartory (1967, 1969)
mainly focused on the asymptotic stability characteristics in weak radial flow. Bahl (1970)
examined the case where the cylinder spacing is much smaller than the cylinder radius.
Min & Lueptow (1994) analysed the stability characteristics under general conditions. The
results obtained from these studies are consistent, that is, when the radial flow velocity
direction is inward or strongly outward, the flow stability is enhanced; on the contrary,
when the outward radial flow is weak, the critical Taylor number of the flow decreases
and the flow is more prone to instability. Notably, an inward across flow that is not
perpendicular to the cylinder wall may lead to flow instability (Gallet, Doering & Spiegel
2010). However, the stability behaviour under the assumption of inviscid flows is different.
Ilin & Morgulis (2013) showed that the basic flow is unstable to small two-dimensional
perturbations, which are independent of the axial direction, under conditions of weak
inflow or outflow. Expanding to three-dimensional perturbations, Ilin & Morgulis (2017)
further found that the basic flow is always stable to axisymmetric perturbations, but is
unstable to non-axisymmetric perturbations in weak radial flow. In addition, the combined
effect of radial and axial flow on Taylor–Couette flow stability was also investigated
(Johnson & Lueptow 1997; Kolyshkin & Vaillancourt 1997; Cotrell & Pearlstein 2004;
Martinand, Serre & Lueptow 2009, 2017). The results indicate that axial flow always
stabilizes the flow slightly, independent of the radial flow and radius ratio.

Nevertheless, the wall suction/blowing may also be unsteady, providing more freedom
to modulate the stability of the flow. For instance, periodic suction/blowing has been
implemented in the stability analysis of a Poiseuille flow (Gao & Lu 2006b), which
becomes more unstable for most parameters considered. To the best of our knowledge,
little work has been performed on the stability of Taylor–Couette flows subject to
time-periodic wall suction/blowing. The present work is devoted to the effect of periodic
wall suction/blowing on the flow behaviours and linear stability of Taylor–Couette flows.
Through numerical calculations and asymptotic analysis, we show that the amplitude and
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frequency of the suction/blowing significantly affect the stability characteristics of the
flow.

The remainder of this paper is organized as follows. The Taylor–Couette flow subject
to oscillatory wall suction/blowing modulation is modelled in § 2, and the numerical
and asymptotic results of the basic flow are also obtained. The numerical procedure and
asymptotic analysis of linear stability research based on Floquet theory is undertaken in
§ 3, and the results are presented in § 4. Finally, conclusions are given in § 5.

2. Taylor–Couette flow with oscillatory wall suction/blowing

Considering the incompressible Newtonian fluid with the density ρ∗ (the superscript ∗
represents a dimensional parameter) and kinematic viscosity ν∗ bounded by two infinitely
long concentric porous cylinders, the schematic of the flow configuration together with the
coordinate system is exhibited in figure 1. The inner and outer cylinders have radii r∗

i , r∗
o

and angular velocities Ω∗
i , Ω∗

o , respectively, and the radius ratio is η = r∗
i /r∗

o . Let u∗, v∗
and w∗ be the velocity components in the three directions of z∗, r∗ and θ∗ in the cylindrical
coordinate system, respectively, and p∗ is the pressure. The oscillatory suction/blowing
on the inner and outer cylinder walls are employed in the form V∗

i = Δ∗ cos(ω∗t∗) and
V∗

o = ηΔ∗ cos(ω∗t∗), respectively. Here Δ∗ and ω∗ are the amplitude and frequency of the
oscillatory suction/blowing, respectively. For infinitely long cylinders, mass conservation
can be satisfied since we have V∗

i r∗
i = V∗

o r∗
o , i.e. the fluid flowing into and out of the

gap between the cylinders cancels out. The governing equations of the flow are the
Navier–Stokes equation and the continuity equation

Du∗

Dt∗
= − 1

ρ∗
∂p∗

∂z∗ + ν∗∇∗2u∗, (2.1a)

Dv∗

Dt∗
− w∗2

r∗ = − 1
ρ∗

∂p∗

∂r∗ + ν∗
(

∇∗2v∗ − v∗

r∗2 − 2
r∗2

∂w∗

∂θ∗

)
, (2.1b)

Dw∗

Dt∗
+ v∗w∗

r∗ = − 1
ρ∗

1
r∗

∂p∗

∂θ∗ + ν∗
(

∇∗2w∗ − w∗

r∗2 + 2
r∗2

∂v∗

∂θ∗

)
, (2.1c)

1
r∗

∂

∂r∗
(
r∗v∗) + 1

r∗
∂w∗

∂θ∗ + ∂u∗

∂z∗ = 0, (2.1d)

where

D
Dt∗

= ∂

∂t∗
+ v∗ ∂

∂r∗ + w∗

r∗
∂

∂θ∗ + u∗ ∂

∂z∗ , (2.2a)

∇∗2 = 1
r∗

∂

∂r∗

(
r∗ ∂

∂r∗

)
+ 1

r∗2
∂2

∂θ∗2 + ∂2

∂z∗2 , (2.2b)

and the boundary conditions are

u∗ = 0, v∗ = Δ∗ cos
(
ω∗t∗

)
, w∗ = Ω∗

i r∗
i at r∗ = r∗

i , (2.3a)

u∗ = 0, v∗ = ηΔ∗ cos
(
ω∗t∗

)
, w∗ = Ω∗

o r∗
o at r∗ = r∗

o . (2.3b)

The characteristic scales for length, velocity, time and pressure are taken as d∗ =
r∗

o − r∗
i , ν∗/d∗, d∗2/ν∗ and ρ∗(ν∗/d∗)2, respectively (Dubrulle et al. 2005; Maretzke,

Hof & Avila 2014; Wang et al. 2022). The inner and outer cylinder Reynolds numbers
are defined as Rei = Ω∗

i r∗
i d∗/ν∗ and Reo = Ω∗

o r∗
od∗/ν∗, respectively. Additionally, to
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V0
∗ Vi∗

ri∗

ro∗

Ωo
∗

Ωi
∗

r∗, v∗

θ∗, w∗

z∗, u∗

Figure 1. Schematic of the flow configuration.

measure the relative magnitude of the suction/blowing modulation, we use the velocity and
angular velocity of the inner cylinder as the dimensionless scales for the suction/blowing
amplitude and frequency, respectively, resulting in Δ = Δ∗/(Ω∗

i r∗
i ) and ω = ω∗/Ω∗

i .
Additional dimensionless numbers include the inner and outer cylinder radii, denoted as
ri = ri

∗/d∗ = η/(1 − η) and ro = r∗
o/d∗ = 1/(1 − η), respectively, and the ratio of the

angular velocities μ = Ω∗
o /Ω∗

i = ηReo/Rei. In the following, the superscript ∗ is dropped
for dimensionless variables.

The periodic basic flow has the form

U = 0, V = Δ̃ cos (ω̃t) /r, W = W (r, t) , P = P (r, t) , (2.4a–d)

where Δ̃ = riReiΔ, ω̃ = (Rei/ri)ω, W(r, t + 2π/ω̃) = W(r, t), and (2.4a–d) satisfies the
dimensionless form of the continuity equation (2.1d). Here Δ̃ and ω̃ represent the
amplitude and frequency of the modulation normalized in viscous units, ν∗/r∗

i and ν∗/d∗2,
respectively. Then, substituting (2.4a–d) into (2.1) and (2.3) gives the governing equation
and boundary conditions for the circumferential velocity W(r, t),

∂W
∂t

+ Δ̃ cos (ω̃t)
r

(
∂W
∂r

+ W
r

)
= ∂2W

∂r2 + 1
r

∂W
∂r

− W
r2 , (2.5a)

W (ri, t) = Rei, W (ro, t) = Reo. (2.5b)

Since the problem (2.5) has no analytical solutions, a numerical approach must be
employed. Specifically, considering the pure Taylor–Couette flow, i.e. Δ̃ = 0, an analytical
solution can be obtained as

W0 (r) = WAr + WB/r, (2.6)

where WA = ro
−1(Reo − ηRei)/(1 − η2) and WB = ri(Rei − ηReo)/(1 − η2). In the

present work, we use η, μ, Rei, Δ and ω as independent dimensionless parameters. In
particular, the numerical results will be presented using Δ and ω rather than Δ̃ and ω̃.
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Taylor—Couette flow with oscillatory throughflow

2.1. Numerical solution
Standard Chebyshev polynomials defined in the range [−1, 1] are used for discretization in
the radial direction. The domain [ri, ro] is mapped onto [−1, 1] using the transformation
r = Ex + F, where E = (ro − ri)/2 and F = E + ri. It turns out that the circumferential
velocity can be expressed as

W (x, t) = W0 (Ex + F) + WA

+∞∑
m=−∞

Am (x) eimω̃t, (2.7)

where W0 represents the circumferential velocity distribution without wall suction/blowing
and is given by (2.6). Moreover, i = √−1 and Am(x) = Ā−m(x) in order for W to be real,
where a bar denotes a complex conjugate. Substituting (2.7) into (2.5a) and separating
Fourier components, we obtain

imω̃E2(Ex + F)2Am +
(

E2Am − E (Ex + F)
dAm

dx
− (Ex + F)2 d2Am

dx2

)

+ Δ̃

2

(
E2 (Am−1 + Am+1) + E (Ex + F)

(
dAm−1

dx
+ dAm+1

dx

))

= −Δ̃E2 (Ex + F)
(
δm,1 + δm,−1

)
, (m = 0, ±1, ±2, . . . , ±∞) , (2.8a)

where δp,q is the Kronecker delta. The boundary conditions corresponding to (2.5b) are

Am (±1) = 0 (m ∈ Z) . (2.8b)

One can easily verify that Am is independent of WA. In the actual calculation process, we
only retain the first M Fourier modes in (2.7), that is, A±m(x) = 0 (m > M). In this way,
(2.8a) becomes a differential system composed of 2M + 1 coupled ordinary differential
equations. It should be noted that although the condition Am(x) = Ā−m(x) can be used to
reduce the number of differential equations to M + 1, this approach is not adopted here
because the time required to calculate the basic flow can be ignored compared with the
stability equation. Alternatively, this condition can serve as a validation of the calculation
results. We use the Chebyshev–Galerkin spectral method to solve the 2M + 1 ordinary
differential equations of (2.8).

The effectiveness of the above method depends on the convergence speed of the Fourier
series, which means that the energy contained in the higher harmonics should decay
rapidly with the degree of the harmonic. The energy of the mth mode is defined as

Em = 2 − δm,0

4

∫ 1

−1
|Am (x)|2 dx (m ∈ N) . (2.9)

Figure 2 shows the variation of energy contained in the first six Fourier components with
the amplitude Δ at η = 0.5, Rei = 100 and ω = 1. It can be seen that Em rapidly decays
with the growth of m. Therefore, calculating the basic flow does not require a large M
value. In the present work, M = 5 to 10 can ensure sufficient computational accuracy.

Note that the introduction of the oscillatory wall suction/blowing modulation would
change the flow rate with respect to that of the pure Taylor–Couette flow driven by the
same cylinder wall angular velocity. Figure 3(a) shows the difference of the mean flow
modulated by the oscillatory wall suction/blowing and that of the pure Taylor–Couette
flow. It can be seen that there are Stokes layers near both cylinder walls, which is caused
by the oscillating wall modulation. The characteristic thickness of the Stokes layer is given
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Figure 2. Variations of the energy for the basic flow versus the amplitude Δ for η = 0.5, Rei = 100 and
ω = 1.
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Figure 3. Properties of the basic flow at η = 0.5, Rei = 100, Δ = 0.02 and ω = 1. (a) Contour lines of
(W − W0)/WA; (b) a comparison of numerical and asymptotic results for the flow rate of a modulated
Taylor–Couette flow.

in dimensionless form by ds = √
2ν∗/ω∗/d∗ = √

2ri/(ωRei) = √
2/ω̃. For the parameters

considered, we have ds = 0.14, which is marked by the dashed lines in figure 3(a), where
it is seen that ds is roughly half of the distance from the location of the maxima to the wall.
The change of the flow rate can be confirmed by

fd (t) =
∫ ro

ri

(W (r, t) − W0 (r)) dr, (2.10)

which is shown in figure 3(b), where fd changes periodically.
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Taylor—Couette flow with oscillatory throughflow

The basic flow and the flow rate for the case of steady suction/blowing can be derived
by substituting ω̃ = 0 into (2.5), yielding

W (r) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Reo − ηRei

r1+Δ̃
o

(
1 − η2+Δ̃

)
(

r1+Δ̃ − r2+Δ̃
i
r

)
+ Rei

ri

r
, Δ̃ /=−2,

Reo − ηRei

rr−1
o ln η

ln
ri

r
+ Rei

ri

r
, Δ̃ = −2.

(2.11a)

Using (2.10), we obtain

fd =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

WAr2
o

((
1 − η2) ( 1

2 + Δ̃
− 1

2
+ ln η

1 − η2+Δ̃

)
− ln η

)
, Δ̃ /=−2,

WAr2
o

((
1 − η2) ln η − 1

2
− ln η

)
, Δ̃ = −2.

(2.11b)

When WA /= 0, it can be proved that fd/WA is a monotonically decreasing function of Δ̃.
Therefore, compared with the case without suction/blowing, the flow rate increases when
WAΔ̃ < 0 and decreases when WAΔ̃ > 0.

2.2. Asymptotic solution
Asymptotic solutions can be obtained when the wall suction/blowing is weak enough,
i.e. |Δ̃| � 1. The asymptotic solution can be written in the following form:

W (r, t) = W0 (r, t) + W1 (r, t) Δ̃ + W2 (r, t) Δ̃
2 + O

(
Δ̃

3
)

. (2.12)

Substituting (2.12) into (2.5) yields the equations satisfied by the coefficients Wm(r, t) for
each order of Δ̃,

∂W0

∂t
−

(
∂2W0

∂r2 + 1
r

∂W0

∂r
− W0

r2

)
= 0, (2.13a)

∂W1

∂t
−

(
∂2W1

∂r2 + 1
r

∂W1

∂r
− W1

r2

)
= −cos (ω̃t)

r

(
∂W0

∂r
+ W0

r

)
, (2.13b)

∂W2

∂t
−

(
∂2W2

∂r2 + 1
r

∂W2

∂r
− W2

r2

)
= −cos (ω̃t)

r

(
∂W1

∂r
+ W1

r

)
, (2.13c)

and the corresponding boundary conditions are

Wm (ri, t) = Reiδm,0, Wm (ro, t) = Reoδm,0 (m = 0, 1, 2) . (2.13d)

The solution of (2.13a) and (2.13d) corresponds to the circumferential velocity of the
steady Taylor–Couette flow, which is independent of time, i.e. W0(r, t) = W0(r), and its
expression is given in (2.6). Furthermore, substituting it into (2.13b) and (2.13d), we have
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W1(r, t) with the form

W1 (r, t) = W1+ (r) eiω̃t + W1− (r) e−iω̃t, (2.14a)

and

W1+ (r) = WA

β2

(
AJ1 (iβr) + BY1 (−iβr) − 1

r

)
, W1− (r) = W̄1+ (r) , (2.14b)

where β = √
iω̃, Jν(x) and Yν(x) are the Bessel functions of the first and second types of

order ν, respectively,

A = −Y1 (−iβri) /ro − Y1 (−iβro) /ri

Beβ (ri, ro)
, B = J1 (iβri) /ro − J1 (iβro) /ri

Beβ (ri, ro)
, (2.14c)

Beβ (x, y) = J1 (iβx) Y1 (−iβy) − J1 (iβy) Y1 (−iβx) . (2.14d)

Similar to (2.13c), (2.13d) and (2.14), the expression for W2(r, t) can be obtained as

W2 (r, t) = W20 (r) + W2+ (r) e2iω̃t + W2− (r) e−2iω̃t, (2.15a)

and

W20 (r) = WA

(
H1 (r) − ro

r
r2 − ri

2

r2
o − r2

i
H1 (ro)

)
, (2.15b)

W2+ (r) = WA

2

⎛
⎝H2 (r) −

Beβ

(√
2ri,

√
2r

)
Beβ

(√
2ri,

√
2ro

)H2 (ro)

⎞
⎠ , W2− (r) = W̄2+ (r) , (2.15c)

where

H1 (r) = Re
(

r
β2

∫ r

ri

AJ1 (iβξ) + BY1 (−iβξ)

ξ2 dξ

)
, (2.15d)

H2 (r) =
∫ r

ri

Beβ

(√
2r,

√
2ξ

)
β2ξ

d
dξ

(AξJ1 (iβξ) + BξY1 (−iβξ)) dξ, (2.15e)

where Re(C) denotes the real part of the complex number C and a prime indicates the first
derivative.

The variation of W20 for η = 0.5, Rei = 197.885, ω = 1 and for η = 0.95, Rei =
184.986, ω = 10 is shown in figure 4(a). In § 4, it will be seen that W20 plays a crucial
role in altering the flow stability. Substituting (2.12) and (2.14) into (2.10), we obtain an
asymptotic expression for the flow rate

fd (t) = 2 exp(Re (ln fd11)) cos (ω̃t + Im (ln fd11)) Δ̃ + O
(
Δ̃

2
)

, (2.16)

where fd11 = ∫ ro
ri

W11(r) dr and Im(C) denotes the imaginary part of the complex
number C. It can be seen that the phase of fd(t) is ahead of the radial velocity by
2π{Im(ln fd11)/(2π)}, where {·} represents the fractional part of a real number. Here, it
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Figure 4. (a) Variation of W20/WA for η = 0.5, Rei = 197.885, ω = 1: ———, and for η = 0.95, Rei =
184.986, ω = 10 : − − − − −; (b) a comparison of the asymptotic and numerical results of (W − W0)/WA
at ω̃t = 1.445π, corresponding to the maximum in figure 3(b). Other parameters are η = 0.5, Rei = 100,
Δ = 0.02 and ω = 1.

should be pointed out that theoretically, the basic flow has the above asymptotic form only
when the following condition is satisfied:

∣∣∣Δ̃∣∣∣ /ω̃ � 1 or |Δ| /ω � 1 (2.17)

for fixed η. Upon careful inspection of (2.14) and (2.15), it can be observed that W1Δ̃ ∼
O(Δ/ω) and W2Δ̃

2 ∼ O(Δ2/ω). Therefore, in addition to |Δ̃| � 1, the condition (2.17)
must be satisfied. The comparison between the numerical and asymptotic velocity profiles
for the modulated Taylor–Couette flow is shown in figure 4(b) for η = 0.5, Rei = 100,
Δ = 0.02, ω = 1 and ω̃t = 1.445π. The results indicate that the asymptotic solution is in
good agreement with the numerical solution.

3. Stability problem

The basic state (2.4a–d) is infinitesimally disturbed as

(u, v, w, p) = (U, V, W, P) + ε
(
u′, v′, w′, p′) , (3.1)

where |ε| � 1. The base state is independent of z and θ . Therefore, the following form of
disturbances can be considered:

⎡
⎢⎣

u′ (z, r, θ, t)
v′ (z, r, θ, t)
w′ (z, r, θ, t)
p′ (z, r, θ, t)

⎤
⎥⎦ = Re

⎧⎪⎨
⎪⎩

⎡
⎢⎣

û (r, t)
v̂ (r, t)
ŵ (r, t)
p̂ (r, t)

⎤
⎥⎦ exp(i(az + nθ))

⎫⎪⎬
⎪⎭ . (3.2)

Here a ∈ R and n ∈ Z are the wavenumbers of the disturbance wave along the z and
θ directions, respectively. It can be shown that the governing equations and boundary
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conditions for the stability problem are(
J 0
0 k2r2

)
∂

∂t

(
Φ̂

Ω̂

)
=

(
L11 L12
L21 L22

)(
Φ̂

Ω̂

)
, (3.3a)

Φ̂ = ∂Φ̂

∂r
= Ω̂ = 0 at r = ri and r = ro, (3.3b)

where the definitions of the symbols and the detailed derivation of the formulas are given
in Appendix A.

The operators L on the right-hand side of (3.3a) depend on the periodic basic flow.
According to the Floquet theory, the solutions of (3.3) have the form(

Φ̂ j (r, t)

Ω̂ j (r, t)

)
= eσjt

(
φj (r, t)

ζj (r, t)

)
( j = 1, 2, . . .) , (3.4)

where φj and ζj are both periodic functions of time and have the same period as
the basic flow. Here, σj are the complex Floquet exponents, whose real parts are the
perturbation growth rates. The subscript j represents different Floquet modes, which are
sorted according to the principle of decreasing growth rate to maximize the real part of σ1.
If Re(σ1) < 0 then the basic flow is asymptotically stable for infinitesimal disturbances;
on the contrary, the flow is unstable if Re(σ1) > 0.

3.1. Numerical procedure
We left multiply the invertible matrix diag(k8r12, k4r6) in (3.3a) to eliminate the
denominator, and express the unknowns as basis function expansions, i.e.

Φ̂ (r, t) =
+∞∑
l=0

G1l (t) ϕ1l (x) ≈
K1−4∑
l=0

G1l (t) ϕ1l (x), (3.5a)

Ω̂ (r, t) =
+∞∑
l=0

G2l (t) ϕ2l (x) ≈
K2−2∑
l=0

G2l (t) ϕ2 l (x), (3.5b)

where G1l(t) and G2l(t) are basis function coefficients, and the two basis functions are

ϕ1l (x) = Tl (x) + alTl+2 (x) + blTl+4 (x) , (l = 0, 1, 2, . . . , K1 − 4) , (3.6a)

ϕ2l (x) = Tl (x) − Tl+2 (x) , (l = 0, 1, 2, . . . , K2 − 2) , (3.6b)

respectively, where Tl(x) denotes the lth order Chebyshev polynomial of the first kind and
al = −2 + 2/(l + 3), bl = −1 − al. The expansions are truncated to orders K1 − 4 and
K2 − 2 for Φ̂(r, t) and Ω̂(r, t), respectively, and the selection of basis functions has taken
into account the boundary conditions (3.3b). Substituting (3.5) into (3.3a) and applying
the Galerkin spectral method gives the coefficient matrix of the differential system; see
Appendix C for the calculation method of the Chebyshev inner product.

Now (3.3) can be represented by a set of ordinary equations, which have the form

M
dψ
dt

= L (t)ψ, (3.7)

where ψ(t) = (G1,0(t), . . . , G1,K1−4(t), G2,0(t), . . . , G2,K2−2(t))T, the superscript T
represents the transpose of the matrix, M and L(t) are (K1 + K2 − 4)-order square
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Taylor—Couette flow with oscillatory throughflow

matrixes with the latter 2π/ω̃ periodic in t. To obtain the Floquet exponents, it is necessary
to consider a more general form of (3.7),

M
dΨ
dt

= L (t)Ψ , (3.8)

where Ψ (t) is a (K1 + K2 − 4)-order square matrix composed of solution vectors.
According to Floquet theory, (3.8) has the basic solution matrix in the form

Ψ (t) = P (t) etQ, (3.9)

where P(t) is a (K1 + K2 − 4)-order square matrix with a period of 2π/ω̃, Q is a
(K1 + K2 − 4)-order constant square matrix, whose eigenvalues are the Floquet exponents
σj. Without loss of generality, let the initial value ofΨ be the identity matrix, i.e.Ψ (0) = I .
Obviously, we can easily obtain Ψ (2π/ω̃) = e2πQ/ω̃. If the eigenvalues of Ψ (2π/ω̃) are
set to λj, then the Floquet exponents σj can be obtained by the following equation:

σj = ω̃

2π
ln λj, ( j = 1, 2, . . . , K1 + K2 − 4) . (3.10)

To ensure computational accuracy, the time integration of the numerical method for
solving (3.8) to obtain Ψ (2π/ω̃) adopts the fourth-order Runge–Kutta method.

Figure 5 illustrates spectral convergence of the method as the degrees of freedom in
the approximation increase. We have used the same value of the orders of Chebyshev
polynomials to calculate the basic flow and the disturbances, i.e. K1 = K2 = K. It can be
seen that the influence of the Chebyshev truncation number K is not significant, and even
the results of K = 20 are satisfactory. There is a significant error in the results when M =
1, indicating that the high-frequency component of the basic flow plays an important role
in the disturbance growth rate. Generally, more Fourier modes and Chebyshev expression
truncation numbers are needed for higher amplitude |Δ| and lower frequency ω of the
modulation. Typically K = 20 to 30, M = 5 to 10 are used in our calculations.

3.2. Asymptotic analysis

If the wall suction/blowing amplitude is very small (|Δ̃| � 1), we can perform an
asymptotic analysis of the flow stability using the expansions

σj = σj0 + σj1Δ̃ + σj2Δ̃
2 + O

(
Δ̃

3
)

, (3.11a)

φj (r, t) = φj0 (r) + φj1 (r, t) Δ̃ + φj2 (r, t) Δ̃
2 + O

(
Δ̃

3
)

, (3.11b)

ζj (r, t) = ζj0 (r) + ζj1 (r, t) Δ̃ + ζj2 (r, t) Δ̃
2 + O

(
Δ̃

3
)

, (3.11c)

where φjs(r, t) and ζjs(r, t) (s = 1, 2) are 2π/ω̃ periodic in time t. Substituting (2.12),
(3.4), (3.11) and V = V1Δ̃ into (3.3), where V1 = cos(ω̃t)/r, collecting terms of
equal powers in Δ̃, we obtain a series of equations, and the corresponding boundary
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Figure 5. The relative deviation |Re(σ M,K

1 ) − Re(σ 20,50
1 )|/|Re(σ 20,50

1 )| of maximum growth rate Re(σ1) for
μ = 0, η = 0.5, a = 3, n = 1, Rei = 100, Δ = 0.1, ω = 1 for different numbers of Fourier modes M in (2.7)
and radial Chebyshev truncation numbers K(K = K1 = K2) in (3.5).

conditions are

φjs = ∂φjs

∂r
= ζjs = 0, at r = ri and r = ro (s = 0, 1, 2) . (3.12)

The leading-order equation simply controls the stability of the pure Taylor–Couette flow,
and its form is

σj0

(
J 0
0 k2r2

)(
φj0
ζj0

)
=

(
L0

11 L0
12

L0
21 L0

22

)(
φj0

ζj0

)
, (3.13)

where L0
pq (p, q = 1, 2) are given in Appendix B. From (3.12) (s = 0) and (3.13), σj0 and

(φj0, ζj0)
T can be obtained. The adjoint eigenvector (ξj0, γj0)

T of (φi0, ζi0)
T will be needed.

Left multiplying (3.13) by (ξ̄ j0, γ̄ j0) and integrating over [ri, ro], using integration by parts,
the boundary condition (3.12) (s = 0) and the boundary condition

ξj0 = ∂ξj0

∂r
= γj0 = 0, at r = ri and r = ro, (3.14)

we obtain the adjoint equation of (3.13),

σ̄j0

(
J+ 0

0 k2r2

)(
ξj0

γj0

)
=

(
L0+

11 L0+
21

L0+
12 L0+

22

)(
ξj0

γj0

)
, (3.15)

where J+ and L0+
pq (p, q = 1, 2) are given in Appendix B. Note that the eigenvalues in

(3.13) and (3.15) are mutually conjugated, which is employed for verifying the accuracy of
the present calculations. The process of deriving (3.15) from (3.12) to (3.14) reveals that
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Taylor—Couette flow with oscillatory throughflow

the eigenvectors (ξj0, γj0)
T and (φi0, ζi0)

T satisfy the following orthogonality condition:

∫ ro

ri

(
ξ̄ j0

γ̄ j0

)T (
J 0

0 k2r2

)(
φi0

ζi0

)
dr = Cδi,j. (3.16)

Here C is a non-zero normalization complex constant. In the subsequent derivation, the
above equation can be used to explicitly characterize σj1 and σj2.

Considering the first-order correction, the governing equation is

((
∂/∂t + σj0

)
J − L0

11 −L0
12

−L0
21

(
∂/∂t + σj0

)
k2r2 − L0

22

)(
φj1

ζj1

)

=
(−σj1J + L10

11 L10
12

L10
21 −σj1k2r2 + L10

22

)(
φj0

ζj0

)
, (3.17)

where L10
pq (p, q = 1, 2) are given in Appendix B. The right-hand side of (3.17) contains

only terms e±iω̃t and terms independent of t. Accordingly, we can assume the following
form of periodic solution:

φj1 (r, t) = φj10 (r) + φj1+ (r) eiω̃t + φj1− (r) e−iω̃t, (3.18a)

ζj1 (r, t) = ζj10 (r) + ζj1+ (r) eiω̃t + ζj1− (r) e−iω̃t. (3.18b)

Substituting (3.18) into (3.17) yields

((
σj0 + imω̃

)
J − L0

11 −L0
12

−L0
21

(
σj0 + imω̃

)
k2r2 − L0

22

)(
φj1m

ζj1m

)

=
(

−σj1δm,0

(
J 0

0 k2r2

)
+ |m|

(
L1m

11 L1m
12

L1m
21 L1m

22

))(
φj0

ζj0

)
, (3.19)

where m = 0, +, − or m = 0, +1, −1, and L1m
pq (p, q = 1, 2) are given in Appendix B.

In order for (3.19) (m = 0) to have a solution, the right-hand side must satisfy the
orthogonality condition

−σj1

∫ ro

ri

(
ξ̄ j0

γ̄ j0

)T (
J 0

0 k2r2

)(
φj0

ζj0

)
dr = 0. (3.20)

Substituting (3.16) into (3.20), we obtain σj1 = 0. Therefore, the order of the change in

disturbance growth rate caused by periodic wall suction/blowing is O(Δ̃
2
). This is not

surprising, as the physical problem will not change when Δ̃ is replaced with −Δ̃.
Since σj1 = 0, we must advance the solutions to the next order to obtain σj2, the real

part of which, if it exists, shall determine the characteristics of the stability. The governing

1001 A57-13

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

11
50

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2024.1150


C.-C. Wang, P. Gao and X.-Y. Lu

equation for the second-order correction is((
∂/∂t + σj0

)
J − L0

11 −L0
12

−L0
21

(
∂/∂t + σj0

)
k2r2 − L0

22

)(
φj2

ζj2

)

=
(−σj2J + L23

11 L23
12

L23
21 −σj2k2r2 + L23

22

)(
φj0

ζj0

)
+

(
L10

11 L10
12

L10
21 L10

22

)(
φj1

ζj1

)
, (3.21)

where L23
pq (p, q = 1, 2) are given in Appendix B. Since the right-hand side of (3.21)

contains only terms exp(±2iω̃t) and terms independent of t, we assume that the periodic
solution has the following form:

φj2 (r, t) = φj20 (r) + φj2+ (r) exp(2iω̃t) + φj2− (r) exp(−2iω̃t), (3.22a)

ζj2 (r, t) = ζj20 (r) + ζj2+ (r) exp(2iω̃t) + ζj2− (r) exp(−2iω̃t). (3.22b)

Substituting (3.22) into (3.21), we obtain the equation for (φj20, ζj20)
T,(

σj0J − L0
11 −L0

12

−L0
21 σj0k2r2 − L0

22

)(
φj20

ζj20

)
=

(
L1−

11 L1−
12

L1−
21 L1−

22

)(
φj1+
ζj1+

)

+
(

L1+
11 L1+

12

L1+
21 L1+

22

)(
φj1−
ζj1−

)
+

(−σj2J + L20
11 L20

12

L20
21 −σj2k2r2 + L20

22

)(
φj0

ζj0

)
, (3.23)

where L20
pq (p, q = 1, 2) are given in Appendix B. Note that (φj1m, ζj1m)T can be solved

from (3.19) (m = +, −). Similarly, utilizing (3.16), the solvability condition of (3.23)
yields

σj2 = Mj1 + Mj2 + Mj3, (3.24a)

where

Mjs = 1
C

∫ ro

ri

(
ξ̄ j0, γ̄ j0

)
χ js dr, (s = 1, 2, 3) , (3.24b)

χ j1 =
(

χj11

χj12

)
, χ j2 =

(
χj21

χj22

)
, χ j3 =

(
L20

11 L20
12

L20
21 L20

22

)(
φj0

ζj0

)
, (3.24c)

χj11 = −1
r

∂

∂r

(
rV1−J

[
φj1+

]) − 2an
1
r

∂

∂r

(
V1−
k2r

ζj1+
)

− 1
r

∂

∂r

(
rV1+J

[
φj1−

]) − 2an
1
r

∂

∂r

(
V1+
k2r

ζj1−
)

, (3.24d)

χj12 = −V1−
∂

∂r

(
k2r2ζj1+

)
− V1+

∂

∂r

(
k2r2ζj1−

)
, (3.24e)

χj21 = −in
W1−

r
J
[
φj1+

] − in
1
r

∂

∂r

(
1

k2r3
∂ (rW1−)

∂r

)
φj1+ − 2ia

W1−
r

ζj1+

− in
W1+

r
J
[
φj1−

] − in
1
r

∂

∂r

(
1

k2r3
∂ (rW1+)

∂r

)
φj1− − 2ia

W1+
r

ζj1−, (3.24f )
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Taylor—Couette flow with oscillatory throughflow

Radius ratio P1 P2 P3 Present results

η Rei,c ac Rei,c ac Rei,c ac Rei,c ac

0.95 184.981 3.1276 184.991 3.128 184.99 3.128 184.986 3.1275
0.90 131.613 3.1288 / / 131.62 3.129 131.615 3.1288
0.85 108.312 3.1302 / / 108.32 3.131 108.313 3.1304
0.75 85.776 3.1355 85.779 3.135 85.78 3.135 85.776 3.1354
0.50 68.186 3.1631 68.189 3.151 68.188 3.162 68.186 3.1625

Table 1. Comparison of critical inner Reynolds numbers Rei,c and critical axial wavenumbers ac for
axisymmetric disturbances (n = 0) for the case of angular velocity ratio μ = 0 and no radial flow (Δ = 0).
Here P1, P2 and P3 represent Donnelly & Schwarz (1965), Chung & Astill (1977) and Min & Lueptow (1994),
respectively.

χj22 = −ia
1
r

∂ (rW1−)

∂r
φj1+ − ink2rW1−ζj1+ − ia

1
r

∂ (rW1+)

∂r
φj1− − ink2rW1+ζj1−.

(3.24g)
We can reasonably divide the terms contributing to σj2 into Mj1, Mj2 and Mj3,

which express the contributions of the radial mean flow, the first-order correction of
the circumferential mean flow and the steady part of the second-order correction of
the circumferential mean flow, respectively. This separation enables us to independently
examine the impact of each element on stability in the subsequent section.

The variables in (3.24c) are obtained by solving the corresponding equations with the
Chebyshev–Galerkin spectral method. The method for computing the integral in (3.24b)
is given in Appendix D.

4. Results and discussion

4.1. Accuracy of the calculations
In addition to figure 5, which can serve as a verification of our numerical calculations,
there are a number of checks on the results of the calculation. We compared our results
to previously published results (Donnelly & Schwarz 1965; Chung & Astill 1977; Min
& Lueptow 1994) for axisymmetric disturbances (n = 0) in the situation of a fixed outer
wall (μ = 0) and no radial flow (Δ = 0). The similarity of the values for the critical inner
Reynolds number Rei,c and the critical axial wavenumber ac, shown in table 1, confirm
that our procedure is correct.

The correctness of numerical results can also be verified by comparing them with
asymptotic results in the presence of periodic wall suction/blowing, which will be
discussed in § 4.3.

4.2. Without radial flow (Δ = 0)

We extend the stability analysis to the case of μ /= 0 and non-axisymmetric disturbances.
Two representative values η = 0.95 and η = 0.5 are considered, corresponding to a narrow
and wide gap, respectively. Figure 6 shows the critical inner Reynolds number Rei,c and
the critical axial wavenumber ac for each value of n. As shown in figures 6(a) and 6(c),
in some ranges of μ (−0.8 < μ � 0.8 for η = 0.95 or −0.4 < μ � 0.2 for η = 0.5), we
find that Rei,c increases with the azimuthal wavenumber n, but that three-dimensional
disturbances are only slightly less unstable than axisymmetric ones (n = 0). However, in
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Figure 6. Variation of the critical inner Reynolds numbers Rei,c and the critical axial wavenumbers ac as a
function of μ for the Taylor–Couette flow without radial flow (Δ = 0) at η = 0.95 (a,b) and η = 0.5 (c,d). The
two labels, case 1 and case 2, respectively denote the two typical critical points discussed in § 4.3.

the case of narrow gaps, when μ is less than about −0.8, the most unstable disturbance
is no longer axisymmetric. As μ decreases from this value, the most unstable mode at
first has azimuthal wavenumber n = 1 but then takes higher values for smaller μ. At the
value of μ considered, namely −1.5, it appears that the most unstable mode has n = 6.
Similarly, for wide gaps, when μ is less than about −0.4, the most unstable disturbance
is also no longer axisymmetric. Different from the narrow-gap case, as μ decreases from
this value, the most unstable mode at first has n = 1 but then takes higher values slowly.
Here we study the parameter μ from −2 to 0.2, and the largest azimuthal wavenumber
of the most unstable mode is only n = 2. Specifically, the linear instability undergone by
Taylor–Couette flow with counter-rotating cylinders is usually non-axisymmetric and leads
to spirals rather than vortices (Coles 1965; Krueger, Gross & Diprima 1966; Langford et al.
1988; Hristova et al. 2002; Maretzke et al. 2014; Wang et al. 2022). However, as previously
stated, the critical inner Reynolds number associated with axisymmetric perturbations is
very close to the actual non-axisymmetric threshold.

In addition, variations of the critical axial wavenumber ac corresponding to the critical
inner Reynolds number Rei,c vs μ for η = 0.95 is shown in figure 6(b) and, for η = 0.5,
is shown in figure 6(d). For narrow gaps, when n � 4, the critical axial wavenumber ac
decreases with μ and only exhibits a slight variation with n; when n � 5, as shown in
figure 6(b), the change of ac with respect to μ may no longer be monotonic, but it is
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Figure 7. Typical neutral curves of the Taylor–Couette flow without radial flow (Δ = 0) for μ ∈ [−1.5, −1.4]
and [0, 0.1] around the jump location for n = 2 in figure 6(d). The symbol ‘×’ represents the critical point on
the neutral curve.

always increasing with n. For wide gaps, note that the points in figure 6(d) are continuous
for low azimuthal wavenumbers, e.g. n = 0 and 1, but discontinuous for a high azimuthal
wavenumbers, e.g. n = 2, 3 and 4. Figure 6(d) shows that the critical modes switch from
high axial wavenumber disturbances to low ones and vice versa at the jump location. Here,
the behaviour of the neutral point near the jump location is discussed further.

As a typical case for n = 2, the neutral curves for different rotational angular velocity
ratios around the jump location (i.e. μ ∈ [−1.5, −1.4] and [0, 0.1]) are shown in figure 7.
In this case, there are two jumps of ac in figure 6(d), occurring at μ = −1.4585 and 0.0713.
As shown in figure 7(a), the neutral curves exhibit two local minimum values of Rei, which
correspond to considerably different axial wavenumbers a. The critical inner Reynolds
number switches from one valley point to the other at μ = −1.4585, where a jump of
ac occurs. The right jump point is attributed to a different mechanism. In figure 7(b),
when μ > 0.0713, e.g. μ = 0.09, one single neutral curve occurs. At μ ≈ 0.0713, an
additional neutral point P emerges in figure 7(b), and causes the jump of the points shown
in figure 6(d). Different from figure 7(a), here the critical inner Reynolds number Rei,c
also jumps. When μ decreases from 0.0713 to 0.0647, this point P expands to an isolated
unstable region, which becomes larger and larger. At μ = 0.0647, the isolated curve just
connects to the right-side neutral curve. When μ < 0.0647, e.g. μ = 0.04, only a single
neutral curve exists again. It is worth mentioning that the jump of the critical wavenumber
in the parameter plane was also found in the stability studies of Pearlstein (1981), Or (1997)
and Gao & Lu (2006b).

4.3. Stability property at Rei = Rei,c and a = ac

For the stability problem with wall suction/blowing, there exist seven dimensionless
parameters, η, μ, Rei, a, n, Δ and ω. While it is too expensive to study all parameter
ranges, we choose the following two cases:

Case 1: η = 0.95, μ = 0, n = 0, Rei = Rei,c = 184.986, a = ac = 3.1275, (4.1a)

Case 2: η = 0.5, μ = −1, n = 2, Rei = Rei,c = 197.885, a = ac = 5.3611. (4.1b)
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Figure 8. Contour plot of the disturbance growth rate, Re(σ1), for case 1 for the least stable mode on the
(ω, Δ) plane.

Cases 1 and 2 correspond to two critical points in figure 6. Without the modulation
of wall suction and blowing, the most unstable disturbance growth rate is zero. The
motivation for choosing these two representative cases is twofold. First, both axisymmetric
and non-axisymmetric modes are included. Second, the stability of the flow with a radial
throughflow can be simply judged by examining the variation of the growth rates of these
modes. In the following, the influence of different blowing and suction parameters on the
disturbance growth rate is analysed for the above two cases, and the stability of the flow is
judged to be enhanced or weakened.

4.3.1. Case 1
Figure 8 presents contour lines of the disturbance growth rate for the least stable mode
on the (ω, Δ) plane. Initially, let us examine the impact of the suction/blowing amplitude,
Δ. Generally speaking, as Δ increases, the maximum growth rate decreases, indicating
an enhancement in the stability of the perturbation. Additionally, it is observed that the
flow demonstrates strong stability at lower frequencies, but exhibits only marginal stability
at higher frequencies. Specifically, when ω < 0.1, the frequency is sufficiently low and
the maximum growth rate hardly varies with ω. Under these circumstances, the basic
flow at any given moment can be considered steady. Note that the Taylor–Couette flow
with a steady weak radial outflow (inflow) modulation is more unstable (stable) (see
Appendix E for more details). One can alternatively use ω̃ = (Rei/ri)ω to characterize
the quasi-steady limit. Correspondingly, the flow can be considered as quasi-steady when
ω̃ < 1, consistent with the Taylor–Couette flow modulated with axial oscillations of the
inner cylinder (Marques & Lopez 1997), where the stability behaviour hardly varies when
ω̃ falls below a threshold of O(1).

Observe that the amplitude of the first-order correction of the basic flow, expressed
as W1Δ̃, is proportional to Δ/ω for fixed η, according to (2.14). In the case of elevated
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Figure 9. Case 1: (a) variation of Re(σ12) as a function of ω for various values of Δ; (b) profiles of the real
part of each term in (3.22a) for the first disturbance mode as a function of ω.

frequencies, the influence of the periodic wall suction/blowing on the circumferential mean
flow is minimal and exerts only a marginal stabilizing influence. The growth rate of the
least stable mode increases as ω ascends and experiences a rapid grow when ω rises from
0.1 to 10. With higher Δ values, Re(σ1) becomes more reduced and the monotonically
decreasing trend is consistent.

Considering the small values of Δ, we can analyse the changes of each disturbance
mode for the Taylor–Couette flow velocity distribution by calculating the perturbation
coefficients σj2, as per (3.22), given that σj1 is zero. Displayed in figure 8, when Δ � 0.05,
the steady Taylor–Couette flow does not have any stable modes that can be influenced by
the modulation to transform into less stable modes. Consequently, it suffices to calculate
the complex coefficient σ12, with its real part illustrated in figure 9(a). The numerical
results are obtained from

Re (σ12) ≈ Re (σ1) − Re (σ10)

Δ̃
2 . (4.2)

As shown in figure 9(a), the computed data closely match the asymptotic results for
Δ < 0.01. For greater values of Δ, the numerical findings align with the asymptotic
solution solely at higher frequencies, whereas a significant deviation is observed at lower
frequencies due to two primary reasons. One reason is that the condition (2.17) no longer
holds within this range of parameters. The second reason is that the mean Taylor–Couette
flow experiences a significant impact from the pulsating wall suction/blowing, which
elevates the significance of higher-order terms; as a result, (4.2) is expected to deviate
from the asymptotic results.

The asymptotic results for Re(σ12) depicted in figure 9(a) are consistently negative,
which denotes the stabilizing influence of modulation on the basic flow. Nevertheless,
to further comprehend the process that leads to flow stabilization, it is beneficial to
examine individually each component within (3.22a). Figure 9(b) illustrates the changes
in the three components of Re(σ12). Since Re(M11) is always negative, the radial mean
flow exerts a pronounced stabilizing impact on the flow. This is predominantly due to
this term contributing to the stabilization of the basic flow. The observation is that
the first-order correction of the circumferential mean flow exerts a stabilizing influence
on the flow across both low and high frequencies, with the stabilizing impact being
minimal for ω > 10, as reflected by the negative value of Re(M12). Conversely, it exerts a
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Figure 10. Case 2: (a) profiles of the principal disturbance growth rate Re(σ1) as a function of ω for various
values of Δ; (b) the contour plot of the disturbance growth rate, Re(σ1), for the least stable mode on the (ω, Δ)

plane.

destabilizing influence when 2 < ω < 8. The steady part of the second-order modification
to the circumferential mean flow destabilizes the flow for ω > 4, while it stabilizes the
flow for all other values within the range of ω. Additionally, we have conducted a set
of computations where the mean circumferential velocity W(r, t) is deliberately replaced
with the unperturbed Taylor–Couette flow velocity distribution W0(r, t), with the radial
velocity kept constant. The real part of the first Floquet exponent is negative over a specific
range of these parameters, indicating the stabilizing influence of the radial velocity.
Given that this type of flow set-up lacks further physical relevance, the outcomes are
omitted from this presentation. The stabilizing effect of the radial mean flow is potent
enough to overcome the destabilizing influences introduced by both the first-order and
second-order modifications of the circumferential mean flow. As a result, the pulsating
wall suction/blowing plays an entirely stabilizing role for case 1.

4.3.2. Case 2
Firstly, we explore the influence of frequency by keeping Δ constant and varying ω. The
results are depicted in figure 10(a), where the maximum growth rate Re(σ1) is plotted
as a function of ω. In the case of high frequencies, the effect of the periodic wall
suction/blowing on the modulation of the circumferential mean flow is weak, resulting in a
barely perceptible stabilizing effect (which becomes clearer when examining figure 12a).
As ω decreases from an extremely positive value, the growth rate of the least stable
mode varies in a non-monotonic manner. For moderate amplitudes (where Δ < 0.2), it
crosses the threshold of zero near ω = 1, leading to flow instability. Nevertheless, when
the amplitude of the pulsating wall suction/blowing modulation is sufficiently large, it
confers a stabilizing effect across all frequency bands. As a result, the flow demonstrates
robust Floquet stability throughout the low-frequency range under examination.

Figure 10(a) highlights a specific parameter regime in which the most unstable
Floquet mode becomes destabilized. The contour plot depicting the growth rate Re(σ1)
of the most unstable mode within the (ω, Δ) plane is presented in figure 10(b). The
instability of the disturbance mode can be confined to a specific region, delineated by
the horizontal axis and the contour line labelled ‘0’, for the parameters ω and Δ. Within
this area, the threshold for Δ is approximately 0.2, indicating that the modulation of wall

1001 A57-20

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

11
50

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2024.1150


Taylor—Couette flow with oscillatory throughflow
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100 100101 10110–1102 102 103

0

50

–50

100

150

200

R
e

(σ
1
2
)

Asymptotic result

Δ = 0.005
0.01
0.02
0.03
0.04
0.05

0

8

–8

–16

16

100 101 102

0

–4

–8

4

8
C

o
m

p
o

n
en

ts
 o

f 
R

e
(σ

1
2
)

C
o

m
p

o
n

en
ts

 o
f

R
e

(σ
1
2
)

Re(M11)

Re(M12)

Re(M13)

Total

(×102)

ω ω

ω

(b)(a)

Figure 12. Case 2: (a) variation of Re(σ12) as a function of ω for various values of Δ; (b) profiles of the real
part of each term in (3.22a) for the first disturbance mode as a function of ω.

suction/blowing exerts a stabilizing effect on the disturbance mode when Δ is greater
than 0.2. In particular, the perturbation flow of the most unstable mode is displayed in
figure 11. Since the stability problem is linear and can be arbitrarily scaled, we normalize
the eigenfunction using the maximum amplitude of the azimuthal disturbance velocity
|ŵ|max. From figure 11, it can be observed that the maximum amplitudes of the perturbation
velocities occur near the inner wall, which differs from the case of steady radial flow where
they appear in the middle of the gap (Min & Lueptow 1994; Johnson & Lueptow 1997;
Martinand et al. 2009, 2017).

In a similar fashion, for small values of Δ, we can examine the changes in each
disturbance mode within the Taylor–Couette flow velocity profile by calculating the
perturbation coefficients σj2 according to (3.22), given that σj1 is zero. The real part of
σ12 is depicted in figure 12(a), with the numerical results derived from (4.2). Figure 12(a)
illustrates that the numerical results align well with the asymptotic ones when Δ is
less than 0.02. However, for higher values of Δ, the numerical findings match the
asymptotic solution solely at elevated frequencies, as there is a significant deviation at
lower frequencies due to the inapplicability of (2.17) and (4.2) in this range of parameters.

The asymptotic findings for the real part of σ12 depicted in figure 12(a) exhibit positivity
within the range of approximately 0.5 < ω < 5, which suggests that the modulation tends
to destabilize the basic flow. However, to deepen our comprehension of the destabilization
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process of the flow, it is beneficial to examine each component of (3.22a) individually.
The changes in the three components of the real part of σ12 are illustrated in figure 12(b).
The radial velocity exerts a stabilizing influence when ω > 0.3 and a destabilizing
influence for the remaining values of ω. It is observed that the first-order correction of
the circumferential mean flow has a minimal destabilizing impact at higher frequencies,
as reflected by the positive real part of M12. Furthermore, it contributes to stabilization
when ω < 5. The most effective frequency for destabilization is ω = 8. It is noteworthy to
point out that the characteristics are qualitatively in line with those of the Taylor–Couette
flow, which is modulated by a vibrating inner cylinder wall (Avila et al. 2008). The
mean flow can be derived analytically and consists solely of a first-order oscillatory
velocity. In this context, the real part of M13 is positive when ω > 0.26. The steady
part of the second-order correction significantly destabilizes the flow within the range
of approximately 0.26 < ω < 10. This term is the principal cause of the instability of the
basic flow. In this scenario, the stabilizing influence of the radial mean flow is insufficient
to counteract the destabilizing impacts of both the first-order and second-order corrections
to the circumferential mean flow. Hence, the modulated oscillatory wall suction/blowing
exerts a destabilizing influence under specific conditions.

4.4. Critical parameters
The results shown in the previous section have confirmed that modulating the oscillatory
wall suction/blowing has a considerable effect on the disturbance growth rate at the critical
point, Rei = Rei,c and a = ac, of the steady Taylor–Couette flow. Under most of the
suction/blowing modulation parameters, the growth rate of the disturbance is negative,
indicating that the critical inner Reynolds number for the flow will increase and the
stability will be enhanced. Under certain parameter conditions, we also find that the
disturbance growth rate can be positive. To investigate the effect of wall suction/blowing
on the overall flow stability in the latter scenario, it is essential to calculate the critical
inner Reynolds number of the flow. The critical inner Reynolds number is denoted as
Rei = Rei,cr and its corresponding critical axial wavenumber is denoted as acr. In the
absence of modulation of wall suction/blowing, it is clear that Rei,cr = Rei,c and acr = ac.
To calculate Rei,cr and acr, one must compute the disturbance growth rate across the
(Rei, a) plane, identify the neutral curve and subsequently determine the minimum inner
Reynolds number along this curve and its associated axial wavenumber.

First, we consider the critical inner Reynolds number and the critical axial wavenumber
corresponding to (4.1a), where η = 0.95, μ = 0 and n = 0. We use these values to
calculate Rei,cr and acr in the (ω, Δ) parameter plane. The critical inner Reynolds number
Rei,cr and the corresponding axial wavenumber acr are plotted in figure 13 as a function
of ω with Δ held constant. Since obtaining these curves requires a large number of
solutions, several typical values of Δ have been selected. It is observed that as the
frequency approaches infinity, Rei,cr and acr respectively tend towards Rei,c = 184.986 and
ac = 3.1275. As ω reduces from positive infinity, Rei,cr initially increased slowly but then
sharply within the range of 1 < ω < 10. This occurs because the modulation effect causes
the unstable region in the (ω, Δ) parameter plane to diminish gradually. Figure 13(a)
illustrates the stabilizing effect of the modulation, as it shows that Rei,cr > Rei,c.

Similarly, by setting η = 0.5, μ = −1 and n = 2, which corresponds to (4.1b), we
proceed to calculate Rei,cr and acr. Figure 14 displays the variations of the critical inner
Reynolds number Rei,cr and the critical axial wavenumber acr with frequency at various
amplitudes. As the frequency approaches infinity, it is observed that Rei,cr converges to
Rei,c = 197.885 and acr converges to ac = 5.3611. As ω diminishes from positive infinity,
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Figure 13. Variation of (a) the critical inner Reynolds number Rei,cr and (b) the critical axial wavenumber
acr as functions of ω for typical values of Δ, other parameters are η = 0.95, μ = 0 and n = 0.
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Figure 14. Variation of (a) the critical inner Reynolds number Rei,cr and (b) the critical axial wavenumber
acr as functions of ω for typical values of Δ, other parameters are η = 0.5, μ = −1 and n = 2.

Rei,cr initially increases to a local maximum around ω = 5 and then decreases to a local
minimum value that is less than Rei,c for Δ < 0.2. Figure 14(a) reveals that Rei,cr does not
exhibit a strictly monotonic variation with ω. Although Rei,cr is greater than Rei,c in the
majority of the parameter ranges examined, the existence of a region where Rei,cr < Rei,c
suggests that the oscillatory wall suction/blowing modulation could potentially destabilize
the flow.

5. Concluding remarks

The effect of periodic wall suction/blowing on the stability of Taylor–Couette flow has
been explored using numerical and asymptotic methods, which involve a linear stability
analysis in combination with Floquet theory. This investigation has revealed that the
fluctuating wall suction/blowing induces the formation of a Stokes layer. This layer
interacts with the perturbation shear wave, and in turn, affects the amplification of
disturbances. Consequently, this interaction may exert a destabilizing influence on the
Taylor–Couette flows.
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The basic flow that is subject to modulation displays temporal periodicity and consists
of multiple frequency components. Additionally, the circumferential velocity undergoes
periodic oscillations. Considering the presence of weak cosinusoidal wall suction/blowing
with a minuscule amplitude Δ, an asymptotic solution for the basic flow is derived,
accurate to the order of O(Δ2). The first-order modification represents a time-varying
oscillatory solution that resonates at the modulation frequency, whereas the subsequent
adjustments include a constant component alongside oscillatory components. In this
context, the steady part of the second-order adjustment is critical in influencing the flow’s
stability.

The stability problem is translated into a time-periodic eigenvalue problem, i.e. a
Floquet problem. Subsequently, Floquet exponents, which indicate the flow’s stability
properties, are derived. This is achieved by spatially discretizing the stability problem
using a Chebyshev–Galerkin spectral method. In the absence of radial flow, the
non-axisymmetric neutral stability curve of the Taylor–Couette flow may exhibit sudden
changes or isolated unstable regions under certain parameter conditions. The steady
Taylor–Couette system is stabilized for the majority of values of the modulation amplitude
Δ and frequency ω that we have studied. Additionally, it is observed that destabilization
of the basic flow to the disturbance can occur within a specific range of parameters on the
(ω, Δ) plane.

An asymptotic series for the maximum growth rate indicates that, for certain parameter
values, the correction terms of order O(Δ2) are positive, signifying a modulatory
destabilization effect. Moreover, according to the series expansion, the components within
the order O(Δ2) can be logically divided into three distinct parts, corresponding to the
contributions from the radial mean flow, the first-order correction of the circumferential
mean flow and the steady part of the second-order correction of the circumferential mean
flow, respectively. Then, it is revealed that the flow remains stable when the stabilizing
effect of the radial velocity is strong enough to overcome the destabilizing influences
of both the first-order and second-order modifications to the circumferential mean flow.
Conversely, the flow becomes unstable. Therefore, the potential for instability caused
by oscillating wall suction/blowing is mainly governed by the interaction between these
three factors. Generally speaking, modulation tends to exert a stabilizing effect on the
Taylor–Couette flows.

Finally, it is worthy noting the limitations of the Floquet stability analysis as ω̃

approaches zero. Although our results indicate a stabilization of the flow in the
low-frequency limit, nonlinear stability may be more relevant in this situation (Davis 1976;
Marques & Lopez 1997). On the one hand, while Floquet stability theory can predict
the linear growth of perturbations in periodic flows, certain phases of the cycle may
exhibit significant instantaneous instability even if the Floquet exponents are negative
(Fuentes, Goluskin & Chernyshenko 2022). On the other hand, since disturbances in
experiments have finite rather than infinitesimal amplitudes, these transient growths
trigger nonlinear effects and eventually gives rise to a transition to turbulence (Weisberg,
Kevrekidis & Smits 1997; Xu et al. 2020; Morón, Feldmann & Avila 2022). Therefore,
care should be taken when comparing Floquet stability with experimental observations in
the low-frequency limit, especially when the amplitude of disturbances is not infinitesimal.
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Appendix A. Governing equations and boundary conditions for stability problem

Substituting (3.1) into the dimensionless form of the governing equations (2.1) and
linearizing, we obtain the governing equations for the disturbances, which take the form

∂u′

∂t
+ V

∂u′

∂r
+ W

r
∂u′

∂θ
= −∂p′

∂z
+

(
1
r

∂

∂r

(
r
∂u′

∂r

)
+ 1

r2
∂2u′

∂θ2 + ∂2u′

∂z2

)
, (A1a)

∂v′

∂t
+ V

∂v′

∂r
+ ∂V

∂r
v′ + W

r
∂v′

∂θ
− 2W

r
w′

= −∂p′

∂r
+

(
1
r

∂

∂r

(
r
∂v′

∂r

)
+ 1

r2
∂2v′

∂θ2 + ∂2v′

∂z2 − v′

r2 − 2
r2

∂w′

∂θ

)
, (A1b)

∂w′

∂t
+ V

(
∂w′

∂r
+ w′

r

)
+

(
∂W
∂r

+ W
r

)
v′ + W

r
∂w′

∂θ

= −1
r

∂p′

∂θ
+

(
1
r

∂

∂r

(
r
∂w′

∂r

)
+ 1

r2
∂2w′

∂θ2 + ∂2w′

∂z2 − w′

r2 + 2
r2

∂v′

∂θ

)
, (A1c)

1
r

∂
(
rv′)
∂r

+ 1
r

∂w′

∂θ
+ ∂u′

∂z
= 0, (A1d)

and the boundary conditions at the walls are

u′ = v′ = w′ = 0 at r = ri and r = ro. (A2)

Substituting (3.2) into (A1), we have

∂ û
∂t

+ V
∂ û
∂r

+ W
in
r

û = −iap̂ +
(

1
r

∂

∂r

(
r
∂ û
∂r

)
− n2

r2 û − a2û
)

, (A3a)

∂v̂

∂t
+ V

∂v̂

∂r
+ ∂V

∂r
v̂ + W

in
r

v̂ − 2W
r

ŵ

= −∂ p̂
∂r

+
(

1
r

∂

∂r

(
r
∂v̂

∂r

)
− n2

r2 v̂ − a2v̂ − v̂

r2 − 2in
r2 ŵ

)
, (A3b)

∂ŵ
∂t

+ V
(

∂ŵ
∂r

+ ŵ
r

)
+

(
∂W
∂r

+ W
r

)
v̂ + W

in
r

ŵ

= − in
r

p̂ +
(

1
r

∂

∂r

(
r
∂ŵ
∂r

)
− n2

r2 ŵ − a2ŵ − ŵ
r2 + 2in

r2 v̂

)
, (A3c)

1
r

∂
(
rv̂

)
∂r

+ in
r

ŵ + iaû = 0. (A3d)
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Multiplying (A3a) by ia, (A3c) by in/r, adding the above two formulas and using (A3d)
to eliminate iaû + inŵ/r, we obtain

− ∂

∂t

(
∂v̂

∂r
+ v̂

r

)
+ in

r2
∂ (rW)

∂r
v̂ + iaV

∂ û
∂r

− an
r

Wû + in
r2 V

∂
(
rŵ

)
∂r

− n2

r2 Wŵ

=
(

a2 + n2

r2

)
p̂ + ia

(
1
r

∂

∂r

(
r
∂ û
∂r

)
− a2û − n2

r2 û
)

+ in
r

(
1
r

∂

∂r

(
r
∂ŵ
∂r

)
− a2ŵ − n2

r2 ŵ − ŵ
r2 + 2in

r2 v̂

)
. (A4)

Equations (A4) and (A3b) can be used to eliminate p̂. Referring to Schmid & Henningson
(2001), we introduce the following definitions:

k2 = a2 + n2

r2 , Φ̂ = −irv̂, Ω̂ = arŵ − nû
k2r2 , (A5a)

J [ϕ (r, t)] = ϕ

r2 − 1
r

∂

∂r

(
1

k2r
∂ϕ

∂r

)
, S [ϕ (r, t)] = k4r2ϕ − 1

r
∂

∂r

(
k2r3 ∂ϕ

∂r

)
. (A5b)

Then the resulting equation after eliminating p̂ has the form

irJ

[
∂Φ̂

∂t

]
+ ∂

∂r

(
irVJ

[
Φ̂

]) − nWJ
[
Φ̂

] − n
∂

∂r

(
1

k2r3
∂ (rW)

∂r

)
Φ̂

+ 2ian
∂

∂r

(
V

k2r
Ω̂

)
− 2aWΩ̂ = −ir

(
J
[
k2r2J

[
Φ̂

]] + 2anJ
[
Ω̂

])
. (A6)

Multiplying (A3a) by −n, (A3c) by ar and adding the above two formulas, we obtain

∂

∂t

(
arŵ − nû

) + a
(

V
∂
(
rŵ

)
∂r

+ ∂ (rW)

∂r
v̂ + inWŵ

)
− n

(
V

∂ û
∂r

+ W
in
r

û
)

= ar
(

1
r

∂

∂r

(
r
∂ŵ
∂r

)
− a2ŵ − n2

r2 ŵ − ŵ
r2 + 2in

r2 v̂

)
− n

(
1
r

∂

∂r

(
r
∂ û
∂r

)
− a2û − n2

r2 û
)

,

(A7)

and using (A5), (A7) can be written as

k2r2 ∂Ω̂

∂t
+ V

∂

∂r

(
k2r2Ω̂

) + ink2rWΩ̂ + ia
r

∂
(
rW

)
∂r

Φ̂ = −(
2anJ

[
Φ̂

] + S
[
Ω̂

])
. (A8)

Now we reformulate (A6) and (A8) in matrix form, i.e.

(
J 0
0 k2r2

)
∂

∂t

(
Φ̂

Ω̂

)
=

(
L11 L12
L21 L22

)(
Φ̂

Ω̂

)
, (A9a)
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where

L11 [ϕ (r, t)] = −1
r

∂

∂r
(rVJ [ϕ]) − in

W
r

J [ϕ] − in
1
r

∂

∂r

(
1

k2r3
∂ (rW)

∂r

)
ϕ − J

[
k2r2J[ϕ]

]
,

(A9b)

L12 [ϕ (r, t)] = −2an
1
r

∂

∂r

(
V

k2r
ϕ

)
− 2ia

W
r

ϕ − 2anJ [ϕ] , (A9c)

L21 [ϕ (r, t)] = −ia
1
r

∂ (rW)

∂r
ϕ − 2anJ [ϕ] , (A9d)

L22 [ϕ (r, t)] = −V
∂

∂r

(
k2r2ϕ

) − ink2rWϕ − S[ϕ]. (A9e)

From (A3d) and (A5a), we obtain

û = − a
k2r

∂Φ̂

∂r
− nΩ̂, v̂ = i

r
Φ̂, ŵ = − n

k2r2
∂Φ̂

∂r
+ arΩ̂. (A10a–c)

Substituting (3.2) and (A10a–c) into (A2), we have

Φ̂ = ∂Φ̂

∂r
= Ω̂ = 0 at r = ri and r = ro. (A11)

The governing equations (A9) and the boundary conditions (A11) constitute a differential
system for solving the stability problem.

Appendix B. Definition of parameters in § 3.2

Expressions in (3.13) are defined as follows:

L0
11 [ϕ (r, t)] = −in

W0

r
J [ϕ] − in

1
r

∂

∂r

(
1

k2r3
∂ (rW0)

∂r

)
ϕ − J

[
k2r2J[ϕ]

]
, (B1a)

L0
12 [ϕ (r, t)] = −2ia

W0

r
ϕ − 2anJ [ϕ] , (B1b)

L0
21 [ϕ (r, t)] = −ia

1
r

∂ (rW0)

∂r
ϕ − 2anJ [ϕ] , (B1c)

L0
22 [ϕ (r, t)] = −ink2rW0ϕ − S [ϕ] . (B1d)

Expressions in (3.15) are defined as follows:

L0+
11 [ϕ (r, t)] = inJ+

[
W0

r
ϕ

]
+ in

1
r

∂

∂r

(
1

k2r3
∂ (rW0)

∂r

)
ϕ − J+[

k2r2J+[ϕ]
]
, (B2a)

L0+
12 [ϕ (r, t)] = 2ia

W0

r
ϕ − 2anJ+ [ϕ] , (B2b)

L0+
21 [ϕ (r, t)] = ia

1
r

∂ (rW0)

∂r
ϕ − 2anJ+ [ϕ] , (B2c)

L0+
22 [ϕ (r, t)] = ink2rW0ϕ − S+ [ϕ] , (B2d)

J+ [ϕ (r, t)] = ϕ

r2 − ∂

∂r

(
1

k2r
∂

∂r

(ϕ

r

))
, S+ [ϕ (r, t)] = k4r2ϕ − ∂

∂r

(
k2r3 ∂

∂r

(ϕ

r

))
.

(B2e)

1001 A57-27

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
4.

11
50

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2024.1150


C.-C. Wang, P. Gao and X.-Y. Lu

Expressions in (3.17) and (3.19) are defined as follows:

L1m
11 [ϕ (r, t)] = −1

r
∂

∂r
(rV1mJ [ϕ]) − in

W1m

r
J [ϕ] − in

1
r

∂

∂r

(
1

k2r3
∂ (rW1m)

∂r

)
ϕ, (B3a)

L1m
12 [ϕ (r, t)] = −2an

1
r

∂

∂r

(
V1m

k2r
ϕ

)
− 2ia

W1m

r
ϕ, (B3b)

L1m
21 [ϕ (r, t)] = −ia

1
r

∂ (rW1m)

∂r
ϕ, (B3c)

L1m
22 [ϕ (r, t)] = −V1m

∂

∂r

(
k2r2ϕ

) − ink2rW1mϕ. (B3d)

Here m = 0, +, −, V10 = V1, W10 = W1, V1+ = V1− = 1/(2r), W1+ and W1− are already
given in (2.14b). Expressions in (3.21) and (3.23) are defined as follows:

L2m
11 [ϕ (r, t)] = −in

W2m

r
J [ϕ] − in

1
r

∂

∂r

(
1

k2r3
∂ (rW2m)

∂r

)
ϕ, (B4a)

L2m
12 [ϕ (r, t)] = −2ia

W2m

r
ϕ, (B4b)

L2m
21 [ϕ (r, t)] = −ia

1
r

∂ (rW2m)

∂r
ϕ, (B4c)

L2m
22 [ϕ (r, t)] = −ink2rW2mϕ. (B4d)

Here m = 0, 3, W23 = W2 and W20 is already given in (2.15b).

Appendix C. Description of the methodology used in the evaluation of different
Chebyshev inner products

We introduce the definition of inner product 〈·〉, which for two arbitrary functions f (x) and
g(x) is defined by

〈 f (x) , g (x)〉ρ =
∫ 1

−1
f (x) g (x) ρ (x) dx, (C1)

where ρ(x) = 1/
√

1 − x2 is the weighting function. The definition of the Chebyshev
polynomial of the first kind of the kth order is

Tk (x) = cos (k arccos x) , x ∈ [−1, 1] , k ∈ N. (C2)

The inner product of two Chebyshev polynomials Tj and Tk is

〈
Tj, Tk

〉 = π

2ck
δj,k, (C3)

where δj,k is the Kronecker delta and ck = 1/(1 + δk,0). The pth derivative of a Chebyshev
polynomial can be expressed in terms of Chebyshev polynomials in the form

dpTk

dxp =

⎧⎪⎨
⎪⎩

k−p∑
m=0

cmλpkmTm, k − m � p, mod (k − m − p, 2) = 0,

0, otherwise,
(C4a)
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Taylor—Couette flow with oscillatory throughflow

where p = 1, 2, 3, 4 and mod means remainder,

λ1km = 2k, (C4b)

λ2km = k (k − m) (k + m) , (C4c)

λ3km = k (k − m − 1) (k − m + 1) (k + m − 1) (k + m + 1) /4, (C4d)

λ4km = k (k − m − 2) (k − m) (k − m + 2) (k + m − 2) (k + m) (k + m + 2) /24. (C4e)

Taking the inner product of (C4a) with Tj and using (C3), we obtain

〈
Tj,

dpTk

dxp

〉
=

{
λpkjπ/2, k − j � p, mod (k − j − p, 2) = 0,

0, otherwise.
(C5)

In particular, the inner product of the following form can be expressed as〈
Tj, TlTm

dpTk

dxp

〉
= 1

4

〈
Tj+l+m,

dpTk

dxp

〉
+ 1

4

〈
T| j−l+m|,

dpTk

dxp

〉

+ 1
4

〈
T| j−l−m|,

dpTk

dxp

〉
+ 1

4

〈
T| j+l−m|,

dpTk

dxp

〉
, (C6)

where p = 1, 2, 3, 4. In the above, j, k, m, l ∈ N.

Appendix D. Description of the method for evaluating the integral of the product of
three Chebyshev polynomials

We introduce the definition of [·], which for three arbitrary functions f (x), g(x) and h(x) is
defined by [

f (x) , g (x) , h (x)
] =

∫ 1

−1
f (x) g (x) h (x) dx. (D1)

For three Chebyshev polynomials, we have

[Tl, Tm, Tk] =
{

κlmk, mod (l + m + k, 2) = 0,

0, mod (l + m + k, 2) = 1,
(D2a)

where

κlmk = 1
2

(
1

1 − (l + m + k)2 + 1

1 − (l − m + k)2 + 1

1 − (l − m − k)2

+ 1

1 − (l + m − k)2

)
. (D2b)

For two Chebyshev polynomials and the pth derivative of the Chebyshev polynomial, using
(C4a), we obtain

[
Tl, Tm,

dpTk

dxp

]
=

⎧⎪⎨
⎪⎩

k−p∑
s=0

csλpks [Tl, Tm, Ts] , k − s � p, mod (k − s − p, 2) = 0,

0, otherwise,
(D3)

where p = 1, 2, 3, 4, and see Appendix C for cs and λpks. In the above, l, m, k, s ∈ N.
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Appendix E. Asymptotic analysis of Taylor–Couette flow stability for steady small
wall suction/blowing modulation

If ω̃ = 0, the circumferential velocity can be expanded as

W (r) = W0 (r) + W1 (r) Δ̃ + O
(
Δ̃

2)
, (E1)

where |Δ̃| � 1. Expanding (2.11a) at Δ̃ = 0 and comparing with (E1), we obtain

W0 (r) = WAr + WB/r, (E2a)

W1 (r) = WA
(
r ln(r/ro) + WC

(
r − ro

2/r
))

, (E2b)

where WA and WB are consistent with (2.6), WC = η2 ln η/(1 − η2).
Since the basic flow is independent of time t, (3.17) contains only the steady terms. To

keep (3.17) solvable here, the right-hand side must satisfy the orthogonality condition

σj1

∫ ro

ri

(
ξ̄ j0

γ̄ j0

)T (
J 0

0 k2r2

)(
φj0

ζj0

)
dr

=
∫ ro

ri

(
ξ̄ j0

γ̄ j0

)T (
L10

11 L10
12

L10
21 L10

22

)(
φj0

ζj0

)
dr. (E3)

Substituting (3.16) into (E3), we obtain

σj1 = Mj1 + Mj2, (E4a)

where

Mjs = 1
C

∫ ro

ri

(
ξ̄ j0, γ̄ j0

)
χ js dr, (s = 1, 2) , (E4b)

χ j1 =

⎛
⎜⎝−1

r
∂

∂r

(
rV1J

[
φj0

]) − 2an
1
r

∂

∂r

(
V1

k2r
ζj0

)
−V1

∂

∂r

(
k2r2ζj0

)
⎞
⎟⎠ , (E4c)

χ j2 =

⎛
⎜⎜⎝

−in
W1

r
J
[
φj0

] − in
1
r

∂

∂r

(
1

k2r3
∂ (rW1)

∂r

)
φj0 − 2ia

W1

r
ζj0

−ia
1
r

∂ (rW1)

∂r
φj0 − ink2rW1ζj0

⎞
⎟⎟⎠ . (E4d)

Here V1 = 1/r and W1 is already given in (E2b). We can reasonably divide the terms
contributing to σj1 into Mj1 and Mj2, which express the contributions of the radial mean
flow and the first-order correction of the circumferential mean flow, respectively.

The calculation results for the case of μ = 0 and n = 0 are shown in table 2. The
asymptotic results for Re(σ11) are positive, indicating the destabilizing (stabilizing) effect
of the weak radial outflow (inflow) modulation on the underlying flow, which explains
the phenomenon in Min & Lueptow (1994). It is found that weak radial mean outflow
(inflow) has a stabilizing (destabilizing) effect; conversely, under conditions of weak radial
mean outflow (inflow), the first-order correction of the circumferential mean flow has a
destabilizing (stabilizing) effect.
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Taylor—Couette flow with oscillatory throughflow

η ac Rei,c Re(M11) Re(M12) Re(σ11)

0.95 3.1275 184.986 −22.293 431.925 409.632
0.90 3.1288 131.615 −19.328 285.809 266.481
0.85 3.1304 108.313 −18.759 217.222 198.463
0.75 3.1354 85.776 −19.328 142.986 123.658
0.50 3.1625 68.186 −23.531 54.412 30.881

Table 2. The first-order correction of the Floquet exponents for axisymmetric disturbances for the case of
rotational angular velocity ratio μ = 0 and weak radial flow (|Δ| � 1).
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