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Abstract 

Since Cannon, inspired by Bernard’s discussion of the conditions required for free and 

independent life, introduced the term homeostasis, many have embraced it as the main 

theoretical principle guiding physiology and medicine. Nonetheless, critics have argued that 

homeostasis is too limiting and have advanced a variety of alternative concepts such as 

heterostasis, rheostasis, and allostasis. We argue that the critics target a much narrower 

understanding of homeostasis put forward by the cyberneticists and that Bernard and Cannon 

embraced a far broader understanding that can accommodate the alternatives advanced by the 

critics and provide an integrated theoretical framework for physiology. 
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1. Introduction 

 

One hundred years after Cannon introduced homeostasis as a basic principle in physiology, it 

continues to be extensively invoked as “the central organizing principle upon which the 

discipline of physiology is built, the very concept we need to return to in order to integrate 

function from molecule to the intact organism” (Billman, 2020, 2).
1
 The popular textbook 

characterization of homeostasis, however, stems not from Cannon but from the cyberneticists.
2
 

On this view, organisms employ negative feedback control mechanisms to maintain critical 

physiological variables at constant values. Like the familiar thermostat, these mechanisms are 

characterized by setpoints that specify the value to be maintained. A host of physiological 

theorists have criticized this conception of homeostasis as too narrow to provide an adequate 

account of the control processes employed by organisms to maintain themselves and have 

advanced new concepts to supplement or supplant homeostasis (Hagen, 2021). In doing so, the 

critics have accepted the cyberneticist’s account of homeostasis as negative feedback to a 

setpoint, which eclipsed the much broader vision embodied in the foundational work of Bernard 

and Cannon. Bernard and Cannon focused primarily on the organism in which homeostatic 

mechanisms are operative and on how organisms maintain conditions in which they could carry 

out the activities through which they maintain themselves.  

 

Our goals are to re-introduce the framing on physiological regulation developed by Bernard and 

Cannon and to show that it can be extended to embrace the regulatory phenomena advanced by 

                                                      
1
 Billman’s paper is widely cited across diverse specializations of physiology—according to Google Scholar, 352 

times as of September 24, 2024. And, of course, the concept has been invoked by many who do not cite Billman’s 

paper. Homeostasis has figured in attempts to restructure the physiological curriculum (Michael et al., 2017). In 

their textbook, Widmaier, Raff, and Strang (2016) claim that physiology as a discipline is centered on coordinated 

homeostatic control mechanisms. Recently, philosophers focused on evolution have addressed whether evolvability 

is a central organizing concept in evolutionary biology (Hansen et al., 2023). Villegas et al. (2023), for example, 

have focused on its role in different investigatory activities in evolutionary biology. Although we cannot develop a 

similar analysis here of the roles played by homeostasis, its widespread invocation in physiology suggests that such 

an analysis would be informative.  

2
 See Modell et al. (2015) or Widmaier, Raff, and Strang (2016) for examples of the impact of the cybernetic view 

on education in physiology.  
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the critics of homeostasis. The point of extending rather than supplanting the original conception 

of homeostasis is that, appropriately broadened, homeostasis provides an integrative perspective 

on the processes through which organisms regulate themselves so as to perform the activities 

required to remain alive. We begin in section 2 by discussing how the cyberneticists restricted 

homeostasis to negative feedback involving setpoints. The restricted conception has proven 

useful: it has stimulated biologists to investigate negative feedback processes and, in some cases, 

attribute setpoints. Critics, however, have argued that this restricted conception does not exhaust 

the means by which organisms regulate their activities to maintain themselves. In section 3 we 

examine three of these criticisms and introduce several of the alternative concepts these theorists 

have advanced. In section 4 we turn to Bernard and discuss the context in which he advanced an 

account in which the maintenance of what he termed the internal environment enabled birds and 

mammals to live free and independent lives. Then in section 5 we turn to Cannon, describing 

how he built upon Bernard’s framework in coining the term homeostasis and the types of 

processes he presented as subserving homeostasis. Finally, in section 6 we show how the 

proposed alternatives to homeostasis discussed in section 3 can be situated and integrated within 

the broader conception of the maintenance of the internal environment introduced by Bernard 

and the account of homeostasis developed by Cannon.  

 

2. Homeostasis as Control by Negative Feedback: The Legacy of the Cyberneticists 

 

Negative feedback control involves a control mechanism detecting when the output of a process 

departs from a target or setpoint and initiating action on the process to bring its output back to 

the target. It was not invented by the cyberneticists; rather they popularized, formalized and 

made central to their framework a mode of control that has been realized repeatedly by designers 

of artifacts (Mindell, 2002). The first known application was in the 2
nd

 century BCE by Ktesibios 

in Alexandria. In his design of a water clock, he used negative feedback to maintain a constant 

flow of water into the receptacle in which time was registered by the height of the water. To keep 

the flow constant, he employed a float that was connected to a valve that opened when the float 

dropped below the target level and closed when it reached it. The same idea was implemented in 

other technologies, such as thermostats (Mayr, 1970). An especially prominent and consequential 

implementation was in the centrifugal governor Watt invented to control steam engines. It 
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registered increases and decreases in speed using a pair of flyweights attached to a spinning 

spindle that would spread apart as the spindle turned more rapidly or come together when it 

slowed down. Watt linked this apparatus to the valve regulating steam flow so that it opened 

when the balls move closer together and closed when they moved apart, thereby maintaining a 

constant speed. Watt’s governor inspired Maxwell (1868) to develop a mathematical analysis of 

the operation of governors. Employing this formal analysis, designers made extensive use of 

negative feedback in new technologies in the early 20
th

 century such as missiles that corrected 

their trajectory to hit their target even if the target took evasive action.  

 

Inspired by the fact that technologies that employed negative feedback to regulate their actions to 

pursue a goal state or setpoint (the target value to be maintained), Rosenbleuth, Weiner, and 

Bigelow invoked negative feedback to account for purposeful behavior. Their contention was 

that only systems employing negative feedback had their own, intrinsic, purpose: “All purposeful 

behavior may be considered to require negative feedback” (Rosenblueth, Wiener, and Bigelow, 

1943, 20). They conclude by proposing that negative feedback provides a basis for understanding 

teleology in a manner that does not invoke undefined final causes: “Teleological thus becomes 

synonymous with behavior controlled by negative feed-back and gains therefore in precision by 

a sufficiently restricted connotation” (p. 24).
3
 Building on this idea, beginning in 1946 Wiener 

organized a series of Macy Conferences that advanced negative feedback (characterized as 

circular causation) as a central explanatory concept for explaining biological, behavioral, and 

social phenomena  (Pias and Von Foerster, 2016). Soon after Wiener (1948) introduced the term 

cybernetics, derived from the Greek term for a person steering a ship towards a target location.  

 

One of the attractive features of control through negative feedback was that it lends itself to 

mathematical analysis. The target value for a variable is characterized as the setpoint and the 

actual value is compared to it. The resulting difference is then employed to determine the 

response. Hammel (1965) advanced what he termed the law of the controlling system:  

R – Ro = αR (Th – Tset) 

                                                      
3
 Jonas (1953) criticized this approach to teleology because it ignores the larger system in which a feedback 

mechanism operates and which is the source of goals: in the case of biological mechanisms this is the organism (see 

also Bich, 2024b). 
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where R is the regulated metabolic level, Ro is the basal metabolic level, R – Ro is the 

thermoregulatory response, Th is the measured value and Tset is the temperature setpoint. To see 

how this effects control, one needs to complete the causal loop by recognizing that Th 

is itself partially determined by R – Ro, as shown in Figure 1. 

 

 

Figure 1. Negative feedback control of the regulated variable Th (core body temperature) 

based on its difference from the target value or setpoint Tset.  

 

The cyberneticist’s characterization of negative feedback control was widely embraced by 

physiologists seeking to understand the self-regulatory processes in living organisms. Hammel 

himself applied it to the regulation of core body temperature. He treated the preoptic area (POA) 

of the hypothalamus as operating much like a thermostat. Neurons in this region register when 

the temperature in the brain differs from the setpoint and send outputs to effectors such as brown 

adipose tissue (initiating thermogenesis and shivering) and the rostral raphe pallidus (initiating 

vasoconstriction in the skin).  

 

This framing of negative feedback control as operating to maintain setpoints was applied to 

characterize the control of a wide range of physiological systems (for examples, see Ramsay and 

Woods, 2014) and many physiologists simply equated homeostasis with control via negative 

feedback. This is evident in two prominent characterizations of homeostasis for students from the 

latter part of the 20
th

 century:  
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Cannon's word, homeostasis embraces the fixed, or constant, internal environment, but 

then goes on to suggest dynamic, self-regulating processes that serve to maintain that 

constancy or to return the internal environment to normal should it get out of whack. This 

is the concept now referred to as negative feedback, that is, if there is a deviation in one 

direction, there is a reaction in the opposite direction (Langley, 1965, 9). 

 

The term homeostasis is used by physiologists to mean maintenance of static, or 

constant, conditions in the internal environment. . . . Essentially all . . . control 

mechanisms of the body . . . operate by the process of negative feedback (Guyton, 1982, 

3). 

Although, as we discuss in the next section, there is now debate about the utility of 

characterizing homeostasis in terms of setpoints, such references are still extremely common. For 

example Davis and Müller (2015) assert “homeostatic systems require a set point that precisely 

defines the output of the system.” Nijhout, Best, and Reed (2019) maintain “Homeostatic set 

points are absolute values, not relative. . . . The set points reside in the hypothalamus.” Recent 

proposals articulating central concepts of physiology for pedagogical purposes make setpoints a 

defining feature of homeostasis (Modell et al., 2015; Beckett et al., 2023). In a prominent text 

meant for students, Libretti and Puckett (2023) assert “Homeostasis would not be possible 

without setpoints, feedback, and regulation.” 

 

3. Challenges to Homeostasis as Limited to Negative Feedback to a Setpoint 

 

The cyberneticist’s construal of homeostasis as negative feedback both inspired research into 

negative feedback processes that kept variables near setpoints and criticisms that such processes 

do not exhaust the means organisms employ to maintain themselves. The critics typically do not 

deny that there are cases in which negative feedback maintains setpoints but have advanced a 

number of additional concepts, intended either to supplement or replace homeostasis understood 

in those terms. In this section, we briefly discuss three of these criticisms delineating the 

insufficiency of homeostasis and introduce the various concepts that these critics have 
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advanced
4
. Each of the criticisms addresses the notion of setpoint, the idea that organisms 

maintain variables at specific values by negative feedback.  

 

The first group of critics argue that setpoints need not be fixed. This line of argument was 

pioneered by Selye (1973), who argued that as a result of stress, organisms often reset setpoints 

to cope with the stressor. He advanced the term heterostasis (heteros = other; stasis = fixity) to 

describe a process that "resets the thermostat" to maintain a higher state of defense by artificial 

exogenous intervention (p. 443). He contended that this was not in conflict with homeostasis, 

which he took to assume a fixed setpoint: homeostasis represented a short-term response to 

occurrent stressors whereas heterostasis involved longer-term adjustments involving changing 

the setpoint.  

 

Hammel (1990) presented such adjustments to setpoints as a feedforward process that 

complemented feedback regulation and offered examples in which animals adjust their target 

core body temperature when they detect altered conditions in their environment. Hammel did not 

introduce a new term, but incorporated feedforward processes within his conception of 

homeostasis. Mrosovsky (1990), however, argued that the phenomenon is sufficiently 

widespread and important to merit a new name, rheostasis: “A change in the defended level of 

the internal environment is an elaboration, not a contradiction, of homeostasis. It is sufficiently 

common, however, and it has enough ramifications to merit its own name, rheostasis” (p. 13). In 

invoking the term Mrosovsky explicitly alludes to rheostats designed by engineers: “a rheostat 

precisely and vividly exemplifies a device whose setting may easily be adjusted.” Mrosovsky 

offers fever as an example of rheostasis: when challenged by a pathogen, birds and mammals 

increase (in some cases decrease) the temperature setpoint they maintain—for example, humans 

shiver and add bedding to maintain a higher setpoint. Raising the temperature setpoint is 

interpreted as creating a less hospitable environment for pathogens. 

 

The examples so far involve organisms changing the setpoint for negative feedback processes in 

response to perceived conditions. A second group of critics focus on how organisms can 

                                                      
4
 For a detailed analysis of these criticisms focused on work on the regulation of body temperature, see Bechtel and 

Bich (2024). 
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anticipate conditions that have not yet arisen and adjust the setpoint for negative feedback 

accordingly. Most animals anticipate daily changes in their environment on the basis of 

endogenously generated circadian rhythms—oscillations whose period approximates the daily 

cycle of light and dark on our planet. Circadian research in the 20
th

 century documented that 

most physiological variables vary over the course of 24 hours. Accordingly, in a volume 

dedicated to Cannon on the occasion of the 50
th

 anniversary of his development of the concept of 

homeostasis, circadian biologist Moore-Ede (1986) noted a prima facie conflict between 

circadian rhythmicity and homeostatic responses that serve to keep conditions constant: “At first 

glance the demonstration of endogenously generated rhythms in physiological variables which 

can persist independent of fluctuations in environmental conditions would seem to be antithetical 

to the very idea of homeostasis”(p.737). Moore-Ede, however, argued for reconciling the two by 

differentiating two varieties of homeostasis: “reactive homeostasis—corrective actions in 

response to a change which has already occurred”—and “predictive homeostasis—corrective 

responses initiated in anticipation of a predictably timed challenge”(p.738). Moore-Ede argued 

for the importance of predictive homeostasis by noting that many physiological responses, for 

example, those requiring the synthesis of specific proteins, require considerable time so that, if 

the organism is to respond successfully to environment changes, it must prepare its response 

before changes are experienced. 

 

While Moore-Ede retained the term homeostasis in his concept of predictive homeostasis,  

Mrosovsky (1990) incorporated it under his alternative concept of rheostasis, introducing a 

distinction between reactive and programmed rheostasis. He illustrated programmed rheostasis 

with the phenomenon of mammalian hibernation.
5
 In his earlier research, Mrosovsky (1971) had 

demonstrated that even during hibernation animals regulate their internal temperature, just at a 

lowered setpoint. He quotes Heller, Colliver, and Beard’s (1977, 58): “Clearly, then, hibernation 

is a state in which the mammalian regulator of Tb [core body temperature] is reset to a lower 

level, and it is not a state during which the thermoregulatory system is inactivated”. Moreover, 

                                                      
5
 Bernard and Hammel both discussed hibernation but treated it as a failure of the animal’s ability to maintain its 

internal environment. For Bernard, a hibernating mammal is like a seed, allowing its temperature and other variables 

to be set by the environment.  
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he describes how, during hibernation, mammals adjust their setpoint further to periodically warm 

themselves, which enables them to eliminate end products of metabolism such as urea.  

 

In recognition that organisms can change their setpoints in anticipation of changing 

environmental conditions, Sterling and Eyer (1988) introduced the concept of allostasis as a 

replacement for homeostasis. For Sterling (2004, 18), the capacity to anticipate situations and 

alter setpoints (“using prior information to predict demand and then adjusting all parameters to 

meet it”) distinguishes allostasis from homeostasis. Schulkin and Sterling (2019) include 

circadian rhythms as an example of an evolutionarily acquired ability to anticipate change but 

also appeal to activities organisms learn to perform in anticipation of future conditions.  

 

The first two challenges to homeostasis conceived as negative feedback to a setpoint focus on 

how setpoints are changeable either in response to changing conditions or in anticipation of such 

changes. The third group of critics challenges the very appeal to setpoints. In engineered 

systems, there is often a physical component that embodies the setpoint. Typically, it is a 

component, as in a thermostat, that can be acted on and thus reset. In invoking the language of 

setpoint in biology, researchers have often assumed that there is likewise a component in the 

organism that can be set and, in response to anticipatory processes such as circadian rhythms, 

reset. The failure to find a component that functions as a setpoint would be expected to function 

leads some to reject the notion. Romanovsky (2018), for example, argued that the POA, which 

Hammel considered to be the likely locus of the body temperature setpoint, doesn’t function as a 

comparator of current temperature with a setpoint. He contends that the notion of setpoint is best 

set aside. In making his case, he invokes The Commission for Thermal Physiology of the 

International Union of Physiological Sciences’ (2001) entry on set-point, which includes a note 

that the use of the term “has evoked much confusion, as it has been used for different 

phenomena.” One of three notions it distinguishes entails “a central reference signal (which 

obviously does not exist explicitly in the thermoregulatory system).”   

 

While Romanovsky proposes dropping appeals to setpoints in physiology, others propose 

understanding them metaphorically. Ramsay and Woods (2014) assert “In physiology, the term 

set point is used metaphorically to indicate that a regulatory system operates as if there was an 
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engineering type of set point or reference signal, that is, a set point is a hypothetical construct 

that is inferred by assessing whether an animal defends a given value of one or another variable 

using behavioral and/or physiological responses” (230). Critics like Romanovsky, however, 

reject even the metaphorical use of setpoint, in large part because it suggests that there is just one 

process regulating each physiological variable. Often research has revealed numerous regulatory 

processes that all have effects on a given variable. Reflecting this, Romanovsky (2004, 2007), 

whose focus is on the regulation of core body temperature, recommends replacing setpoint with 

balance point. The prime benefit, he contends, is that it “redirects the scientific search from 

looking for the location of the set point (or building a new model of it) to studying the multiple 

feedback, feedforward, and open-loop components that contribute to thermal balance in the 

thermoregulatory system operating as a federation of independent thermoeffector loops”(2007, 

43).
6
 

 

In advancing their argument for replacing homeostasis with allostasis, Sterling and Eyer (1988) 

emphasized that not only are individual variables affected by multiple control mechanisms but 

also that these mechanisms affect other variables that the organism needs to control. For 

example, as behavioral activity increases blood pressure, many other processes in the organism 

are changed, including increase in metabolism and energy production, suppression of immune 

responses, etc. Accordingly, Sterling and Eyer (1988, 636) contend: “to maintain stability an 

organism must vary all the parameters of its internal milieu and match them appropriately to 

environmental demands. We refer to this principle as allostasis, meaning ‘stability through 

change’.” 

 

As we have shown, critics of what they take to be the limited perspective provided by 

homeostasis, understood as involving negative feedback to a setpoint, have advanced a variety of 

alternative concepts to supplement or replace it.
7
  At present, researchers employ a plethora of 

                                                      
6
 Similarly, the literature on the control of body weight also challenges the existence of setpoints and the use of this 

notion, replacing it with that of settling point (Müller, Bosy-Westphal, and Heymsfield, 2010). 

7
 In parallel to physiology, a similar criticism has been advanced in developmental biology by Waddington (1968). 

In order to account for the specificity of developmental regulation, which stabilizes processes (epigenetic 

trajectories) rather than variables, he introduced the alternative notion of homeoresis. In line with the critics of the 
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notions, and there has been little effort to relate them or integrate them into an inclusive, 

coherent framework. This, though, was what Bernard and Cannon sought to provide. 

Accordingly, some theorists, such as Carpenter (2004), have argued that Cannon’s notion of 

homeostasis should be maintained as a unifying perspective. He makes his case by arguing that 

Cannon’s focus was on control and showing that control processes are far more inclusive than 

negative feedback to a setpoint. In addition to direct and parametric feedback, he argues they 

include feedback based on an efference copy, hierarchical combinations of these, and occasional 

random internal perturbations. While Carpenter usefully gathers multiple control processes under 

the common label homeostasis, he does not articulate what integrates them, and how they relate 

to the theoretical notion of homeostasis. To establish the basis for integration, we return to 

Bernard and Cannon and show how they developed their understanding by focusing on 

conditions organisms need to maintain to perform their diverse activities. 

 

4. Bernard’s focus on Conditions Required for “Free and Independent Life” 

 

Cannon (1929, 400) traces his conception of homeostasis to a passage in Bernard’s last 

publication, which Cannon translates as “It is the fixity of the ‘milieu interieur’ which is the 

condition of free and independent life” (Bernard, 1878, 113).
8
 Cannon immediately goes on to 

cite a subsequent passage from Bernard that is less often noted: “all the vital mechanisms, 

however varied they may be, have only one object, that of preserving constant the conditions of 

life in the internal environment” (121). We will return to the second passage below, but begin 

with the first sentence Cannon quotes, a sentence widely quoted in presenting Bernard as 

providing the inspiration for the concept of homeostasis. The term Bernard used, “fixité”, is most 

often translated as constancy, giving rise to the view that, like the cyberneticists, Bernard 

envisaged the mechanisms of organisms as working to maintain specific values of physiological 

variables. However, Bernard himself follows up the sentence Cannon quoted with the statement 

“the mechanism that makes it possible is that which assures the maintenance within the internal 

environment of all the conditions necessary for the life of the elements” (emphasis added). This 

                                                                                                                                                                           
cybernetic view of homeostasis, he argued against feedback as the only stabilization mechanism, proposing to 

consider also absorbing buffering as the means by which a biological system compensates for perturbations. 

8
 Unless otherwise noted, the translations from Bernard are due to Langley (1973).  
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points to a much less restrictive view that looks to the goal of these mechanisms. Bernard’s 

emphasis is on maintaining conditions sufficient for a “free and independent life” for an 

organism. 

 

The reference to “free and independent life” points to a further feature of Bernard’s discussion 

that is often neglected. Bernard makes the statement in the context of distinguishing three forms 

of life, which he labels latent (as manifest in seeds), oscillating, and constant or free. Bernard 

labeled the second oscillating since in it physiological variables oscillate
9
 under the influence of 

the environment: “The beings whose vital manifestations can vary within wide limits under the 

Influence of cosmic conditions are beings with life that is oscillating or dependent on the 

external environment” (103). These organisms include all plants, invertebrates, and coldblooded 

vertebrates. Only birds and animals exhibit “free and independent life,” in which “life . . . unrolls 

along a constant course, apparently indifferent to the variations in the cosmic environment, or to 

the changes in the material conditions that surround the animal” (112). Further, the milieu 

interieur whose regulation makes this possible does not consist of all organs within the organism, 

but specifically “the lymph or plasma, the liquid portion of the blood which in the higher animals 

perfuses the tissues and constitutes the ensemble of all the interstitial fluids, is an expression of 

all the local nutritions, and is the source and confluence of all the elementary exchanges” (112-

113). 

 

Although Bernard characterizes free and independent life as “indifferent to the variations in the 

cosmic environment,” the processes maintaining the internal environment require attending to 

the external environment and countering external processes that disrupt the conditions to be 

maintained. By doing so the animal can carry on its activities independently of it. Thus, Bernard 

says “far from being indifferent to the external world, the higher animal is on the contrary in a 

close and wise relation with it, so that its equilibrium results from a continuous and delicate 

compensation established as if by the most sensitive of balances” (113). In his detailed 

examination of Bernard’s research practices, Holmes (1986) suggests that by emphasizing how 

blood provided a form of independence from the external world and focusing his inquiries on the 

                                                      
9
 A better term might be reactive. There is no indication that, in deploying the term oscillating, Bernard envisioned 

endogenously generated rhythms. 
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interaction of tissues with the internal environment, Bernard sometimes backgrounded how the 

internal environment was affected and responded to the external environment. 

 

Bernard’s (1878) discussion of fixité of the milieu interieur is the culmination of his two-decades 

long engagement with the question of how the internal environment figures in living organisms. 

By contextualizing Bernard’s often cited comments on the importance of maintaining the 

constancy of the internal environment within that history of inquiry, we can better understand his 

perspective. Beginning in 1854, Bernard presented annual lectures at the Collège de France, 

where he was expected to provide a broad conceptual framing of experimental medicine. The 

year before, another physiologist, Robin, advanced a distinction between the solid parts of the 

body that carry out actions and the fluids of the body that maintain them. In that context, Robin 

characterized the fluids as providing an interior environment: 

these fluids comprise the conditions of action, playing with respect to the solids the role 

which the external environment plays with respect to the entire organism. Finally, they 

establish the liaison between the interior and the exterior, between the general 

environment and the organized being. If the general environment disappears or is altered, 

the agent ceases to act; if the humours (this 'milieu' de l'intérieur) are altered, then all 

activity ceases in the solids, just as if they had . . . been destroyed” (Robin, 1853).  

Bernard adopted this perspective in his first lecture in Leçons sur les propriétés physiologiques et 

les altérations pathologiques des liquides de l'organisme (Bernard, 1859). He contrasts the 

physicist’s or chemist’s focus on external conditions with that of the physiologist, for whom 

internal conditions “have to take priority in all physiological experiments.” Tissues, he goes on 

to assert, “are, in reality, removed from direct external influences and protected by a true internal 

environment (milieu interieur) mostly constituted by fluids circulating in the body” (8). Tissues 

are not part of the internal environment but are protected by it. The fluids of the body act as a 

dynamic buffer against environmental perturbations. In his third lecture he turned specifically to 

blood, treating it as both the repository of the activities of the solid tissues and the source of their 

nutrients. He also focused on critical properties of blood, such as temperature. Traditionally body 

heat was thought to be produced by the blood. Based on detailed temperature measurements, 

Bernard concluded that heat was not generated in the blood but in the various tissues; the blood 

served to equalize the temperature through the body. Beyond that, he focused on how the blood 
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served to protect tissues from large variation in temperature and sketched a mechanism by which 

a stable temperature might be maintained:  

It can be said that, in higher animals, tissues do not really feel the effects of temperature 

of the environment because they are steeped in another environment, a liquid internal 

environment which is the blood wherein the organs live like the embryo in the fluids 

which surround him . . . the animal carries in itself an environment which has its own 

temperature, 38 to 40°C. Therefore, it is here that one should look for the mechanism 

whereby an animal can maintain a constant temperature in spite of such large variations 

of the external temperature (51-52). 

After obtaining evidence that arterial blood is sometimes warmer and sometimes colder than 

venous blood, he proposed that “the constancy of temperature results from a sort of equilibrium 

between acquisitions [from tissues] and the losses [to the tissues]. This equilibrium between 

production and loss is regulated by the nervous system” (p. 150; translation by Holmes). The 

idea seems to be that when one part of the body produces heat and so warms the blood adjacent 

to it, other tissues will cool it down. 

 

Holmes relates how Bernard began to articulate a far more dynamical conception of the blood—

that it has “a tendency to be corrupted and vitiated” by the solid parts of the organism it serves 

and so must undergo “incessant renovation and purification” (Bernard, 1867, 67; translation by 

Holmes). He went on to characterize this as resulting from “an essential equilibration between all 

of the chemical transformations which are carried out in the intraorganic milieu and the variable 

vital activity of the diverse secretory and excretatory systems” (88). Bernard began to 

characterize the equilibratory processes as enabling organisms to resist the environment. The 

sources of heat within the animal “enable it to react against the ambient environment, and to 

resist it.”  

 

Later on, Bernard introduced his conception of three forms of life that became the focus of his 

most developed thoughts about the internal environment with which we started (Bernard, 1878). 

He focused on several features of the blood that higher animals must maintain: water, heat, 

oxygen, and [energy] reserves. When he discusses water, he refers to “relative constancy” and 

emphasizes such things as thirst serving to replenish water when it is low. Moreover, he invokes 
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a multiplicity of mechanisms (“secretion, exhalation, ingestion, and circulation which transport 

the ingested and absorbed fluid”) as maintaining water in “effectively fixed proportions.” When 

he turns to temperature, Bernard also identifies an “ensemble of mechanisms” and refers to 

temperature as “closely fixed.” In the case of oxygen, he refers to keeping the quantity “more or 

less constant.” What is clear is that Bernard did not envision absolute constancy, but only 

conditions within the range in which the tissues could function without impairment, and that he 

saw such maintenance as the product of a complex dynamic of processes. Moreover, while he 

only envisioned “constant or free” life for birds and mammals, he recognized the same needs in 

other organisms. Because they could not maintain these conditions within the required range, the 

conditions in which their tissues had to act varied with changes in the external environment. 

Accordingly, their ability to perform the activities of life varied along with the external 

environment.  

 

Bernard’s understanding of how birds and mammals are able to maintain a free and independent 

life is much more nuanced than has been generally recognized. Although he employed the notion 

of fixité or constancy, maintaining constancy in the internal environment was not itself the 

objective; rather, his primary focus was on these animals maintaining conditions suitable to 

perform the activities of life. In particular, he saw this ability as being served by the activities 

involved in maintaining the fluids that constitute the internal environment in conditions 

appropriate for the functioning of the organism. In developing the notion of the constancy of the 

internal environment, Bernard’s ultimate focus was on how organisms maintain themselves in 

viable states.  

 

 5. Cannon’s Broad Understanding of Homeostasis 

 

Cannon’s focus was likewise on the organism. His early research examined how animals respond 

to stressful challenges by mobilizing resources—for example, promoting glucose production by 

the liver to provide energy needed for muscle movements. This research revealed the role of 

adrenaline in initiating responses and led to his investigation of the role of emotions such as 

anger and rage in triggering such responses. Out of this he developed his characterization of fight 

or flight as the alternative responses to threats (Cannon, 1915). In this early work Cannon was 

https://doi.org/10.1017/psa.2024.72 Published online by Cambridge University Press

https://doi.org/10.1017/psa.2024.72


already focused on physiological responses that maintained the organism, but it was in his work 

on endocrine regulation that he began to focus on the maintenance of a “steady state.” Yet, as he 

made clear in Cannon (1925), his focus was less on the steady state itself than on the 

physiological activities that maintained it and the usefulness of the concept for guiding research: 

The existence of steady states in the body and some agencies maintaining them have, of 

course, long been recognized. On this occasion I am laying emphasis upon these states 

because of an interest in some tentative general considerations with regard to 

physiological factors regulating them, and in the possible bearing of these considerations 

on problems of internal secretion. As they may have value in suggesting lines of research 

and bases for critical judgment, they may be worthy of attention (31). 

 

Cannon articulates his “tentative general considerations” in a set of six principles. Some of this 

suggest that he limited his focus to simple mechanical procedures such as negative feedback to 

maintain them. For example, in the first principle he introduces agencies that act to keep a 

“balance”: “in an open system, such as our bodies represent, complex and subject to numberless 

disturbances, the very existence of a poised or steady state is in itself evidence that agencies are 

at hand keeping the balance, or ready to act in such a way as to keep the balance. . . .” and in the 

second he appeals to “an automatic arrangement whereby any tendency towards change is 

effectively met by increased action of the factor or factors which resist the change. . . .” In his 

fifth principle, though, he notes that, with disturbance, many agencies operated “at the same time 

or successively.” 

 

After listing the propositions, he adds an important note qualifying the notion of a steady state: 

In the foregoing statements the expression "ready to act" has been used as an alternative 

to "acting" because in certain instances there is evidence that the situation is not kept 

balanced by direct and immediate opposition of active agencies, but is allowed to move 

to and fro within limits or within critical points, possibly under control of simple physico-

chemical adjustments, and only when these limits are passed are the more complex and 

indirect physiological agencies ( i.e., those involving reactions peculiar to the 

organization of living beings) brought into play (33). 

https://doi.org/10.1017/psa.2024.72 Published online by Cambridge University Press

https://doi.org/10.1017/psa.2024.72


Cannon’s idea of ongoing variation within a range will be illustrated below. What is important is 

that the responses that he will characterize under the term homeostasis involve agencies that are 

elicited only with larger-scale variations that threaten the viability of the organism. 

 

Cannon first used the term “homeostasis” the following year in a short paper in a Jubilee volume 

for Richet. He begins that paper quoting from Richet (1900): “The living being is stable. It must 

be so in order not to be destroyed, dissolved, or disintegrated by the colossal forces, often 

adverse, which surround it. . . . In a sense it is stable because it is modifiable—the slight 

instability is the necessary condition for the true stability of the organism (246).” Richet’s 

intention is not totally clear, but it seems that “the true stability of the organism” is not a state of 

no change, but one in which whatever variation there is does not threaten to destroy, dissolve, or 

disintegrate the organism. The “true stability” is what enables the organism to carry out the 

activities that, in turn, maintain it.  

 

As Keller (2008) discusses, at the time Cannon was developing his ideas, principles of 

thermodynamics, developed by physicists in the 19
th

 century, were influencing both chemistry 

and biology. In this context, terms such as “constancy,” “fixity,” “equilibrium,” “stability” and 

“steady state” were widely invoked, but they were also used in diverse ways. A central principle, 

expressed in the second law of thermodynamics, is that closed systems progress to a steady state 

of highest entropy (disorder). Biologists recognized that these high entropy states were not the 

steady states found in organisms. Already at the time, Hill (1931) characterized “the steady state” 

in membranes and tissues as “very far from equilibrium.” He described the role of “delicate 

governors and . . . a continual expenditure of energy” in maintaining these states. In those same 

years, von Bertalanffy introduced a theory of the steady state in thermodynamically open 

systems to be applied to living systems (von Bertalanffy, 1952). As Keller discusses in the 

second part of her paper (Keller, 2009), later in the 20
th

 century, theorists such as Prigogine and 

Stengers (1984) would develop accounts of how order could emerge in conditions far from 

equilibrium. Although these ideas were not yet fully fleshed out when Cannon was developing 

his concept of homeostasis, he recognized that organisms were not closed systems, but ones open 

to their environment, and that the means by which organisms maintained themselves were, 

accordingly, more complex than those generating equilibrium in closed systems. Such 
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considerations led him to coin a new term, homeostasis: “The steady states of the fluid matrix of 

the body are commonly preserved by physiological reactions, i.e., by more complicated 

processes than are involved in simple physico-chemical equilibria. Special designations, 

therefore, are appropriate:--‘homeostasis’ to designate stability of the organism; ‘homeostatic 

conditions,’ to indicate details of the stability; and ‘homeostatic reactions,’ to signify means for 

maintaining stability” (Cannon, 1926, 91). He then restates the six propositions from his previous 

paper, this time using the terms “homeostatic conditions,” “homeostatic agents,” and 

“homeostatic state.”  

 

Cannon characterized his new concept in greater detail in a 1929 paper in Physiological Reviews 

entitled “Organization for Physiological Homeostasis.” He begins by identifying predecessors in 

addition to Richet who identified “self-regulatory arrangements” in physiology, beginning with 

Pflüger’s (1877, 76) statement: “The cause of every need of a living being is also the cause of the 

satisfaction of the need.”
10

 He next quotes Frédéricq (1885, xxxv) as emphasizing the agential 

dimension of regulatory mechanisms in living organisms: “The living being is an agency of such 

sort that each disturbing influence induces by itself the calling forth of compensatory activity to 

neutralize or repair the disturbance. The higher in the scale of living beings, the more numerous, 

the more perfect and the more complicated do these regulatory agencies become. They tend to 

free the organism completely from the unfavorable influences and changes occurring in the 

environment.” He then quotes the passages from Richet and Bernard noted above.
11

  

 

After this framing, Cannon provides what he terms a definition of homeostasis:  

The highly developed living being is an open system having many relations to its 

surroundings—in the respiratory and alimentary tracts and through surface receptors, 

neuromuscular organs and bony levers. Changes in the surroundings excite reactions in 

this system, or affect it directly, so that internal disturbances of the system are produced. 

                                                      
10

 Pflüger explicates what he has in mind in terms of conditions the organism requires to carry out its activities:  “I 

designate every altered condition of the living organism, which has to be transformed into a different condition in 

the interest and welfare of the individual or its kind, as cause of need.” 

11
 In introducing Bernard’s notion of the fluids of the body, Cannon makes the interesting comment: “This fluid 

matrix is made and controlled by the organism itself.” 
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Such disturbances are normally kept within narrow limits, because automatic adjustments 

within the system are brought into action, and thereby wide oscillations are prevented and 

the internal conditions are held fairly constant. The term “equilibrium” might be used to 

designate these constant conditions. That term, however, has come to have exact meaning 

as applied to relatively simple physico-chemical states in closed systems where known 

forces are balanced. . . . The coordinated physiological reactions which maintain most of 

the steady states in the body are so complex, and are so peculiar to the living organism, 

that it has been suggested (Cannon, 1926) that a specific designation for these states be 

employed—homeostasis (1929, p. 400). 

He goes on to explain that he employed “homeo” as an abbreviation for homoio, the Greek word 

for similar, not “homo” to make explicit that what was maintained was not the same state but 

only a similar one that “admits some variation.”  While he uses the word stasis in the term, he 

constantly refers to conditions. From this discussion, it seems clear that in introducing 

homeostasis he was not limiting it to negative feedback maintaining a setpoint. 

 

Like Bernard, Cannon focused on the fluids of the body, explicating homeostasis in terms of how 

organisms maintain the fluid matrix that supports their activities. In his account, Cannon expands 

modestly on the four conditions on which Bernard had focused (“water, heat, oxygen, and 

[energy] reserves”), distinguishing material supplies such as glucose, water, calcium, etc. and 

what he calls environmental factors, such as temperature, osmotic pressure, etc.  

 

In discussing each, Cannon characterized a target range, not a specific value, and focuses on the 

risks when values fall too far outside the range. Thus, for temperature, he asserts: “The normal 

daily variations of body temperature in man range between 36.3℃ and 37.3℃; though it may 

fall to 24℃ and not be fatal, that level is much lower than is compatible with activity; and if the 

temperature persists at 42-43℃, it is dangerous because of the coagulation of certain proteins in 

nerve cells.” 

 

Cannon details a multitude of procedures, which he refers to as “agencies,” that organisms 

invoke when one of these variables fall outside the target range to restore the disturbed variable 

“back towards the mean position.” With respect to supplies, he describes two classes of 
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agencies—storage by inundation (the flooding of areolar connective tissue both under the skin 

and around muscle) and storage by segregation (in which material is bound into other structures 

for storage). He illustrates the process in the case of regulating blood glucose with his only figure 

(Figure 2). The normal range, which he labels common variation, is between 70 and 130 

milligrams per deciliter. When glucose concentration reaches 130 mg/dl, some of the glucose 

inundates areolar tissue, from which it can flow back into the blood when glucose concentrations 

in the blood drop. It is also segregated in the liver and muscles by being converted to glycogen. 

When it drops below 70 mg/dl, more glucose is typically released from segregation by reactions 

that convert glycogen to glucose. These, for Cannon, represent normal processes, not extreme 

responses. Only if glucose concentration drops much further (e.g., to 45 mg/dl) are there serious 

symptoms; Cannon thus refers to the range from 45 to 70 mg/dl as the “margin of safety.” At the 

other end of the range, only when glucose exceeds 180 mg/dl does it overflow into the kidney, 

resulting in glycemia.  

 

Figure 2. The one figure Cannon used to illustrate homeostasis. Common variation in 

blood glucose is shown in the middle with various processes that act to keep it in the 

range indicated. From Cannon (1929). 
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A proponent of cybernetics might view Cannon’s figure as simply illustrating negative 

feedback—whenever glucose concentrations exceed the boundaries of the normal zone, agencies 

act to restore it. But it is notable that these agencies are not presented in terms of comparing 

measured values to setpoints to initiate responses. Rather, the organism is simply organized to 

perform these restorative actions when conditions merit. This is particularly clear in his 

discussion of inundation—when the quantity of a substance such as glucose increases too much, 

it flows into the areolar tissue, from which it flows back out when the quantity decreases. He 

presents segregation in much the same way. For example, the reaction between glucose and 

glycogen is responsive to the concentration of glucose—when it is low, glycogen is metabolized 

to glucose and when it is high, glucose is metabolized to glycogen.  

 

Far from limiting homeostasis to negative feedback, Cannon presents a far more nuanced 

account of regulation. He adopted the name homeostasis to reflect that the conditions maintained 

may vary, often over a significant range, as in the case of blood glucose. The agencies he invokes 

to maintain physiological variables within the target range do not have to make comparisons to 

setpoints and initiate responses when the variable fails to match the setpoint. Nothing Cannon 

says rules out such processes, but his focus is broader. He identifies a wide variety of processes 

that act to maintain physiological variables within ranges in which the tissues of the organism 

can perform their activities. 

 

6. Bernard’s and Cannon’s Framework Can Encompass the Alternatives to Homeostasis 

 

Bernard’s conception of organisms maintaining the fixité of the internal environment and 

Cannon’s conception of homeostasis are far broader than the characterization in terms of 

negative feedback to a setpoint promoted by the cyberneticists. The critics of the negative 

feedback accounts of homeostasis highlight phenomena that neither Bernard nor Cannon 

considered. However, their perspective on organisms maintaining conditions inside themselves 

in which they could carry out the activities crucial to life can accommodate the phenomena for 

which many of the critics have proposed novel names for concepts intended to extend or 

supplant homeostasis. However, little effort has been made to put into perspective these 

competing yet often overlapping concepts, to analyze how they are related, and to assess how 
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many phenomena of physiological regulation they cover. We contend that this piecemeal 

proliferation of alternative and competing concepts is neither needed nor helpful, unless 

reframed as trying to provide a more refined subcategorization within a wider integrated 

framework for physiological control. A more integrated conception would allow us to provide a 

more coherent picture and provide a common background for discussing and comparing the 

more specific proposals, as well as exploring how they can be deployed together in the service of 

a common goal, that of maintaining conditions in which an organism can perform its activities. 

 

In this concluding section we return to the three arguments raised against the narrow negative-

feedback account and discuss in turn how Bernard’s and Cannon’s understanding can be 

extended to incorporate the regulatory activities the critics have pointed to. The key is that for 

both Bernard and Cannon the focus was on how (at least higher) organisms regulate their internal 

conditions so that they can carry out the activities they need to perform to continue their 

existence. That is, the maintenance of conditions suitable for the continued activities of the 

organism, not the means for doing so, is the focus. As both Bernard and Cannon discussed, there 

are a variety of means for doing so and they welcomed the identification of yet other means. 

Moreover, they recognized that these can interact with each other in complex ways. Keeping that 

in mind can provide the integrated perspective which Carpenter (2004) contended the concept of 

homeostasis provides. He approached the issue by subsuming negative feedback to a setpoint and 

other modes of regulation under a general category of control. We have offered the 

complementary approach of focusing on the goal of control—maintaining the conditions in 

which organisms can perform their activities—as a framework capable of relating and integrating 

the different modes of control. 

 

The first challenge maintained that setpoints that organisms maintain through their regulatory 

processes are not fixed. It is true the Bernard spoke of fixité and Cannon of steady state. As we 

have discussed, however, their actual discussions emphasize a dynamical perspective. Bernard 

used phrases such as “relative constancy.” Cannon chose the term homeostasis, not homostasis, 

to emphasize that an organism maintains a similar state (one that “admits some variation”), not 

the same state. He talks about processes preventing “wide oscillations” of physiological 

variables. While is true is that neither of them addressed organisms maintaining different 
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conditions at different times, that is not, as Selye, Hammel, and Mrosovsky readily acknowledge, 

in conflict what Bernard and Cannon proposed. As Selye notes, it involves taking a longer 

temporal perspective than the responses on which Bernard and Cannon focused. Moreover, Selye 

and the others do not allow just any change in the conditions being maintained—they 

countenance changes that serve to enable the organism, over the longer-term, to maintain 

conditions in which they can perform their activities. Raising the core body temperature an 

animal maintains 1-2° C. to combat an infection serves that end, whereas raising it 4-5° C. does 

not serve that end. Keeping the focus on maintaining conditions in which the organism, both in 

the short and longer term, can perform the activities needed to live provides a perspective for 

evaluating what adjustments in target values are in the interest of the organism.  

 

The second challenge focused on the ability of animals not just to react to current challenges but 

to anticipate them and prepare responses in advance. Endogenous circadian oscillations provide 

organisms a means to anticipate conditions that change over the course of a day and to change 

their internal state accordingly. Although some familiarity with circadian oscillations dates back 

to the Greeks, Wunderlich (1868) was conducting his experiments recording body temperature 

multiple times each day and finding variations just as Bernard was developing his ideas. In 

noting the regular variability in physiological variables, Cannon refers to the daily variation in 

core body temperature Wunderlich identified: “The normal daily variations of body temperature 

in man range between 36.3°C. and 37.3”C” (1929, 402). He does not identify the source of the 

variation and does not present such variability as an adaptive response of the organism or view 

the agencies that maintain variables as operating differently at different times of day. Yet, as 

Moore-Ede (1986) emphasized, embracing circadian rhythmicity as one of the strategies through 

which organisms maintain themselves is not inconsistent with homeostasis. As more recent 

researchers have emphasized, adjusting activities of the organism at different times of days is 

actually a means to maintain homeostasis in its broader sense (Lamia, Storch, and Weitz, 2008). 

The key is the state the organism maintains at a time is one that is suitable for different tissues 

(or the immune system) to perform the activities needed for the survival of the organism. This is 

not just compatible with Bernard’s and Cannon’s framing, but reflects the same perspective on 

the organism as maintaining conditions for its components to perform their activities.  
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Mrosovsky (1990) and Sterling and Eyer (1988) identify additional ways in which organisms 

anticipate conditions and adjust the values of physiological variables. They contend that these are 

sufficiently different from homeostasis to justify different terms. Given the emphasis both 

Bernard and Cannon put on the dynamic nature of physiological regulation, it is doubtful that 

either would have found such adjustments to be incompatible with their conceptual framing of 

maintaining appropriate conditions for the functioning of the organism. At the time they were 

working there were not tools to determine how organisms are able to anticipate the internal states 

that best enable their functioning. In the past 40 years huge progress has been made in 

determining how circadian rhythms are maintained both centrally and in individual tissues in the 

organism (Bechtel, 2024).  Researchers are advancing accounts of how these regulate 

physiological processes, for example, how organisms adjust the core body temperature they 

maintain. Research is developing on how learning also results in anticipatory changes in 

regulatory functions in the organism. Were they working today, both Bernard and Cannon would 

likely have been eager consumers of such research and incorporated changing targets into their 

account of how organisms regulate their internal conditions.  

 

The notion of a setpoint was not part of either Bernard’s account of maintaining the internal 

environment or Cannon’s notion of homeostasis. Accordingly, it is not something their accounts 

need to abandon. As we have noted, one of the factors motivating those arguing for abandoning 

setpoints is that there are generally a host of different processes operative at once in the 

organism. As part of their argument for allostasis, Sterling and Eyer’s contend that “to maintain 

stability an organism must vary all the parameters of its internal milieu and match them 

appropriately to environmental demands.” This, however, would not have been news to either 

Bernard or Cannon. Bernard refers to an “ensemble of mechanisms” that work together to 

maintain a viable internal environment. The focus, again, is on the goals of regulation, not the 

specific means. Moreover, it was the fact that organisms coordinate multiple responses to 

maintain themselves that led Cannon to introduce the term homeostasis: “The coordinated 

physiological reactions which maintain most of the steady states in the body are so complex, and 

so peculiar to the living organism, that it has been suggested (Cannon, 1926) that a specific 

designation for these states be employed—homeostasis” (Cannon, 1929, 400). The example of 

regulating blood glucose from Cannon illustrates how different processes are involved in 
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maintaining that variable. It is a small step (but of great importance) to add that an adjustment to 

address blood glucose will also affect other conditions the organism needs to maintain (e.g., core 

body temperature).  

 

Rather than introducing new notions and accounts in response to the limitations perceived in the 

cyberneticists’ equating homeostasis with negative feedback, we urge returning to Bernard and 

Cannon for the resources for understanding and integrating the diverse strategies, including 

negative feedback, through which organisms maintain themselves. What is common to Bernard 

and Cannon and important in theorizing about regulation within living organisms is the focus on 

the organism (Bechtel and Bich, 2024) and the need to maintain it in conditions in which its 

various activities can be carried out. On the one hand, equating homeostasis with negative 

feedback had the effect of limiting researchers’ focus to distinct variables and identifying a 

setpoint for each. On the other hand, the piecemeal introduction of new ad hoc concepts to 

account for specific regulatory phenomena beyond simple negative feedback has the opposite 

effect of producing a proliferation of independent competing notions, with a consequent 

fragmentation and loss of clarity regarding how they are related, which to choose, and how to 

employ them. In contrast to these two strategies, Bernard and Cannon were focused on 

conditions in organisms that enabled them to perform the activities they need to perform to 

remain alive. Focusing on this physiological goal may provide a fruitful way to avoid these 

extremes and develop an integrated account of regulation. 

 

In closing, we note one additional respect in which Bernard’s and Cannon’s framework may 

require extension. Bernard explicitly focused just on warm-blooded animals; as a physician, 

Cannon focused on humans. This may have been in part influenced by their focus on blood and 

other fluids of the body as providing the environment in which tissues operate. Bernard assumed 

that prokaryotes, plants, fungi, invertebrates, and cold-blooded vertebrates enjoyed no buffering 

from the environment and each of their physiological processes directly responded to external 

conditions. A broader, and now more standard, interpretation of internal environment is that it 

encompasses all the conditions within the organism in which its various mechanisms operate. 

There are a multitude of ways that organisms other than warm-blooded mammals maintain 

conditions within themselves. Even prokaryotes sense conditions within themselves and base 
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actions, such as locomotion or forming biofilms or spores, in response to internal conditions. All 

organisms perform activities to maintain themselves in the face of challenges and in this sense, 

all of them are autonomous (Moreno and Mossio, 2015; Bich, 2024a)—they construct (Maturana 

and Varela, 1980) and repair (Rosen, 1991) themselves and procure the materials and energy 

they need to live. They may not employ all the means for maintaining their internal state that 

Bernard and Cannon identified. In many cases, however, those they do employ are shared with 

the “higher animals,” making it appropriate to investigate homeostasis in all living organisms 

and to treat homeostasis as a unifying theoretical framework for understanding the control of 

physiological processes in all organisms.  
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