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ON THE ALTITUDE OF NODES IN RANDOM TREES 

A. MEIR AND J. W. MOON 

1. I n t r o d u c t i o n . Let Tn denote a tree with n nodes tha t is rooted a t node r. 
(For definitions not given here see [4] or [10].) The altitude of a node u in Tn 

is the distance a = a(u, Tn) between r and u in Tn. The width of Tn a t a l t i tude 
k is the number Wk = Wk(Tn) of nodes a t a l t i tude k in Tn, where k = 0, 1, 
• • • , n — 1. Our main object here is to determine the expected values n(n) 
and JU(W, &) of « and Wk over all trees 7^ in certain families J^~ of rooted trees. 

We consider families J ^ whose generating function y(x) satisfies a relation 
of the type y(x) = T{y(x)\ with a suitable operator T. In § 2 we establish 
formal relations for the generating functions of \x{n) and jx(n, k). After some 
preliminaries in § 3, we apply these results in § 4 to simply generated families, 
t ha t is, to familiesJ^~ whose generating function y(x) satisfies a functional rela­
tion of the type y = xd(y) where 6(y) is a power series in y. We show tha t 
under certain conditions 

M ( » ) ~ (Tn/2A)1/2 and n(n, k) ~ Ake~Ah2/2n if k = 0(n1/2), 

where A is a constant t ha t depends upon J r . § 3 and 4 are devoted to the 
technical details of establishing our main general asymptot ic results (Theorems 
4.3 and 4.5). In § 5 we apply these relations to obtain specific results for three 
particular, simply generated families: labelled trees, plane trees and binary 
trees. In §§ 6 and 7 we consider two non-simply generated families of trees, 
rooted unlabelled trees and recursive trees. A relation of the type n(n) ~ en112 

holds for the rooted unlabelled trees but n(n) ~ log n for the recursive trees. 

2. General r e su l t s . Let yn denote the number of trees Tn in any given 
f a m i l y ^ of rooted trees. (More precisely, if there are weights associated with 
the trees in # " , then yn denotes the sum of the weights of the trees Tn in &~\ 
this will be discussed further in § 3.) We assume y\ = 1 and tha t any non-
trivial tree Tn in J^~ may be constructed by joining the roots of a collection of 
smaller trees Bu . . . , B j inJ^~ to a new node r tha t serves as the root of the 
tree thus formed; the subtrees B\, . . . , Bj are called the branches of Tn. We 
further assume tha t this construction, subject to whatever conditions are im­
plicit in the definition of J^~, gives rise to a recurrence relation for yn in terms of 
3>i, . . . , yn-\ for n ^ 2. Finally, we assume tha t there exists an operator 
T { ^ I ( ^ ) > g2(x), - - •} defined for any (possibly infinite) sequence of power series 
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998 A. MEIR AND J. W. MOON 

gi(*)> &(x)i ' ' ' such that if 

oo 

y = y(x) = X) y**** 
i 

then the recurrence relation for yn can be expressed in terms of generating 
functions as 

y(x) = y[y(x),y(x2), • • •}. 

For notational convenience we shall write this simply as 

(2.1) y(x) = T[y(x)}. 

More generally, if h{x, z) is any power series in two variables x and z, we let 

T{h(x, z)} = y{h(xJz),h(x\z2),- • •} 

where h(x, 2), h(x2, s2), • • • are interpreted as functions of x for fixed values 
of z. 

Let 

Pnmk = Pr{Wk(Tn) =m\ 

where the probability is taken over all trees Tn in#" . If 

Pk(x,z) = ] £ PnmkynXV, 
n,m 

then clearly Pk(x, 1) = y(x). It is easy to see that pnm0 equals one or zero 
according as m = 1 or m 9^ 1 and that if Tn has branches Bi, . . . , Bj then 
Wk+i(Tn) = Wk{Bx) H h W*(£y) for k ^ l . These observations and as­
sumption (2.1) imply the following result. 

THEOREM 2.1. Po(x, z) = zy(x) and Pk+1(x, z) = T{Pk(x, z)) for k ^ 0. 

Let 
00 00 

Ph(x) = J2 v(nyk)ynx
n and Sh(x) = X) ^(n,k)ynx

n 

n=l n=l 

where /x(w, k) and M2(W, fe) denote the first and second factorial moments of 
Wk(Tn) over all trees Tn inJ^~. The following relations are obvious. 

THEOREM 2.2. Fk(x) = (d/dz Pk(x, z))g=i and Sk(x) = (d2/dz2 Pk(x, z))z==1. 

Let 
CD CO 

M(x) = 53 v(n)nynx
n and V(x) = X) ^{n)nynx

n 

n=l n=l 

where ii(n) and /x2(x) denote the first and second factorial moments of a = 
a(u, Tn) over all nodes u of all trees Tn in J r . It is not difficult to see that 
Pr \a — k\ = ii(n, k)/n. This implies the following results. 

00 

THEOREM 2.3. M(x) = ]C kFk(x) and V(x) = J2 k(k - \)Fk(x). 
k=l 
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3. Enumerating simply generated families of trees. We say a family 
Ĵ ~ of rooted trees is a simply generated family if relation (2.1) takes the form 

(3.1) y = x6(y) 

where 

6(y) = 1 + Cly + c2y* + • • • 

is a power series in y = y(x) with non-negative coefficient ct. (Labelled trees, 
plane trees, and binary trees are probably the most familiar examples of simply 
generated families.) The coefficients yn have a straightforward interpretation 
in terms of the c/s. 

The out-degree of a node in a rooted tree is the number of edges incident with 
the node that lead away from the root; thus the out-degree is one less than the 
total number of edges incident with the node except for the root node itself in 
which case the two are equal. If there are Di(Tn) nodes of out-degree i in the 
tree Tn then the weight w(Tn) of Tn is defined by the formula 

(3.2) w(Tn)= FI ct
DiiTH) 

i 

where we adopt the convention that Co = 1. It is not difficult to see that 
assumption (3.1) implies that 

yn = X) w(Tn) 

where the sum is over all the rooted plane trees Tn. There are only a finite 
number of rooted plane trees Tn and each different family Ĵ ~ may be regarded 
as just a different assignment of weights to these trees. If, for example, ct = 0 
for some i then trees with any nodes of out-degree i are assigned zero weight, 
i.e., they are in effect not counted in the family at all. The choice of the c/s 
may reflect, for example, whether different orderings of the branches are taken 
into account in distinguishing between trees in J r . It should be pointed out 
that although the class of simply generated families of trees—in which the 
weights are determined by a relation of type (3.2)—includes some of the most 
common families of trees, it certainly does not include all families. Two non-
simply generated families will be considered later. 

Various authors have, in effect, applied a result formulated by Darboux 
[3, p. 20] to enumerate asymptotically various families of trees. (See, for 
example, [14; 12; 4, p. 503; 5; and 1].) In any particular case it is necessary 
to establish that the generating function of the family satisfies certain hypo­
theses. The following result gives conditions sufficient to ensure that Darboux's 
theorem can in fact be applied. 

THEOREM 3.1. Suppose 6{t) = 1 + C\t + c2t
2 + • • • is a regular function of t 

when\t\ < R S + 0 0 and let 

y = y(x) = x + y2x
2 + y^x3 + • • • 
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denote the solution of y(x) = xd(y(x)) in the neighbourhood of x = 0. / / 

(i) d > 0 and Cj > 0 for some j =• 2, 
(ii) ct =• 0 fori ^ 2, and 

(iii) T6'(T) = 0(r) for some r, where 0 < T < R, 

then y(x) is regular in the disk \x\ ^ p = T/6(T) except at x = p; furthermore, 
y(x) has an expansion in the neighbourhood of p 0/ the form 

(3.3) y(*) = T - 6(p - x ) 1 / 2 - 6 2 ( P - x) • • • , 

where b = p~l{2r/Q" {r))ll\ and 

(3.4) yn~^P-n+1,2n-m, asn^oo. 

Proof. Let f(t) = W'(t) - 0(t). Then/ (0) = - 1 and/ ' (J) = tO"(t) > 0 for 
0 < t < R by (i) and (ii). Therefore, /( /) is a strictly increasing function for 
0 g / < R and it follows from (iii) that tO'(t) - 6(t) < 0 for 0 = t < r. 

Consider the functional relation F(x, y) = y — xd(y) = 0. Then Fy = 
1 — xdf(y), and the observations in the last paragraph imply that Fy ^ 0 when 
\x\ < p = 7/0(7) and |y| < r. Since /^(p, r) = 0, it follows from the implicit 
function theorem that y = y(x) is regular for \x\ < p, that y(p) = r, and that 
x = p is a singularity of 3>(x). Moreover, if |x| = p but x 7^ p then |^(x)| < 
3>(p) = r since 3/1 = 1 and 3/2 = Ci > 0; hence, |0'(3>OO)| < 0'O") = P"1» by 
(i) and (ii). Thus |x0/(3'(x))| < 1 if \x\ = p but x ^ p and, consequently, 
/^(x, y(x)) 7^0 if |x| = p except when x = p. Since Fx y^ 0, /% = 0, and 
T7^ 7e 0 at (p, r) , it follows that 3>(x) is regular for |x| ^ p except at x = p; 
hence, y has the expansion (3.3) around x = p. It follows from (3.3) and (3.1) 
that 

\b* = lim (r-y(x)y y' (x) = lim 3 f e ^ ) • 
x->p~ x->p~ X\L XU ) 

If we use L'Hôpital's rule to evaluate the limit, we find that \b2 = r (p20" (r) )_ 1 , 
as required. Darboux's theorem [3; p. 20] states that if y has the expansion 
(3.3), where p is the unique singularity of y on its circle of convergence, then 
conclusion (3.4) holds. 

We remark that condition (i) can be replaced by the condition that ct > 0 
and Cj > 0 for some i and j such that g.c.d. (i,j) = 1. Condition (iii) is clearly 
satisfied if limt^B-(W'(t) - 6(t)) > 0. 

We also observe, for later use, that it follows from Taylor's expansion of 
6f (y) about y = r and equation (3.3) that 

(3.5) X0' = 1 - bp6"(r)(p - x)1 /2 + • • • 

in the neighbourhood of p. It is easy to see that 0' is a regular function of x 
when |x| ^ p except when x = p. The same is true for 0" and 0'"'. 
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We state without proof some straightforward asymptotic results that we 
shall use later. (See [9, § 4] for a proof of one of the results; the other proofs 
are similar.) 

LEMMA 3.1. Let 

oo oo oo 

A(x) = £ anx
n, B(x) = £ bnx\ A(x)B(x) = £ cnx

n 

n=0 n=0 w=0 

and suppose there exist constants a, fi, a, b, and p, where a, b, and p > 0, such that 

an ~ ap~Un~a and bn ~ bp~nn~P, as n —> oo . 

(i) Ifa = 0and/3=±, then cn ~ 2abp~nn1/2. 
(ii) If a = (3 — | , then cn ~ irabp~n. 

(iii) If a = j8 = f, then cn ~ A (p)bn + B(p)an. 
(iv) If a — \ and /3 = \ and A (p) ^ 0, then cn~ A (p)bn. (This same con­

clusion also holds if the assumption about an is replaced by the assumption 
that an = 0(p~nn~3/2) or the assumption that A(x) is regular when \x\ < 
p + e for some e > 0.) 

4. Results for simply generated families of trees. In this section we 
specialize the results in § 2 to simply generated families of trees whose gener­
ating functions y satisfy a relation of the type y = xd(y). When deriving results 
of an asymptotic nature, we shall assume 6(y) satisfies the hypothesis of 
Theorem 3.1 so that yn ^ cp~nn~3/2 as n —•» oo , where c = \b(p/ir)1'2. For 
notational convenience we shall let Cn{f(x)) denote the coefficient of xn in 
any power series fix). 

THEOREM 4.1. If y = xd(y) then Fk(x) = y(xB')kand 

Sk(x) = y2{xd"){(xd'y-1 + (xd'Y + • • • + (xd')2k-2} for k ^ 0. 

Proof. If T{y] = xd(y), then it follows from Theorem 2.1 that 

Hence, 

Fk+1(x) = xdf • Fk{x) 

by Theorem 2.2. The required formula for Fk(x) now follows immediately by 
induction since F0(x) = y. The formula for Sk(x) may be established in a 
similar way, starting with the fact that So(x) = 0. 

THEOREM 4.2. If y = xd(y), then n(n, k) ~ Ak + 1 and 

»2(n,k)~3A2(fy +k(2A + r V " ( r ) ) 

for fixed values of k as n —> oo , where A — rp6" (r ). 
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Proof. Theorem 4.1 implies that 

/V = y'(xe')* + kyixd'y-^y' • xd" + d'}. 

It follows from (3.5) and Lemma 3.1 (iii) that 

Cn[ky 6'(xB')*-i) = 0(yn). 

When we apply Lemma 3.1 (iv) to the remaining terms and use the fact that 
P6'(T) = 1, we find that 

nn(n, k)yn = Cn{Fk') ~ nyn{l + kTPd"(r)} = nyn{l + kA} 

for fixed values of k as n —•> oo, as required. The proof of the corresponding 
result for /x2(w, k) is similar and we shall omit the details. 

If a2(n, k) denotes the variance of Wk(Tn) over all trees Tn in Ĵ ~, then it 
follows from Theorem 4.2 that 

a2(n, k) ~ \A2k(k - 3) + k{A + r V ' W ) 

for fixed values of k as n —» oo. 
We now give a series of lemmas that will enable us to determine the asympto­

tic behaviour of \x(n, k) when k = 0(n1/2) as k —> oo . 

LEMMA 4.1. If y = xd(y), then 

Cnbixe'f} = ~ - / (yfYer^io - ye')y-
ndy, 

where the integration is around the circle y = reis with — T<s^ir. 

Proof. Cauchy's theorem implies that 

Cn{y(xe')k\ =^r~. f' y{x6')kx-n-xdx, 

where the integration is along a small circle around x = 0. If we let x = y/6(y) 
we obtain the required integrand ; the new path of integration is a simple closed 
curve in the }>-plane which, since the integrand is a regular function for \y\ ^ r, 
may be taken to be the circle \y\ = r. 

LEMMA 4.2. If y = reu and A = rpd"'(r), then 

(yd')k&n-1-k(e - y6')y-n 

provided that ks2 —> 0 and ns3 —> 0 as k} n —* oo . 

Proof. The functions 0(3;) and 6'' (y) are regular in the neighbourhood of 
y = T. If we apply relations such as 1 + Bs + 0(s2) = e

Bs+°(s2) and 1 + 
Cs2 + 0(ss) = e

Cs2+0(s3) to their Taylor expansions and recall that p6'(r) = 1 
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we find, after some simplification, that 

0 = p-V • exp (is - \As2 + 0(s*)), 

ye
f = p - i r . exp ((A + l)is + 0(s2)), and 

0 - yd' = p - V ( - ^ W + 0(5 2 ) ) , 

as ^ —> 0. These relations imply the required result. 

LEMMA 4.3. Let 

h = ^ f (yeyir1-*^ - yd')y-ndy 

where the integration is over the arc y = reis with \s\ ^ en = n~1/2 log w. / / 
k = 0(w1/2) as k, n -^ co } then 

I, = Tp-n{A/2Tryi2kn-*l2e-Ak2i*n + 0(p-ww"3/2). 

Proof. We use the estimate for the integrand given in Lemma 4.2 and observe 
thatfify = ir(\ + 0(s))ds. This implies that 

/ i = (,4r/27ri)p-w | + € n ^ - ^ 2 / 2 + ^ - . (! + 0( |5 | + y b 2 + n | s | 3 ) ^ . 

It is not difficult to see that the contribution of the O-terms to the integral is 
0(n~3/2). To evaluate the main term of the integral we change variables and 
let s = tn~1'2 + iknr1. We find that 

h = (Ar/2Ti)p-ne-Ak2,2n f e^^ttr1 + ikn~*/2)dt + 0 (p-^" 3 / 2 ) , 

where the integration is over the line segment from —ikn~1/2 — log n to 
— ikn~1/2 + log n. If we appeal to Cauchy's theorem and the fact that k = 
0(n1/2), it is not difficult to show that we may replace this path of integration 
by the interval [ — log n, log n\. When we let n —> oo we obtain the relation 

h = (Ar/2T)kp-nn-"/2e-Ak2/2n f+°° e~At2/2dt + 0(p-nn~*/2). 

This implies the required result. 

LEMMA 4.4. Let 

where the integration is over the arc y = reis with en = n~1/2 log n ^ |s| ^ w. 
Ifk = 0(n1/2) ask, n-*oo, then I2 = 0(p-%~3/2). 

Proof. Let d\, d2, • • • denote suitable positive constants and recall that 
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1 — cos s ^ 2s2/ir2 when — TT < s ^ IT. U y = reis, then 

|1 + Cly\2 = (1 + cu)2 - 2CIT(1 - cos s) 

< (1 + clTy - d,s2 < (1 + cir - d2*
2)2. 

Consequently, if y = rezs and |s| ^ ew, then 

|9(y)| g |1 + ciy| + 0(r) - 1 - CIT < 0(T) - d2en
2 = r p - ^ l - < W ) . 

Since | ^ ' ( y ) | ^ rp"1 when \y\ = r, it follows, therefore, that 

\h\ = 0(p-n)(l - d,en
2)n~l~k. 

This implies the required result. 

THEOREM 4.3. If y = xd(y) and k = 0(n112) as k, n-* oo, then 

fx(n}k)^Ake-Ak2/2n, 

where A = Tpd,f(r). 

Proof. Theorem 4.1 and Lemmas 4.1, 4.3, and 4.4 imply that 

n(n,k)yn = Cn{y(xB')*} = h + h 
= r(A/27r)1/2kp-nn-s/2e-Ak2/2n + 0(p-nn~3/2). 

The required result now follows from (3.4) and the definitions of A and b. 

It can also be shown, by a similar argument, that 

M2(w, k) = An(e~Ak2/2n - e-
2Ak2/n) + 0(k) 

when k = 0(n1/2) as k, n —> oo. This implies that 

a2(n, k) = An(e~Ak2/2n - e~
2Ak2/n) - A2k2e~Ak2/n + O(k) 

when k = 0(n1'2) as k, n —> oo. In particular, if k ~ \n1/2 as n—± co , then 

<r2(n,k) ~An(e~Ax2/2 - A\2e~A^2 - e~2AX2). 

THEOREM 4.4. If y = xd(y), then 

M{x) = xy'(xy' • y~\ - 1) awd F(x) = 2M(x)(xy' • 3/-1 - 1). 

Proof. Theorems 2.3 and 4.1 imply that 

00 00 

M = Y, kFk = y ^ k(x6')k = yx6'(l - xdf)~2 = xy'{xyf • y~l - 1), 
k=l k=l 

since x0' = 1 — y/xy'. The formula for V(x) can be derived in a similar way. 

THEOREM 4.5. If y = xd(y), then 

n(n) ~ CTTT~ln1'2 and ixi(n) ~ 4:TC2r~2n 

as n—> GO, where c = ib(p/ir)1/2 = T(2TA)~1/2. 
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Proof. It was shown in [9] that Cn{xyr • y~1} ~ r~lnyn. Hence, 

ix(n)nyn = Cn[xyf • y~l — 1)} ~ T~lirc2p~n ~ r~lCTrnz,2yn 

as n —» oo , by Lemma 3.1 (ii). This implies the required relation for /x(w). The 
proof of the corresponding result for ixz(n) is similar except that it requires 
the use of Lemma 3.1 (i). 

If a2(n) denotes the variance of the altitude a — a(u} Tn) over all nodes u 
of all trees Tn in J^, then it follows from Theorem 4.5 that 

0-2 (w) ^ wc2T~2 (4 — ir)n, as n —» oo . 

The limiting distribution of the altitude a can be readily deduced from 
Theorem 4.3. 

THEOREM 4.6. For each fixed constant t, 

Pr {a g /w1/2} = 1 - e~t2/2 + 0(n~1/2) as n -> oo. 

We remark that the constant 4̂ that appears in Theorem 4.3 may assume 
any positive value for suitable familes J^. For example, when 

y = x(l+0y + I T V ) , 

where (i and y are positive constants, we find that A — Y(/3 + Y ) - 1 ; this takes 
on all values in the interval (0, 1) as fi varies throughout the interval (0, oo ). 
When y = x(l — Py)~y we find that .4 = 1 + y~l and this takes on all values 
in the interval (1, oo ) as Y varies throughout the interval (1, oo ). When y = 
xev we find that A = 1. 

The graphs of the functions 

u = u(v) = ±y(n,vn1/2)/n1/2 = ±%Ave~Av2/2 

are give in Figure 1 for a few values of A. These give some indication of how 
the (two-dimensional) profile of a random tree depends on A. 

A - 1/3 .4 = 1/2 A = 1 A = 2 A = 3 

FIGURE 1. The width of trees. 
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5. Explicit formulae for some families of simply generated trees. We 
now apply Theorems 4.1 and 4.4 to obtain explicit formulae for \x{n, k), 
/x2(n, k), n(n), and ^in) for three part icular families of simply generated trees, 
namely, labelled trees, plane trees, and binary trees. W e leave it as an exercise 
for the reader to verify t ha t the asymptot ic behaviour of these variables agrees 
with the results of Theorems 4.2, 4.3, and 4.5, where applicable. 

Let J^~ denote the set of rooted trees with labelled nodes ; if the tree Tn is in £F 
then its nodes are labelled 1, 2, • • • , n and two such trees are considered the 
same if and only if their roots have the same label and nodes i and j are joined 
in one tree if and only if they are joined in the other for 1 ^ i < j ^ n. T h e 
non-isomorphic rooted trees TA and the number of ways of labelling their nodes 
are illustrated in Figure 2. 

ô 
24 24 

FIGURE 2. Labelled trees. 

Let y denote the generating function for the family J^~ of rooted labelled 
trees; it is well-known (see, e.g. [14] or [10]) t ha t 

CO n 
n—1 % 

n — (5.1) y = xev = Z 

Hence, 

Fk(x) = y{xd'Y = yk+1 = (k + 1) £ (n) 
n=k+l 

n-k-2 3C_ 
k+in n\ ' 

by Theorem 4.1 , equat ion (5.1), and Lagrange 's inversion formula. Therefore, 

(5.2) M(»,fe) = (k + 1 ) ( ^ W ^ + 1 

and, similarly, we find t ha t 

2k+l 

j=k+2 

Theorem 4.4 and equation (5.1) imply t ha t 

CD 

Mix) =y\l- y)'' = £ jyi+1 

3-1 
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from which it follows that 

(5.3) n(n)=n-1tjti~l)(n)j/n
j. 

Similarly, we find tha t 

(5.4) M2(n) = n-1 £ j(j - 1)0' - 2) (»),/*'. 

We leave it as an exercise for the reader to show tha t these formulae can be 
rewrit ten as 

M M = Z) (n)j/nj 

and 

M2(n) = 2(» + 1) - 4 X (")*/*'• 

Meir and Moon [7] derived results equivalent to (5.2), (5.3), and (5.4) by 
a somewhat different argument . We also remark tha t Stepanov [15] has 
determined the asymptot ic behaviour of the higher moments of the variable 
Wk(Tn) • n~1/2 when k ~ en112 for some positive constant c for rooted labelled 
trees. 

Let ^ denote the set of rooted plane trees. The nodes of such trees are not 
labelled, although the root is distinguishable from the remaining nodes, and 
two such trees are considered the same if and only if they have the same ordered 
set of branches with respect to the root. The different rooted plane trees with 
four nodes are illustrated in Figure 3. 

FIGURE 3. Plane trees. 

Let y denote the generating function for the family J^~ of rooted plane trees. 
Then (see, e.g., [14, p. 197] or [4, p. 67]) 

(5.5) y = x(l + y + y2 + • • •) = x(l — y)~ i ( l - (1 - 4 x ) 1 / 2 ) 

~ l2n - 2\x^ 

n=i \ n - 1 / n ' 
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Hence, 

Fk(x) = y(xO')K = yxK(l -y)~ 

= *-y*+1 = (2* +1) Ë ( 2?7\)-ii> 
by Theorem 4.1, equation (5.5), and Lagrange 's inversion formula. Therefore, 

n(n,k) = (2k + l)(n- l),/(n + k)k 

and, similarly, we find tha t 

2k 

m(n,k) = 2 L (2j + l ) ( n - l ) , / ( n + j ) , . 

Theorem 4.4 and equation (5.5) imply that 

M(x) = xy{l - 2y)~2 = xy(l - 4x)"4 

= èx{(l - 4X)-1 - (1 - 4x)-1/2) 
from which it follows that 

(,6) pW.^/t1 ) - ! 
Similarly, we find tha t 

Formula (5.6) was given earlier by Volosin [16]. 
Let J^~ denote the family of rooted binary trees. This family is the subset of 

rooted plane trees consisting of those trees in which the out-degree of every node 
is either two or zero. The different rooted binary trees with seven nodes are 
il lustrated in Figure 4. 

FIGURE 4. Binary trees. 

Let y denote the generating function of the family ^ ~ of rooted binary trees. 
Then (see, e.g., [2]) 

(5.7) y = x(l + y*) = i- (i - (i - 4*Y") = £ M X 

m=o \m i 

2ro+l 

2x ^ o \m J m -\- I 
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Hence, 

Fk(x) = y(x6')k = y{2xyf 

- o + D2> Ê (2"" +.1 r*) r 4 * ^ 
^ V m + 1 / 2m + 1 -

& ' 

by Theorem 4.1, equation (5.7), and Lagrange's inversion formula. Therefore, 

M(2m + 1, k) = (k + l)2*(m)*/(2m), 

and, similarly, we find that 

,x2(2m + 1,£) = Z ( j + l)2^'(m),/(2m);. 

Theorem 4.4 and equation (5.7) imply that 

M(x) = 2x;y2(l - 2ry)~2 = 2 (3/ - x)( l - 4x2)~x 

= x-M(l - 2x2)(l - 4X2)-1 - (1 - 4x2)-1/2( 
from which it follows that 

i2m+i / i 2m + 

m ' ) 
2. (5.8) M(2W + 1) = 2' 

Similarly, we find that 

M2(2m + 1) = 4(m + 3) - 6 • 22m+1 / (2™ + l) . 

It can be shown that (5.8) is equivalent to a result derived by Knuth [6, p. 590]. 

6. Rooted unlabelled trees. Let ^ d e n o t e the family of (non-isomorphic) 
rooted unlabelled trees. The rooted unlabelled trees with four nodes are illus­
trated in Figure 5. Let y denote the generating function for the family ^ of 

0 9 

0 

ô o o 

FIGURE 5. Rooted unlabelled trees, 

rooted unlabelled trees. Then (see, e.g., [14, p. 149] or [4, p. 52]) 

(6.1) y = xexp J2 y(x3)/j-
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Thus the rooted unlabelled trees are not a simply generated family, but their 
generating function does satisfy relation (2.1) with 

oo 

T{y(x)} = xexp X y(x3)/j-

Otter [12] (see also [4, pp. 209-213]) showed that y(x) has an expansion of 
the type 

(6.2) y(x) = 1 - b(p - x)l/2 - b2(p - x) • • • 

in the neighbourhood of p = 0.3383 • • • , where b = 2.6811 • • • . From this he 
deduced that 

(6.3) yn~cp-nn~s/2 

as n -» oo , where c = ^ ( P A ) 1 / 2 = 0.4399 
We remark, for later use, that it follows from (6.1) that 

(6.4) xy'{x)(l — y(x)) = y(x) • Q(x) 

where 

(6.5) Q(x) = 1 + JT, y'(xk)x\ 

Relations (6.2) and (6.4) imply (see [4, p. 213]) that 

(6.6) Q(p) = ±b2p = 1.21600- • • . 

THEOREM 6.1. If ^denotes the family of rooted unlabelled trees, then F0(x) = 
y and 

oo 

Fk+1(x) = y X) Fk(xj) for k = 0, 1, • • • . 
. 7 = 1 

Proof. The result is obvious when k = 0. Theorem 2.1 and relation (6.1) 
imply that 

~Pk+1 = £ \x exp g Pk(x\ zj)/jj = P H 1 • g | {Pk(x\ z'))J-\ 

The required result now follows from Theorem 2.2 upon letting 2 = 1. 

COROLLARY 6.1. n(n, 1) —» 2 + y{p2) + y(p3) + • • • asn —> oo. 

Proof. Theorem 6.1 implies 

oo 

Fi(x) = 2 ] M(W, l)3V^n = y(x){y(x) + y(x2) + • • • } . 
n = l 

Now, >'(p) = 1 and the functions 3>(:£2), y(x3), • • • are regular when |x| < p + € 
for some positive e, by (6.2). The required result now follows from Lemma (3.1), 
parts (iii) and (iv). 
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Notice that /z(w, 1) is the expected degree of the root of a rooted unlabelled 
tree with n nodes and that this equals the expected number of trees in a 
random forest of rooted unlabelled trees with n — 1 nodes altogether. Palmer 
and Schwenk [13] have shown how to enumerate the forests with a given number 
of nodes consisting of a given number of trees from certain families. In particu­
lar, they obtained, in effect, the result in Corollary 6.1 for forests of rooted un­
labelled trees. The relation in Corollary 6.1 can be rewritten as 

„ ( n , l ) - 2 + £ y,ps7(l-p') 

and they obtained the estimate 2.1918 • • • for the limiting value on the right 
hand side. More generally, it can be shown that 

M(», k + 1) -> n(n, k) + Fk(P) + Fk(p>) + • • • 

for k è 0. 
Relations for Sk+i(x) can also be derived from Theorem 2.2 and relation 

(6.1). In particular, if a2(n, 1) denotes the variance of the number of nodes of 
altitude one in a random rooted unlabelled tree Tm then it can be shown that 

* 2 ( « , 1 ) - ' E Jy(p') = 1.4741-.-
3=1 

as n —» co . 

THEOREM 6.2. If ^~ denotes the family of rooted unlabelled trees, then 

oo 

(6.7) M(x) =JTJ M(xj) + xy' - y. 

Proof. It follows from Theorem 2.3 and 6.1 that 

M(x) = £ (* + l)^+1(x) = y £ k £ W ) + £ F\{x) 
£=0 A;=0 ; = 1 k=l 

CO 

= y ^2 M(xj) + xy' — y. 
3=1 

COROLLARY 6.2. n(n) ~ (l/2c)nin = (1.1365 • • -)nin as n -> oo. 

Proof. Formula (6.7) can be rewritten as 

M(x) = xy'lxy' + É M(xj) + Q(x) - \\ / Q(x), 

in view of (6.4) and (6.5). The functions ]C7=2 M(xj) and (Q(x))~l are regular 
when |x| ^ p + e for some positive e. It follows, therefore, that 

nn(n)yH = Cn{M(x)} = Cn{{xy'Y/Q{x)\ + 0(nyn) 

= lWpl~n/Q(p) + 0(nyn) = èp-" + 0(nyn) 
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from (6.3), parts (iv) and (iii) of Lemma 3.1, and (6.6). This and (6.3) imply 
the required result. 

If a2(n) denotes the variance of the altitude a = a(u, Tn) over all nodes u of 
all rooted unlabelled trees Tn, then it can be shown that 

a2(n) 
4 — 7T 

2Q(P) 
n = (.3529 • • -)n as n —> oo . 

7. Recursive trees. A tree Tn with n labelled nodes, rooted at node 1, is a 
recursive tree if n = 1 or if Tn can be constructed by successively joining the 
j - th node to one of the first j — 1 nodes for 2 ^ j ^ n. The branches of Tn 

with respect to the root node 1 are themselves recursive trees, or rather they 
would be if the nodes in each branch were relabelled accoiding to the size of 
the original labels. The recursive trees with four nodes are illustrated in Figure 
6. Let y denote the generating function of the family Ĵ ~ of recursive trees. 

40 

30 

20 

16 

30 04 40 

10 

30 

IO it 

FIGURE 6. Recursive trees. 

Then (see, e.g., [8]) 

(7.1) / = ev 

so 

3,= - l n ( l - * ) = X) {n-l)\X-= V X~. 

Thus the recursive trees are not a simply generated family, but their generating 
function does satisfy relation (2.1) with 

x)\ = \ ev{t)dt. 
J 0 

(7.2) Y\y{. 

THEOREM 7.1. / / &~ denotes the family of recursive trees, then 

F ^ = a + n i for k = 0,1,'- . 

Proof. Theorem 2.1 and relation (7.3) imply that 

J 0 •/ n dz dz 
ePkU<z)~APk{t,z))dt. 

0 oz 
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Hence, 

Fk+1(x) = ) e?Al) Fk{t)dt = }Xy'(t)Fk(t)dt, 
•^ 0 J 0 

by Theorem 2.2 and relation (7.1). The required result now follows by induc­
tion on k since F0(x) = y> 

If 1 ^ k ^ n, let 

d\d2 ' • ' dk 

where the sum is over all positive integers at such that 1 ^ at ^ n — 1 and 
ai 9^ a1 for 1 ^ i} j ^ k; we adopt the convention that f(n, 0) = 1 and 
fin, k) = 0 if n g ife. 

COROLLARY 7.1. /*(#, &) = /(w, k)/kl for 0 ^ k S n — 1. 

Proof. The numbers f(n, k) clearly satisfy the relation 

f(n + 1, * + 1) = f(n, k + 1) + (k + l)/(w, k)/n. 

The numbers ju(n, k) satisfy the relation 

/x(n + 1, fe + 1) = M(^> & + 1) + M(^> k)/n\ 

this follows from the fact that Fk+i = 3;' • Fk, or (1 — x)Fk+i = F*. The re­
quired result now follows readily by induction. (The result can also be estab­
lished by a purely combinatorial argument; see [11].) 

COROLLARY 7.2. \x{n, 1) = log n + 7 + 0{n~l) and 

»(n,k) = i {(log *)* + £7(log TO*"1 + O(£2(log n)k~2)} 

if k ^ 2 awd & = 0'(log w) as n —> 00, wfeere 7 = 0.5772 • • • denotes Euler's 
constant. 

Proof. We may suppose that k ^ 2. Let g(n, &) be defined as fin, k) was 
except that now the restriction ax 7^ aj is dropped. Then 

(7.3) g(n,k) = ( g J " 1 ) " = (logn + 7 + O^"1))*. 

The terms in g(n, k) consist of those in f(n, k) plus those in which at least two 
factors are equal. Hence, 

(7.4) 0 =£ g(n, k) - / ( » , *) £ (*)g(n, « - 2) g j " 2 

< &2(log« + I)*"2 = O(k\logn)k-2). 

The required result now follows from (7.3), (7.4), and Corollary 7.2. 
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Similarly, it can be shown that 

If a2 (n, k) denotes the variance of the number of nodes of altitude k in a random 
recursive tree Tn, then it follows from Theorem 7.1 and Corollary 7.2 that 

n-l n-l / 2 \ 

v\n, 1) = 2 J'1 ~ X) j ~ 2 = logw + I 7 - ^ - ) + 0{n~l) 
; = 1 j=l \ O / 

and 

a*(n,k) = {(k - 1)!1" 2- {(log«)2*-V(2* - 1) + O((\ogn)2k-2)} 

if k ^ 2 and k = o (log w) as w —> oo. 

THEOREM 7.2. / / JU(W) denotes the expected value of a(u, Tn) over all nodes u of 
all recursive trees Tn, then 

n 

M(^) = £ j ~ l = logn + (y — I) + 0{n~l) for n è 2. 

Proof. It follows from Theorems 2.3 and 7.1 and relation (7.1) that 
CO CO CO 

MM = E „(»)*" = E *M«) = E &/+7(£ + i)! 
n=l Jc=l k=l 

CO 

= yey — (ev — 1) = (1 — x)~ • (y — x) = (1 — x)~ • ^ xn/n. 
n=2 

This implies the required result. 

Similarly, it can be shown that 

V(x) = jfV - 2M(x) = (1 - x ) - 1 • j>2 - 2M(x). 

If a2(n) denotes the variance of the altitude a = a(u, Tn) over all nodes u of 
all recursive trees Tn, then it follows from Theorems 7.1 and 7.2 and Corollary 
7.1 that 

n n 

a
2(n) = f(n + 1, 2) - n(n) - /(w) = X) J'1 ~ S J~2 

= log n + ! 7 - ^r I + 0(w *). 

This and Chebyshev's inequality imply that 

Pr \\a - log w| < (log n)1/2+*} -> 1 

for any positive e as w —•» oo . 

We remark in closing that results equivalent to Theorems 7.1 and 7.2 were 
obtained in [11] by a different approach. 
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