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Abstract
We study the turnpike phenomenon for optimal control problems with mean-field dynamics that are obtained as
the limit N → ∞ of systems governed by a large number N of ordinary differential equations. We show that the
optimal control problems with large time horizons give rise to a turnpike structure of the optimal state and the
optimal control. For the proof, we use the fact that the turnpike structure for the problems on the level of ordinary
differential equations is preserved under the corresponding mean-field limit.

1. Introduction

Over the last few years, there has been an increased level of activity on the study of collective behaviour
phenomena from a multiscale modelling perspective. Classical examples in socio-economy, biology,
and robotics are given by the interactions between self-propelled particles, such as animals and robots,
see, e.g. [1, 6, 13, 14, 18, 32]. Those particles interact according to a nonlinear model encoding various
social rules for example attraction, repulsion, and alignment.

It is of great relevance for applications in the study of the impact of control inputs in such complex
systems. Results in this direction allow the design of optimised actions such as collision-avoidance
protocols for swarm robotics [10], pedestrian evacuation in crowd dynamics [2], the quantification of
interventions in traffic management [37] or in opinion dynamics [4, 26]. From a mathematical point
of view, a multiagent control problem is described by minimisation of an integral objective functional
subject to a constraint that is the complex dynamic depicted by a system of ordinary differential equations
(ODE).

The formulation of an interacting particle system at a microscopic level requires the study of large-
scale systems of agents (or particles), and it requires a considerable effort both from a theoretical and
numerical point of view. We may consider a different level of description, that is the derivation of
mesoscopic or mean-field approximations of the original dynamic. Here, the density of the particles
is obtained as the number of particles tends to infinity [9, 15–17, 21, 30, 31, 33–35]. Of particular
interest is therefore the design of controls in the mean-field control approaches [7, 22–24].

In this paper, we focus on the turnpike phenomenon for mean-field optimal control problems. This
topic has been studied recently for example in [11], and it concerns relations between the solutions of
dynamic optimal control problems with objective functionals of tracking type and the corresponding
static optimal control problems. The turnpike property states that the distance between the dynamic and
the static optimal solution is small, in particular, for large time intervals. Hence, it allows to use this
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information about the structure of the dynamic optimal control to reduce the cost to obtain a numerical
approximation by using the static optimal control that can be obtained more easily.

An early reference to the turnpike property is [36], and in [20, 41, 42], overviews on discrete-time and
continuous-time turnpike properties are given. The turnpike phenomenon for systems governed by ordi-
nary differential equations has been studied also in detail in [27, 39, 40]. Measure and integral turnpike
properties have been studied in [38]. A turnpike analysis for systems that are governed by semilinear
partial differential equations is presented in [28], while the relation between the turnpike property and
the receding-horizon method is investigated in [8]. In [19], manifold turnpikes are also studied. We can
find in the literature a lot of studies for different variants of turnpike behaviour for both discrete and
continuous-time optimisation problems governed by either finite or infinite dimensional systems, such
as the exponential turnpike property (see e.g. [39]) or the integral and measure turnpike properties, as
in [38]. In this work, we consider the turnpike property with interior decay, which describes the situ-
ation that in the interior of the time interval, the distance between the dynamic optimal control/state
pair and the corresponding static solution is often very small for sufficiently large time horizons. We are
interested in particular on the question whether the turnpike property of a system persists in the limit of
infinitely many ODEs and under which conditions such a turnpike property holds true on the mean-field
level.

Next, we state the optimal control problem in detail. We consider the control of high-dimensional
nonlinear dynamics accounting for the evolution of N agents at the microscopic level and, as described
for example in [17], the mean-field dynamics given by a non-local transport equation for the density of
particles at position x ∈R

d and time t ∈R
+. The initial particle density μ0(x) is given, and the control

action is modelled by an additive term in the partial differential equation (PDE). More specifically, we
consider a PDE of the type

∂tμ(t, x) + ∂x

(
((P ∗μ)(t, x) + u(t, x)) μ(t, x)

)
= 0, μ(a, x) =μ0(x), (1.1)

where ∗ denotes the convolution operator, the function P is given, and the real positive number a is the
initial time. Dynamics of this type may also occur as non-local regularisations of balance laws, see, e.g.,
[5, 12].

We consider an optimal control problem for a finite large time horizon, subjected to system (1.1).
The objective function that we want to minimise depends both on the control and the state

J(a, b)(μ, u) =
∫ b

a

f (μ(t, x), u(t, x)) dt,

for a given real-valued function f

f (μ, u) =
∫
Rd

(L(x) +�(u(t, x))) dμ(t, x), (1.2)

and a time interval [a, b] with a< b real positive numbers. A particular example is given by

∂tμ(t, x) + ∂x

(
((H ∗μ)(t, x) + u(t, x)) μ(t, x)

)
= 0, (1.3)

where (H ∗μ)(t, x) = ∫
Rd H(x − y)(y − x) dμ(t, y) denotes a non-local integral operator and H a given

continuous function. For this example, we assume that the integral objective function is the sum of a
quadratic control cost and a tracking term. The tracking term is the mean-field limit of a microscopic
term that aims all the particles to reach a constant consensus state ψ̄ . Hence, the size of the difference∫

Rd

∥∥x −ψ
∥∥2

dμ(t, x)

is minimised in a suitable norm, assuming that 1 = ∫
Rd 1 dμ(t, x). For a parameter γ ≥ 0, we consider

f = f̂

f̂ (μ, u) =
∫
Rd

(∥∥x −ψ
∥∥2 + γ ‖u(t, x)‖2

)
dμ(t, x) . (1.4)
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Note that this is a particular case included in the cost functional from [25]. Therein, the minimisation
of a more general integral cost constrained by a PDE is considered. The analysis in [25] is applicable to
our optimal control problem, in particular, the existence result for controls is provided in Theorem 4.7
but the turnpike property is not discussed.

The paper is organised as follows. In Section 2, the general dynamic optimal control problem is
defined at microscopic level. Section 3 is devoted to the mean-field approximation of the microscopic
dynamics and presents an existence result for the solution of the mesoscopic control problem. In
Section 4, we show that the problem satisfies a strict dissipativity inequality both at the microscopic
and mean-field level. In Section 5, we prove that a cheap control condition holds, we first discuss it
for the case with a finite number of particles and then we extend it to the mean-field case. Finally,
Section 6 uses the previous assumptions to prove the turnpike property with interior decay.

2. An optimal control problem for N particles

Let natural numbers d and N be given. Define the state space

XN = (Rd)N .

Let initial particle states ψ0 ∈ XN be given. For ψk(t) ∈R
d (k ∈ {1, . . . , N}) as in [3], we consider the

system with the initial conditions ψk(a) =ψ 0
k (k ∈ {1, . . . , N}). Let a continuous function

P : Rd →R, with P(0) = 0,

be given that is bounded with respect to the maximum norm. For k ∈ {1, . . . , N} the movement of the
particles is governed by the ordinary differential equations

ψ ′
k(t) = (P ∗μN)(ψk(t)) + uk(t)

= 1

N

N∑
i=1

P(ψi(t) −ψk(t)) + uk(t), ψk(a) =ψ 0
k , (2.1)

where uk(t) = u(t,ψk(t)) and

μN(t, x) = 1

N

N∑
i=1

δ(x −ψi(t))

is the empirical measure supported on the agents states. We search for a control uk(t) that is a solution
of the optimal control problem where the cost functional

J(N,a,b)(ψ , u) =
∫ b

a

fN(ψ(t), u(t)) dt, (2.2)

is minimised, with

fN(ψ , u) =
∫
Rd

(L(x) +�(u(t, x))) dμN(t, x)

= 1

N

N∑
k=1

(
L(ψk(t)) +�(uk(t))

)
, (2.3)

where the optimisation horizon b − a expresses the time horizon along which we minimise the running
cost. Thus, our objective is a function of the state and control variables. For k ∈ {1, . . . , N}, we define the
static variablesψ (σ ), u(σ ), for the state and control respectively. Then with the initial dataψk(a) =ψ (σ ) and
the control u(σ )

k = u(σ ) = 0, the system remains in the steady state ψk(t) =ψ (σ ), for every k ∈ {1, . . . , N}.
The problem is similar to the problem that has been considered in [25].
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For real positive numbers a, b, with b> a and an initial state ψ0 ∈ XN , we define the parametric
optimisation problem

Q(N, a, b, ψ0): min
u

J(N, a, b)(ψ , u)

subject to (2.1), and V(N, a, b, ψ0) the optimal value of Q(N, a, b, ψ0).

3. Existence of solutions in the mean-field limit

The original formulation of the interacting particle system (2.1) is at microscopic level through a system
of ODEs, but the study of microscopic models for a large system of individuals implies a considerable
effort especially in numerical simulations, as models on real data may take into account very large
number of interacting individuals. To reduce this complexity, we can consider a more general level of
description, that is the derivation of a mesoscopic approximation of the original dynamic. The basic
idea is to analyse the density of particles, instead of focusing on the evolution of every single particle.
Hence, we will consider continuous models in order to simulate the collective behaviour in case of
analysing systems with a large number of agents N 
 1. By passing to the mean-field limit N → ∞ of
the ODE system (2.1), we obtain the PDE problem (1.1) which describes how the density of the particles
μ=μ(t, x) changes in time.

In order to prove the existence of a mean-field limit for the dynamics (2.1) and the cost functional
(2.2), we consider the functions with the following properties:

(P) The function P : Rd →R, with P(0) = 0, is a locally Lipschitz function such that

‖P(ψ)‖ ≤ CP‖ψ‖, for all ψ ∈R
d.

(L) The function L : Rd → [0, +∞) is a continuous function with respect to the topology generated
by the Euclidean distance on R

d.
(�) The function� : Rd → [0, +∞), with�(0) = 0, is a non-negative convex function and there exist

C� ≥ 0 and 1 ≤ q ≤ +∞ such that

Lip(�, B(0, R)) ≤ C�Rq−1,

for all R> 0.

Considering these three assumptions for the functions P, L, and �, we can apply the existence
Theorem 4.7 in [25]. In Theorem 3.1, we indicate with W1 the Wasserstein distance between two
probability measures μ and ν ∈ P1(Rd) as

W1(μ, ν) := inf
γ∈	(μ,ν)

∫
Rd×Rd

‖x − y‖ dγ (x, y),

where 	(μ, ν) denotes the collection of all measures on R
d ×R

d with marginals μ and ν on the first and
second factors respectively.

Theorem 3.1. Letμ0 ∈ P1(Rd) be a given probability measure with compact support. We assume that the
sequence (μ0

N)N∈N of empirical measures μ0
N(x) = 1

N

∑N
i=1 δ(x −ψ0

i ) is such that limN→∞ W1(μ0
N ,μ0) =

0. Let

μN(t, x) = 1

N

N∑
i=1

δ(x −ψi(t)),

be supported on the phase space trajectories ψi(t) ∈R
d, for i = 1, . . . , N, defining the solution of (2.1)

in [a, b] with initial state ψ(a) =ψ0. Then, there exists a map μ ∈ P1(Rd) such that
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• limN→∞ W1(μN(t),μ(t)) = 0 uniformly with respect to t ∈ [a, b];
• μ is a weak equi-compactly supported solution of (1.1);
• regarding the cost functional (2.2), the following limit holds:

lim
N→∞

∫ b

a

∫
Rd

(L(x) +�(u(t, x))) dμN(t, x) dt

=
∫ b

a

∫
Rd

(L(x) +�(u(t, x))) dμ(t, x) dt.

Theorem 3.1 holds for general P, L,� functions that satisfy the hypothesis (P), (L), (�). We can
observe these assumptions are satisfied for the example we took into account in the introduction 1,
where

P(ψ) := H(ψ)ψ , L(ψ) := ‖ψ −ψ‖2, �(u) := γ ‖u‖2.

We define the parametric mean-field optimisation problem

Q(a, b, μ0): min
u

J(a, b)(μ, u)

subject to (1.1). We recall the mean-field objective functional is

J(a, b)(μ, u) =
∫ b

a

∫
Rd

(L(x) +�(u(t, x))) dμ(t, x) dt. (3.1)

We define the optimal value of the mean-field limit problem Q(a, b, μ0) as V(a, b, μ0). The existence
of solutions for Q(a, b, μ0) is guaranteed by Theorem 5.1 in [25].

4. The strict dissipativity inequality

In this section, we assume that the optimal control problem satisfies a strict dissipativity assumption. We
start considering the N -particles problem, and then, we proceed with the mean-field limit formulation.

4.1 The strict dissipativity inequality for the microscopic problem

For any admissible pair (ψ(·), u(·)) and for all τ ∈ [a, b], we assume that the following strict dissipativity
inequality holds: ∫ τ

a

fN(ψ(t), u(t)) dt

≥
∫ τ

a

1

N

(‖ψ(t) −ψ (σ )‖N + ‖u(t) − u(σ )‖N

)2
dt (4.1)

Here, ‖z‖N =
√∑N

k=1 ‖zk‖2, ‖·‖ is the usual Euclidean norm, and fN is the running cost in (2.3). Given
an initial stateψ0, the problem Q(N, a, b, ψ0), i.e. the minimisation over u of the cost functional J(N,a,b)

in (2.2), is then called a strictly dissipative problem in [a, b] at (ψ (σ ), u(σ )).
The strict dissipativity inequality (4.1) is a necessary condition for the turnpike property stated in

Section 6, and it is one of the main ingredients for the proof of this property. We observe that the
example presented in the Introduction 1, i.e. the minimisation of the functional (1.4) subject to the PDE
(1.3), corresponds to a microscopic control problem with functional

fN(ψ , u) = 1

N

N∑
k=1

(‖ψk(t) −ψ (σ )‖2 + γ ‖u(t) − u(σ )‖2
)

,
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and static control u(σ ) = 0. With some standard algebra manipulation, we can easily prove that the
problem considered in this example is strictly dissipative.

4.2 The strict dissipativity inequality in the mean-field limit

We consider the following computation starting from (4.1)∫ τ

a

fN(ψ(t), u(t)) dt

≥
∫ τ

a

1

N

(‖ψ(t) −ψ (σ )‖N + ‖u(t) − u(σ )‖N

)2
dt

≥
∫ τ

a

1

N

(
N∑

k=1

‖ψk(t) −ψ (σ )‖2 +
N∑

k=1

‖uk(t) − u(σ )‖2

)
dt. (4.2)

Since all the quantities in (4.2) admit a mean-field limit, we can consider the problem for N → ∞
thanks to Theorem 3.1 and state a dissipativity inequality in [a, b] in terms of measures. We have for all
τ ∈ [a, b] ∫ τ

a

f (μ(t, x), u(t, x))dt

≥
∫ τ

a

∫
Rd

(‖x −ψ (σ )‖2 + ‖u(t, x) − u(σ )‖2
)

dμ(t, x) dt, (4.3)

where f is the functional in (1.2), and it is the mean-field limit of the microscopic running cost (2.3).

5. The cheap control condition

For our analysis, a cheap control condition is essential. It requires that the optimal values are bounded in
terms of the distance between the initial state and the desired static state. We first discuss this assumption
for the case with a finite number of particles and then extend it to the mean-field case.

5.1 The cheap control condition for the microscopic problem

In this section, we show that the optimisation problemQ(N, a, b, ψ0) satisfies a cheap control condition
in the following sense:

There exist a constant C0 > 0 such that for all initial times a, all initial states ψ0, and for all terminal
times b> a, we have the inequality

V(N, a, b, ψ0) ≤ C0

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖. (5.1)

Remark 1. The cheap control condition and the dissipativity inequality in (4.1) imply that
Q(N, a, b, ψ0) has the integral turnpike property, which means that for the corresponding optimal
state/control (ψ , u) pair we have∫ b

a

(‖ψ(t) −ψ (σ )‖N + ‖u(t) − u(σ )‖N

)2
dt ≤ C0

N∑
k=1

‖ψ 0 −ψ (σ )‖. (5.2)

Since the right-hand side is independent of b − a, the inequality implies that the distance between the
dynamic and the static optimal state and control is uniformly bounded with respect to the time horizon.
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This implies in particular that this distance must be small on the larger part of the time interval for
sufficiently large time horizons.

In order to prove (5.1), we consider a stabilising feedback law that leads to exponential decay of
fN(ψ(t), u(t)). Let a feedback parameter β > 0 be given. We define the control

u(t,ψk(t)) = β
(
ψ (σ ) −ψk(t)

)− 1

N

N∑
l=1

P(ψl(t) −ψk(t)). (5.3)

Then for the solution of the initial value problem with the initial statesψ0
k at the time a and the differential

equations

ψ ′
k(t) = 1

N

N∑
l=1

P(ψl(t) −ψk(t)) + u(t,ψk(t))

we have

ψ ′
k(t) = β

(
ψ (σ ) −ψk(t)

)
.

Lemma 5.1. Consider the additional local assumption on bounded level sets of L:

L(ψ) ≤ CL ‖ψ −ψ (σ )‖, (5.4)

and let

LN(t) = 1

N
‖ψk(t) −ψ (σ )‖2.

Then, LN decays exponentially fast in time. Hence, we have inequality (5.1) with C0 as defined in (5.6)
below.

Proof. We have

∂tLN(t) = 2

N
〈ψk(t) −ψ (σ ), ψ ′

k(t)〉Rd

= 2

N
〈ψk(t) −ψ (σ ), β

(
ψ (σ ) −ψk(t)

)〉Rd

= −β 2

N
‖ψk(t) −ψ (σ )‖2

= −2 β LN(t).

Hence, we have LN(t) =LN(a) e−2β t. Moreover, we even have

‖ψk(t) −ψ (σ )‖ = ‖ψk(a) −ψ (σ )‖ e−β t. (5.5)

We have the inequality

‖uk(t)‖ ≤ β ∥∥ψ (σ ) −ψk(t)
∥∥+ CP

N

N∑
l=1

(‖ψk(t) −ψ (σ )‖ + ‖ψl(t) −ψ (σ )‖)

= (β + CP)
∥∥ψ (σ ) −ψk(t)

∥∥+ CP

N

N∑
l=1

‖ψl(t) −ψ (σ )‖,

where we used the property (P) stated in Section 3. Hence we have

‖uk(t)‖ ≤ e−β t

(
(β + CP)‖ψk(a) −ψ (σ )‖ + CP

N

N∑
l=1

‖ψl(a) −ψ (σ )‖
)

.
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By property (�) in Section 3, we know that �(u) ≤ C�‖u‖, therefore we can write

�(uk(t)) ≤ e−β t C�

(
(β + CP)‖ψk(a) −ψ (σ )‖ + CP

N

N∑
l=1

‖ψl(a) −ψ (σ )‖
)

.

Adding the term L(ψk(t)) on both sides, using (5.4) and (5.5), we have
L(ψk(t)) +�(uk(t)) ≤ e−β t CL ‖ψk(a) −ψ (σ )‖ +

+ e−β t C�

(
(β + CP)‖ψk(a) −ψ (σ )‖ + CP

N

N∑
l=1

‖ψl(a) −ψ (σ )‖
)

.

This yields

fN(ψ(t), u(t)) ≤
(

CL + βC� + 2CPC�

)
e−β t 1

N

N∑
k=1

‖ψk(a) −ψ (σ )‖.

Hence, fN(ψ(t), u(t)) decays exponentially fast with the rate β. For the optimal value, this implies

V(N, a, b, ψ0) ≤
(

CL + βC� + 2CPC�

) 1

Nβ

N∑
k=1

‖ψk(a) −ψ (σ )‖.

Hence, (5.1) follows with

C0 = 1

β

(
CL + βC� + 2CPC�

)
. (5.6)

5.2 The cheap control condition in the mean-field limit

Also for the cheap control condition, we can compute the limit inequality in terms of measures. Given
C0 > 0, for all initial times a ≥ 0, terminal times b> a and initial states μ(a, x) =μ0(x) ∈ P1(Rd), we
have

V(a, b, μ0) ≤ C0

∫
Rd

‖x −ψ (σ )‖ dμ0(x). (5.7)

We recall that V is the optimal value of the mean-field optimisation problem. To prove the mean-field
cheap control inequality, we follow the same idea of the microscopic case, namely we consider a stabil-
ising feedback law that leads to exponential decay of the mean-field running cost. Combining (1.1) and
(5.3), and letting N → ∞ we have

∂tμ(t, x) + ∂x

(
β
(
ψ (σ ) − x

)
μ(t, x)

)
= 0.

Lemma 5.2. Consider the additional local assumption on bounded level sets of L in equation (5.4),
then the cheap control condition holds also for the mean-field limit problem, that is (5.7) with C0 the
same constant (5.6) as in the microscopic case.

Proof. Considering the mean-field formulation of (5.3), we obtain
u(t, x)μ(t, x) = β

(
ψ (σ ) − x

)
μ(t, x) −P[μ](t, x)μ(t, x).

Thanks to property (P) in Section 3, this yields to

‖u(t, x)‖μ(t, x) ≤ β ‖ψ (σ ) − x‖μ(t, x) + CP μ(t, x)
∫
Rd

(‖y −ψ (σ )‖ + ‖x −ψ (σ )‖) dμ(t, y)

≤ (β + CP) ‖ψ (σ ) − x‖μ(t, x) + CP μ(t, x)
∫
Rd

‖y −ψ (σ )‖ dμ(t, y).
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We know that �(u) ≤ C�‖u‖ (property (�), Section 3), hence we have

�(u(t, x))μ(t, x)

≤ C�(β + CP) ‖ψ (σ ) − x‖μ(t, x) + C�CP μ(t, x)
∫
Rd

‖y −ψ (σ )‖ dμ(t, y).

As in the proof of Lemma 5.1, we can add L(ψk(t)) and integrate over in dμ(t, x) on both sides. Then
using (5.4) and (5.5), we obtain that the function f defined in equation (1.2) satisfies

f (μ(t, x), u(t, x)) ≤
(

CL + βC� + 2CPC�

)
e−β t

∫
Rd

‖x −ψ (σ )‖ dμ(a, x).

For the optimal value, we obtain

V(a, b, μ0) ≤ C0

∫
Rd

‖x −ψ (σ )‖ dμ(a, x).

6. On the turnpike property with interior decay

In this section, we investigate whether the optimal control problems that we discuss satisfy a turnpike
property with interior decay as discussed in [29]. We start with the N -particle problem and then proceed
with the mean-field limit problem.

6.1 The turnpike inequality for the microscopic problem

In this section, we present a turnpike property for the optimal control problem Q(N, a, b, ψ0) that fol-
lows from the dissipativity inequality (4.1) and the cheap control condition (5.1). As the name indicates,
this property focuses on the situation that the set where the distance between the optimal dynamic and
the optimal static solution is small for large b is located in final part of the time interval [a, b], that is an
interval of the form [b − (1 − λ)(b − a), b] with λ ∈ (0, 1).

We define as ψ̂(a, b, ψ0)(t) and û(a, b, ψ 0)(t) the optimal state and optimal control respectively at
time t with initial state ψ(a) =ψ0 = ψ̂(a, b, ψ0)(a) in the interval [a, b]. Let λ ∈ (0, 1) be given. For
b> 0 consider the number

A∗(b) := 1

N

b∫
a+λ(b−a)

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, ψ0)(t) − u(σ )‖N

)2

dt.

Here, the static state given by ψ (σ ) with the constant control given by u(σ ) has the role of the turnpike.
The number A∗(b) measures the distance between the optimal state of Q(N, a, b, ψ0), and this turnpike
on the time interval (a + λ(b − a), b), where the first part of the time interval (a, b) is excluded.

The following theorem states that the optimal control problem with N agents has a turnpike property
with interior decay:

Theorem 6.1. The optimisation problem Q(N, a, b, ψ0) has a turnpike property with interior decay
in the sense that

A∗(b) ≤ C2
0

λ (b − a)

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖.

where C0 is as in (5.6).
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Proof. Due to (5.2), we have

1

N

b∫
a

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, ψ0)(t) − u(σ )‖N

)2

dt

≤ C0

N

N∑
k=1

‖ψ 0 −ψ (σ )‖.

Hence, there exists t0 ∈ [a, a + λ(b − a)] such that
1

N

(
‖ψ̂(a, b, ψ0)(t0) −ψ (σ )‖N + ‖û(a, b, ψ0)(t0) − u(σ )‖N

)2

≤ 1

λ(b − a)

C0

N

N∑
k=1

‖ψ 0 −ψ (σ )‖. (6.1)

The cheap control assumption implies that for the optimisation problem Q(N, t0, b, ψ̂ 0) that starts at t0

with the initial state ψ̂ 0 = ψ̂(a, b, ψ0)(t0) we have

V(N, t0, b, ψ̂ 0) ≤ C0

1

N

N∑
k=1

‖ψ̂ 0(a, b, ψ 0)(t0) −ψ (σ )‖. (6.2)

With (6.1), this implies

V(N, t0, b, ψ̂ 0) ≤ C2
0

λ(b − a)

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖. (6.3)

Due to (4.1) this yields

A∗(b) ≤ 1

N

b∫
t0

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, ψ0)(t) − u(σ )‖N

)2

dt

≤ V(N, t0, b, ψ̂ 0)

≤ C2
0

λ(b − a)

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖.

Hence, we have proved the theorem.

We have proved that on the interval [a + λ(b − a), b], the contribution to the objective functional of
this part of the time interval decays with O

(
1

λ(b−a)

)
.

6.1.1 Inductive refinement
Consider now the following statement

Theorem 6.2. Let α ∈ (0, 1) be given. The optimisation problem Q(N, a, b, ψ0) has a turnpike
property with interior decay in the sense that

1

N

b∫
a+(1−α2)(b−a)

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, ψ0)(t) − u(σ )‖N

)2

dt

≤ C3
0

α (1 − α)2(b − a)2

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖

where C0 is as in (5.6).
https://doi.org/10.1017/S0956792524000044 Published online by Cambridge University Press

https://doi.org/10.1017/S0956792524000044


European Journal of Applied Mathematics 743

Proof. We have shown that for α ∈ (0, 1) in the intervals

[b − α(b − a), b] = [a + (1 − α)(b − a), b]

the distance between the static and the dynamic solutions decays with the order O
(

1
(1−α)(b−a)

)
.

We assume now that t0 ∈ [a, a + (1 − α)(b − a)] has been chosen as in the previous section such that
we have

1

N

(
‖ψ̂(a, b, ψ0)(t0) −ψ (σ )‖N + ‖û(a, b, ψ0)(t0) − u(σ )‖N

)2

≤ 1

(1 − α)(b − a)

C0

N

N∑
k=1

‖ψ 0 −ψ (σ )‖. (6.4)

Then as in the previous section using the dissipativity inequality (4.1) and the cheap control condition
(5.1), we obtain

1

N

b∫
t0

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, ψ0)(t) − u(σ )‖N

)2

dt

≤ V(N, t0, b, ψ̂ 0)

≤ C2
0

(1 − α)(b − a)

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖.

Similarly to (6.1), we find that due to (4.1) there exists

t1 ∈ [a + (1 − α)(b − a), a + (1 − α2)(b − a)] = [b − α(b − a), b − α2(b − a)]

such that

1

N

(
‖ψ̂(a, b, ψ0)(t1) −ψ (σ )‖N + ‖û(a, b, ψ0)(t1) − u(σ )‖N

)2

≤ 1

α(1 − α)(b − a)
V(N, t0, b, ψ̂ 0)

≤ 1

α(1 − α)(b − a)

C2
0

(1 − α)(b − a)

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖.. (6.5)

Inequality (5.1) from the cheap control assumption implies that for the optimisation problem
Q(N, t1, b, ψ̂ 1) that starts at t1 with the initial state ψ̂ 1 = ψ̂(a, b, ψ0)(t1) we have

V(N, t1, b, ψ̂ 1) ≤ C0

1

N

N∑
k=1

‖ψ̂ 1(a, b, ψ 0)(t1) −ψ (σ )‖. (6.6)

With (6.5), this implies

V(N, t1, b, ψ̂ 1) ≤ 1

α(1 − α)(b − a)

C3
0

(1 − α)(b − a)

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖. (6.7)
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Due to the dissipativity inequality (4.1), this yields

1

N

b∫
a+(1−α2)(b−a)

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, ψ0)(t) − u(σ )‖N

)2

dt

≤ 1

N

b∫
t1

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, ψ0)(t) − u(σ )‖N

)2

ds

≤ V(N, t1, b, ψ̂ 1)

≤ 1

α(1 − α)2(b − a)2
C3

0

1

N

N∑
k=1

‖ψ 0 −ψ (σ )‖.

This ends the proof.

Hence on [a + (1 − α2)(b − a), b], the contribution to the objective functional of this part of the
time interval decays with O

(
1

α(1−α)2(b−a)2

)
. Now we can proceed inductively to obtain a decay of the

order O (1/(b − a)n) for n ∈ {1, 2, 3, . . . .} with corresponding constants Cn that grow with n. It is also
possible to state Theorem 6.2 as an upper bound for an integral where the lower bound of the integration
interval grows more slowly than linear, namely only with the order

√
b − a. For b> 1, define

B∗(b) = 1

N

b∫
a+2

√
b−a−1

(
‖ψ̂(a, b, ψ0)(t) −ψ (σ )‖N + ‖û(a, b, y0)(t) − u(σ )‖N

)2

dt.

Then, we have the following result.

Theorem 6.3. For b> 1, the optimisation problemQ(N, a, b, ψ0) has a turnpike property with interior
decay in the sense that

B∗(b) ≤ 1√
b − a(

√
b − a − 1)

C3
0

1

N
‖ψ0 −ψ (σ )‖N

where C0 is as in (5.6).

Proof. Set α= 1 − 1√
b−a

∈ (0, 1). Then (1 − α)2 = 1
b−a

. Hence, we have

α (1 − α)2 (b − a)2 = √
b − a(

√
b − a − 1).

Since 1 − α2 = 2
√

b−a−1
b−a

the assertion follows from Theorem 6.2.

Remark 2. Similarly as in [29], we can sharpen this bound inductively.

6.2 The turnpike inequality in the mean-field limit

In this section, we state and prove the theorem for the turnpike property in term of measures, in order to
do that, we use the mean-field version of the strict dissipativity (4.3) and cheap control (5.7) conditions.

Theorem 6.4. Let λ ∈ (0, 1) be given, and the interval [a, b] with b> 0. Consider the quantity

A∗(b) =
∫ b

a+λ(b−a)

∫
Rd

(‖x −ψ (σ )‖2 + ‖û(a,b,μ0)(t, x) − u(σ )‖2
)

dμ̂(a,b,μ0)(t, x) dt,

where we define as μ̂(a,b,μ0)(t, x) and û(a,b,μ0)(t, x) the density and control respectively at time t with initial
condition μ(a, x) =μ0(x) = μ̂(a,b,μ0)(a, x). Then, the optimisation problem Q(a, b, μ0) has a turnpike
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property with interior decay in the sense that

A∗(b) ≤ C2
0

λ(b − a)

∫
Rd

‖x −ψ (σ )‖ dμ(a, x).

where C0 is as in (5.6).

Proof. From the mean-field strict dissipativity (4.3) and cheap control (5.7) conditions, we know that
the optimal density and control satisfy∫ b

a

∫
Rd

(‖x −ψ (σ )‖2 + ‖u(t, x) − u(σ )‖2
)

dμ(t, x) dt

≤ C0

∫
Rd

‖x −ψ (σ )‖ dμ(a, x). (6.8)

Furthermore, we can write∫ b

a

∫
Rd

(‖x −ψ (σ )‖2 + ‖û(a,b,μ0)(t, x) − u(σ )‖2
)

dμ̂(a,b,μ0)(t, x) dt

≤ C0

∫
Rd

‖x −ψ (σ )‖ dμ(a, x).

Hence, there exists t0 ∈ [a, a + λ(b − a)] such that∫
Rd

(‖x −ψ (σ )‖2 + ‖û(a,b,μ0)(t0, x) − u(σ )‖2
)

dμ̂(a,b,μ0)(t0, x) dt

≤ C0

λ(b − a)

∫
Rd

‖x −ψ (σ )‖ dμ(a, x). (6.9)

Thanks to the cheap control assumption (5.7), the optimisation problem Q(t0, b, μ̂0) that starts at t0 with
the initial density μ̂(a,b,μ0)(t0, x), satisfies

V(t0, b, μ̂0) ≤ C0

∫
Rd

‖x −ψ (σ )‖ dμ̂(a,b,μ0)(t0, x).

Together with (6.9), we obtain

V(t0, b, μ̂0) ≤ C2
0

λ(b − a)

∫
Rd

‖x −ψ (σ )‖ dμ(a, x).

Due to the dissipativity inequality (4.3), this yields

A∗(b) ≤
∫ b

t0

∫
Rd

(‖x −ψ (σ )‖2 + ‖û(a,b,μ0)(t, x) − u(σ )‖2
)

dμ̂(a,b,μ0)(t, x) dt

≤ V(t0, b, μ̂0)

≤ C2
0

λ(b − a)

∫
Rd

‖x −ψ (σ )‖ dμ(a, x),

that is the inequality stated in the theorem.

Remark 3. The bound we have in Theorem 6.4, on the distance between the optimal dynamic and the
optimal static solution, can be inductively sharpened, using the same procedure of the microscopic case.

7. Conclusion

We have obtained a turnpike theorem for microscopic and mesoscopic optimal control problems that
satisfy a strict dissipativity inequality. To prove the turnpike theorem, we have first shown that under
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appropriate assumptions the optimal control problems fulfil a cheap control condition. Providing suitable
assumptions to guarantee the existence of solutions in the mean-field limit, we have proven the turnpike
property both on the level of finitely many interacting particles and the mean-field limit. The turnpike
property holds true without additional assumptions. Possible future work includes the numerical sim-
ulation and the extension, e.g. to the case that the microscopic model is governed by a second-order
dynamics.
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