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Abstract

The autonomous navigation and obstacle avoidance capabilities of autonomous underwater vehicles (AUVs) are
essential for ensuring their safe navigation and long-term, efficient operation. However, the complexity of the marine
environment poses significant challenges to safe and effective obstacle avoidance. To address this issue, this study
proposes an AUV obstacle avoidance control algorithm based on offline reinforcement learning. This method adopts
the Conservative Q-learning (CQL) algorithm, which is based on the Soft Actor-Critic (SAC) framework. It learns
from obtained historical obstacle avoidance data and ultimately achieves a favorable obstacle avoidance control
strategy. In this method, PID and SAC control algorithms are utilized to generate expert obstacle avoidance data to
construct a diversified offline database. Additionally, based on the line-of-sight (LOS) guidance method and artificial
potential field (APF) method, information regarding the distance and orientation of targets and obstacles is incorpo-
rated into the state space, and heading and obstacle avoidance reward terms are integrated into the reward function
design. The algorithm successfully guides the AUV in autonomous navigation and dynamic obstacle avoidance in
three-dimensional space. Furthermore, the algorithm exhibits a certain degree of anti-interference capability against
uncertain disturbances and ocean currents, enhancing the safety and robustness of the AUV system. Simulation
results fully demonstrate the feasibility and effectiveness of the intelligent obstacle avoidance method based on
offline reinforcement learning. This study highlights the profound significance of offline reinforcement learning
in enabling robust and reliable control systems for AUVs, paving the way for enhanced operational capabilities in
challenging marine environments.

1. Introduction

Autonomous underwater vehicles (AUVs), as advanced marine exploration tools, possess capabili-
ties such as autonomous navigation, environmental perception, and data processing. These capabilities
enable them to conduct precise and efficient detection tasks in complex and variable underwater envi-
ronments. Currently, AUVs have emerged as the core system platform for marine resource exploration.
With the advancements in science and technology, the levels of autonomy, intelligence, and safety of
AUVs have also increased significantly [1, 2]. They are playing an increasingly crucial role in various
fields, including marine resource exploration, marine environmental data collection, and marine security
defense [3-5].

In AUV systems, the path planning and obstacle avoidance capabilities of the control system are
pivotal technologies that ensure safe navigation and enable long-term, efficient operations under limited
resource payloads. However, due to the strong coupling between various motion freedoms during its
underwater movement, the inherent high nonlinearity of the AUV system, and the significant uncertainty
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of environmental loads imposed by the complex marine environment, enabling the AUV to safely and
efficiently accomplish tasks such as obstacle avoidance and path tracking has become a formidable
challenge [6, 7].

In the realm of AUV motion control algorithms, the proportional-integral-derivative (PID) control
method is widely used in practical engineering due to its simplicity and rapid response speed. However,
traditional PID algorithms face challenges such as difficult parameter tuning and poor robustness when
dealing with AUV systems characterized by strong nonlinearity, strong coupling, and uncertainties in
model parameters [8, 9]. Given these limitations, various control technologies are developing rapidly
[10-14]. Reinforcement Learning (RL), as a cutting-edge artificial intelligence algorithm, has demon-
strated significant advantages in the field of robotic motion control [15—17]. The core idea of RL lies in
its ability to continuously learn and acquire optimal control strategies through the interaction between
the controlled object and the environment, employing a trial-and-error and feedback-based approach. By
continuously acquiring and computing feedback information regarding state transitions and rewards, the
algorithm can continuously update its control strategies to adapt to the latest environmental conditions.
This adaptive learning and data-driven nature enables reinforcement learning algorithms to handle non-
linear, time-varying, and uncertain systems, thus achieving more robust and efficient control in complex
and variable underwater environments.

Currently, reinforcement learning algorithms have been widely applied in the fields of path track-
ing and obstacle avoidance decision-making for AUVs [18-21]. Wu H et al. proposed a model-free
reinforcement learning algorithm for learning a state-feedback controller from AUV’s sampled tra-
jectories based on the deterministic policy gradient theorem and neural network approximation. This
algorithm outperformed nonlinear model-based controllers in AUV’s depth control [22]. Cui R et al.
combined reinforcement learning with adaptive neural networks and proposed a control method for
solving AUV’s horizontal trajectory tracking problem. Through simulation experiments and compar-
isons with traditional PD control and neural network methods, the effectiveness and robustness of this
method in trajectory tracking under external disturbances, model parameter uncertainties, and nonlinear
effects of control inputs were verified [23]. Carlucho I et al. designed an adaptive controller based on
deep reinforcement learning for AUV’s low-level control. In addition to simulation experiments, they
also conducted pool tests using the Nessie VII vehicle, demonstrating the feasibility of applying deep
learning-based control methods to AUV’s actual low-level control [24]. Jiang P et al. designed a novel
control algorithm based on meta-RL, verifying its effectiveness in trajectory tracking control for AUVs
in unknown and time-varying dynamic environments [25]. Ma D et al. integrated a neural network model
with the traditional Actor-Critic structure and designed a Model Proximal Policy Optimization (Model
PPO) algorithm for AUV’s trajectory tracking in the presence of ocean current interference. The neural
network model adopted by this algorithm can explore the spatiotemporal variation patterns of the AUV
and its surrounding environment, outperforming PPO and MPC algorithms in terms of tracking accuracy
and anti-interference capabilities [26]. Yuan J et al. proposed a horizontal autonomous obstacle avoid-
ance method for AUVs based on the Double Deep Q-network (Double DQN) algorithm. This method
utilizes deep reinforcement learning algorithms to learn from processed sonar information, enabling
autonomous navigation for AUVs in complex dynamic obstacle environments [27]. Hadi B et al. pre-
sented an adaptive motion planning and obstacle avoidance method for AUVs based on Twin-delayed
Deep Deterministic Policy (TD3). This method employs two deep learning agents for AUV’s depth
control and heading control. Simulation results show that this method can accurately guide the AUV
towards the target while avoiding potential obstacles [28].

Although the advantages of reinforcement learning algorithms are evident, most control strategies
are obtained through extensive online training in simulation environments. Due to the significant dif-
ferences between complex marine environments and simulation environments, the strategies ultimately
obtained may not achieve the desired performance in real-world environments. When training in real-
world environments, online reinforcement learning algorithms face issues such as insufficient sampling
efficiency, high trial-and-error costs, difficulties in deploying the algorithms to practical settings, and
convergence challenges in high-dimensional spaces. Meanwhile, in complex marine environments, there
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are also problems such as the difficulty of data collection, high safety risks, and significant environmental
uncertainties.

Offline reinforcement learning (Offline RL) is a reinforcement learning algorithm that can directly
utilize offline data for policy training. Due to the existence of extrapolation error, online reinforcement
learning algorithms cannot directly learn from offline data [29]. In offline RL, the algorithm does not
need to interact with the environment in real-time, and if the offline data is sufficient and the adopted
algorithm has strong exploration capabilities, it is enough to learn an excellent policy [30]. Nowadays,
researchers have proposed various offline reinforcement learning algorithms, such as Batch-constrained
Q-learning (BCQ), CQL, and model-based offline policy optimization [31-33]. The BCQ algorithm
proposed in paper [29] even surpasses traditional reinforcement learning offline policy algorithms and
imitation learning algorithms in some environments.

In the field of robotic control, offline reinforcement learning algorithms have unique advantages [30].
Besides avoiding safety risks brought by real-time interactions, they also allow for model training and
optimization on powerful computing resources, without affecting the real-time performance of the robot
system during actual operation. When the data samples are sufficiently diverse, the algorithm can learn
more general and robust control strategies, thus better adapting to the complexity and variability of
underwater environments. This generalization ability enables offline reinforcement learning algorithms
to demonstrate better adaptability and stability when facing unknown or changing underwater environ-
ments. Currently, the research on AUV obstacle avoidance strategies based on offline RL is still in its
initial stages.

To better address the obstacle avoidance problem of AUVs in complex marine environments, this
study proposes an end-to-end obstacle avoidance control algorithm for AUVs based on the conserva-
tive Q-learning (CQL) algorithm. The algorithm adopts the Actor-Critic framework which is consistent
with the Soft Actor-Critic (SAC) algorithm, leveraging deep neural networks to learn expert obsta-
cle avoidance data from an offline database, ultimately yielding a high-performing obstacle avoidance
policy. In this method, to construct a diversified offline database, PID control algorithms and SAC
control algorithms are employed to generate expert-level obstacle avoidance data. Additionally, the
state space and reward function are meticulously designed based on the line-of-sight guidance method
and artificial potential field method, ultimately enabling AUVs to achieve autonomous navigation and
dynamic obstacle avoidance. Furthermore, this obstacle avoidance policy exhibits a certain degree of
resilience against external disturbances and ocean currents, demonstrating robust algorithmic capabili-
ties. Simulation results comprehensively validate the feasibility and effectiveness of the proposed AUV
intelligent obstacle avoidance method based on offline reinforcement learning.

The main contributions of this paper can be summarized as follows:

1) An AUV dynamic obstacle avoidance algorithm based on offline reinforcement learning is
designed. By employing the CQL algorithm to train from suboptimal obstacle avoidance data, a
well-performing obstacle avoidance policy is obtained, enabling autonomous navigation and dynamic
obstacle avoidance for AUVs in three-dimensional space. This method adopts an offline training
approach, avoiding safety risks associated with real-time interactions, and thus possesses high practical
application value.

2) For AUV autonomous navigation and obstacle avoidance, information regarding the distance and
orientation of targets and obstacles is introduced into the state space. Additionally, a heading reward
term based on the LOS guidance method and an obstacle avoidance reward term based on the artificial
potential field method are incorporated into the reward function design. This approach enhances the
stability and robustness of the policy. Simulation results demonstrate that the proposed method pos-
sesses excellent anti-interference capabilities, achieving three-dimensional dynamic obstacle avoidance
in complex environments.

The remainder of this paper is organized as follows: Section II describes the AUV models and
formulates the reinforcement learning problem for obstacle avoidance, providing a comprehensive
understanding of the problem domain and modeling approach. Section III elaborates on the CQL
algorithm and the tailored design of the reward function for obstacle avoidance, elucidating the core
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Figure 1. Coordinate system of AUV.

methodological aspects of the proposed solution. In Section IV, extensive simulations are conducted to
evaluate the proposed obstacle avoidance method, with detailed results and analysis presented to validate
its performance and highlight its advantages over existing approaches. Finally, Section V concludes the
paper, summarizing the key findings and contributions, while also discussing potential future research
directions.

2. Problem formulation
2.1. AUV motion model

To accurately describe the motion state of an AUV, it is necessary to select an appropriate reference
frame to represent its movement. Commonly used reference frames include the geodetic coordinate
system and the body coordinate system. The coordinate system is shown in Figure 1.

According to Figure 1, in the geodetic coordinate system, the positions of the underwater vehicle are
denoted as £, n, ¢. The attitude of AUV (including roll, pitch, and yaw) is expressed as ¢, 6, . The
motion of the AUV in six degrees of freedom is described by the following vectors:

n=[m m]im=[x »y Z] sm=[¢ 6 v] (1

v=[v w]ivi=[u v W]T;vz=[p g r]’ ()

where 9, = [x y z ]T andp,=[¢ 6 ] represent the position vector and attitude angle vector

in the geodetic coordinate system respectively, v, = [u v ow ]T and v,=[p ¢ r]" represent the
velocity vector and angular velocity vector in the body coordinate system respectively.
The kinematic equation is:

n=J(,)v (3)
with
Jon) = R O 4
(n,) = 0T 4)
cosy cosf —siny cos ¢ + cos Y sin 6 sin ¢ sin  sin ¢ + cos ¥

R=| siny cosf cos ¥ cos ¢ +sing sinf sinyy  — cos ¥ sin ¢ + sin 6 sin Y cos ¢ o)

—sinf cos 6 sin ¢ cos 6 cos ¢
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1 singtan6 cos¢tan6

T— 0 cos ¢ —sin¢ (6)
0 sin ¢ cos ¢
cos b cosf

The dynamics equation can be expressed as below [34, 35]:
My +Coy+Doy+gp=t+w 7

where T =[X, Y, Z, K, M, N]" refers to the forces and moments generated by the AUV propulsion sys-
tem, w stands for external disturbance. M = diag(m — X;,m —Y,,m —Z,,I, — K;, I, — M;, I, — N;) is
inertia coefficient matrix, C(v) is the Coriolis force matrix, D(v) = diag(X,, + X, |ul. Y, + Y|V, N, +
N,,y|r]) is the fluid damping matrix, g(#) is restoring force vector produced by gravity and buoyancy and

0 0 0 0 m—Zy)w —m—Y,)v]
0 0 0 —(m—Zy)w 0 (m—X,)u
0 0 0 m-=Y,)v —(m—X)u 0
Cv)= 8)
0 m—Zyw —@m—Y,)v 0 Ly —Nir —160+M,q
— (m—Zy)w 0 (m—X)u —LYy+N;r 0 IL.o — K;p
m-Y)v —m—X)u 0 LO—M,g —Lo-+Kp 0 |
B (W —B)sin0 7]
—(W —B)cos 0 sin ¢
) = —(W — B) cos 0 cos ¢ ©

— (ng - yhB) cos 6 cos ¢ + (ng — z;,B) cos 6 sin ¢
(z,W — z;B) sin 0 + (x,W — x,B) cos 6 cos ¢
— (x,W — x,B) cos 0 sin¢ — (y,W — y,B) sin 6

where m, W, and B represent the mass, gravity, and buoyancy of the AUV, respectively. I,, I, and I,
represent the inertial tensor.

This study will adopt the REMUS AUV model designed in ref. [36], whose excellent maneuverability
and stability have been verified in both simulation and real-world environments. Since the roll angle ¢
is generally small compared to the pitch angle & and yaw angle iy when the AUV performs obstacle
avoidance tasks, we assume ¢ = p = 0 in the simulation experiments conducted in this paper to simplify
the calculations.

2.2. Reinforcement learning

In RL, the process of an agent interacting with its environment is modeled as a Markov Decision Process
(MDP). The interaction loop between the agent and the environment is illustrated in Figure 2. In the MDP
framework, the model is typically defined by the tuple < S, A, P, r, y >. Specifically, S represents the
state space, A denotes the action space, P(s’|s, a) is the state transition function, r(s, a) is the reward
function, and y € [0, 1] is the discount factor. Starting from a state S, at time ¢, the sum of all discounted
rewards is referred to as the return, which is expressed as:

Gi=R+YRu+V Rt =Y vRu (10)
k=0

The objective of a MDP is to find an optimal policy =" for an agent to maximize the return obtained
from the initial state. We utilize the state-value function V7 (s) and the action-value function Q" (s, a)
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Figure 2. The agent interacts with the MDP environment.

to measure the value of a state and an action, respectively. The state-value function is defined as the
expected return obtained when starting from state s and following policy 7, which can be expressed as

V7(s) = E[G/ls; = 5] an

Q7 (s, a) is defined as the expected return obtained by executing action ain the current state s while
following policy 7. The mathematical expression is as follows:

Q" (s,a) =E;[R/s; =s,a, = a] (12)
The relationship between V7 (s) and Q" (s, a) can be expressed as:
Vi(s) = Z m(als) Q" (s,a) (13)
acA

V*(s) and Q7 (s, a) can be iteratively updated through the Bellman Expectation Equation to find the
7". The Bellman Expectation Equation is:

0" (s.a) = E.[R,+y Q" (s.a) IS, =5,A, = a]

=r(s, a)—i—yz (s'Is.a Z m(@|s) 0" (s.a)

s'eS adeA
V¥(s)=E.[R 4+ yV"(s) IS, =s5] (14)
_Z 7 (als) (r(s a)+y Z s'ls,a) V™ (s )) (15)
ac A s'eS

In RL, many algorithms are designed based on the Actor-Critic framework. In this framework, the
Actor and Critic are typically implemented as deep neural networks, where the Actor computes the
policy function 7 (s) and the Critic computes the value function Q7 (s, @). The relationship between the
Actor network and Critic networks is illustrated in Figure 3.

2.3. Offline reinforcement learning
Different from Online RL, Offline RL can directly use offline data for policy training. The differences
between offline RL, online policy RL, and offline policy RL are shown in Figure 4.

Both on-policy algorithms and oft-policy algorithms are online reinforcement learning algorithms.
They collect data through real-time interaction with the environment. The difference is that on-policy
algorithms immediately utilize this data to update their target policy, while off-policy algorithms store
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Figure 3. The relationship between Actor and Critic.
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Figure 4. The differences between offline RL, online policy RL, and offline policy RL.

the data in a database called replay buffer for secondary training. This mechanism allows off-policy
algorithms to make more use of historical information and improve the generalization capability of the
policy. However, due to the presence of extrapolation errors, off-policy algorithms cannot be directly
applied to offline environments, even if the replay buffer contains expert data [29]. The advantage of
offline reinforcement learning lies in its ability to directly utilize existing offline data for policy training
by reducing extrapolation errors, thus reducing the high cost of trial-and-error that results from direct
interaction with the environment.

3. The proposed method

In this controller, we employ the CQL algorithm based on the SAC framework as our baseline method
to realize the obstacle avoidance control of AUV. By initializing the environmental model, policy, and
value networks, and collecting data through interactions with the environment, the conservative term
mechanism of CQL is utilized to constrain the overestimation of the value function, thereby enhancing
the stability of the algorithm. During the training process, the value network and policy network are
alternately updated, incorporating the entropy regularization term of SAC to encourage exploration.
The AUV selects actions based on the updated policy and detects obstacles in real time through sensors
to avoid collisions. Through continuous iterative training and testing, the policy network is optimized,
ultimately achieving efficient and safe obstacle avoidance control for AUVs. The specific implementation
flowchart of this algorithm is shown in Figure 5.

Due to the complexity of the 3D dynamic obstacle avoidance model for AUVs, many reinforcement
learning algorithms fail to learn effectively. SAC, as an off-policy algorithm, introduces the concept
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Figure 6. Structure of AUV obstacle avoidance controller based on CQL.

of entropy into the Actor-Critic framework, enhancing the exploration capability of the policy. This
exploration mechanism improves the adaptability of SAC in complex environments, prevents the policy
from prematurely converging to local optima, and thus enhances the stability of the model. The CQL
algorithm, which utilizes SAC as its foundation, inherits SAC’s exploration capabilities and exhibits
superior performance in complex multi-dimensional environments.

During the training phase of CQL, we generate expert obstacle avoidance data using both SAC-based
obstacle avoidance algorithms and PID-APF-based obstacle avoidance algorithms. The SAC-based algo-
rithm is an end-to-end approach that directly controls the actuators based on environmental information
obtained from sensors. This algorithm employs the same state space, action space, and reward function
as the CQL algorithm, and achieves the final obstacle avoidance policy through training in a simulation
environment. The PID-APF algorithm, a more traditional approach, utilizes the APF algorithm to gen-
erate safe paths based on real-time environmental information, which are then tracked and controlled
by the PID algorithm. We incorporate obstacle avoidance data obtained from both algorithms into the
offline database to increase data diversity. This diversified data is conducive to obtaining policies with
stronger generalization capabilities.

In the 3D obstacle avoidance environment for AUVs, the agent’s primary objective can be sum-
marized as reaching the predefined target safely. To achieve this goal, we design a reward function
that includes a goal-oriented reward and a LOS navigation reward to assist the AUV in reaching the
desired target. Additionally, we introduce an APF-based obstacle avoidance reward to evade obstacles.
Furthermore, the reward function incorporates terms related to angular velocity to enhance training
stability and a control signal limitation term to reduce unnecessary energy consumption.

The structure of the proposed AUV obstacle avoidance controller grounded in the CQL approach is
illustrated in Figure 6.
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3.1. Soft Actor-Critic

The Soft Actor-Critic (SAC) algorithm forms the backbone of the methodology, comprising one Actor
network and four Critic networks. Among these, two Critic networks are designated as training networks,
each accompanied by a target Q-network to enhance training stability and convergence.

The loss functions for the two Critic training networks, denoted by j = 1, 2, are defined as:

N

Lo(w) = % > (-0 6na)) (16)
i=1

where y; represents the target Q-value obtained from the Bellman Equation, and Q,, is the current Q-

value estimate produced by the jth Critic network for the state-action pair (s;, @;).

The loss function of the Actor network, responsible for learning the optimal policy, is
formulated as:

1 _ . _

L.(0) =~ Z (a log , @s.) — min Qw,-(s,-,a,-)> (17)
where @; is the action obtained through reparametrized sampling from the Actor network, and m, rep-
resents the Actor network with parameters 6, aiming to maximize the minimum Q-value over the two
Critic networks.

To encourage exploration of the state space and prevent premature convergence to suboptimal poli-
cies, SAC introduces an entropy regularization term. By minimizing the following loss function, the
entropy regularization coefficient & can be adapted automatically, striking a balanced tradeoff between
exploration and value function improvement:

L(a) = B ragmnisn) [_Ol log 7 (a,ls,) — aHO] (18)

where H, is the target entropy, typically set to the negative of the action space dimensionality to
encourage maximum entropy exploration.

The loss functions Ly(w), L.(6), and L(«) are minimized, and the training network parameters and
the entropy regularization coefficient « are iteratively updated using stochastic gradient descent or other
optimization techniques.

To ensure stable training and mitigate the divergence of the target Q-networks from their respective
training networks, a soft update approach is adopted:

w; < tw;+ (1 — 1) o, (19)
w, <t +(1—17)w,
where t € (0, 1) is a hyperparameter controlling the rate at which the target networks are updated,
typically set to a small value (e.g., 0.005) to facilitate smooth transitions.

3.2. Conservative Q-learning based on SAC
While the adopted CQL algorithm inherits the Actor-Critic architecture from SAC, a key distinction lies
in the introduction of a conservative term and a compensation term into the Q-function optimization
objective Q. These enhancements are designed to mitigate the detrimental effects of extrapolation errors,
a common issue in value-based reinforcement learning methods when encountering out-of-distribution
state-action pairs.

The general iterative equation for the Q in CQL can be expressed as:

0! «— arg inn Egayn |:<Q(s, a)— B 0k, a))z] (20)

where B represents the Bellman operator for the policy , and D is the offline dataset containing expert
demonstrations or previously collected experience.
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To prevent the overestimation of Q-values, which can lead to suboptimal or erratic behavior, CQL
imposes a constraint on the Q-values for actions following a specific distribution w(a,s). This distri-
bution is typically chosen to be a broad, data-covering distribution, such as a Gaussian or a uniform
distribution. Additionally, a compensation term is applied to the Q-values of data conforming to
the behavior policy 7, that generated the offline dataset. This compensation term prevents excessive
restriction of the Q-values, ensuring sufficient exploration and policy improvement. Furthermore, a reg-
ularization term R(u) is introduced to mitigate overfitting to the specific distribution w(a, s), promoting
generalization to unseen state-action pairs. The iterative CQL Q-function update equation, incorporating
these enhancements, becomes:

0! < arg min B (Ev-pa-sian [0, @) = Erpa-syam (065, @)])

2

where f§ is a balancing factor that controls the tradeoff between the conservative constraint and the
compensation term, and 77, approximates the behavior policy 7, that generated the offline data.

The regularization term R(u) is adopted as the Kullback-Leibler divergence from a prior policy
p(als), where p(als) is typically chosen as a uniform distribution to promote broad exploration. This
formulation yields the final iterative CQL Q-function update equation:

1 N 2
+5Ears [(Q(s, a) - B 0'.a) ] + R(u)) @

Q"' «—argmin BE,. |log ) | exp (05, @) — Eyosar 1065, )]

1 A A
+ 5B | (Q6s.0) — 505 0)) 22)

This formulation, combining the conservative constraint, compensation term, and Bellman error
minimization, enables obtaining a robust and reliable Q-function estimate that mitigates overestima-
tion biases. Subsequently, this estimated Q-function facilitates the generation of an effective obstacle
avoidance policy for AUVs operating in complex environments.

The pseudo-code of the training process of AUV obstacle avoidance algorithm based on CQL is as
follows:

3.3. State-action space and reward function

Next, we meticulously design the three-dimensional dynamic obstacle avoidance problem of AUV in the
training phase, which mainly includes the design of the state space, action space, and reward function
formulations.

a) State space and action space

The state space refers to the set of all possible system states, where each state encapsulates all relevant
information about the environment or system at the current moment. In reinforcement learning, the
agent makes decisions based on the current state; therefore, a clear definition of the state space is a
prerequisite to ensure that the agent can effectively learn and solve problems. For the three-dimensional
dynamic obstacle avoidance problem of AUV within the MDP model, comprehensive considerations
are given to the AUV’s motion, navigation, obstacle avoidance, and energy consumption control. The
information of the state space S mainly includes the motion state information of the AUV S 4yv, obstacle
information S,,, target information S,, and control signal information S,,.

The research object of this paper is the underactuated REMUS AUV, whose control inputs for the
actuator units are u = [T, §,, §,], where Te(3N, 6N) represents the thrust of the propeller. Sse(—%, %)
denotes the horizontal rudder angle, and §,€ (—%, %) represents the directional rudder angle. To ensure
the smooth output of the control signals as much as possible, we define the action space as an incremental
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Algorithm 1. AUV obstacle avoidance algorithm based on CQL.

The training process of the AUV obstacle avoidance algorithm based on CQL:
1.0btain the obstacle avoidance data of APF and SAC to generate replay buffer D

2.Randomly initialize the Actor network 7, (s), the Critic networks Q,, (s, a) and Q,,, (s, a), as well as
the entropy regularization coefficient «.

3. Copy the parameters w; < w;, w, < w,, and initialize the target networks Q,,- and Q. accordingly.
4. fork=1— K do

5. Sample N * {(s;, a;, , 1, Siy1, done)},—;, ..y from D.

6

. Update the Critic networks for = w,, w,:

W, <— Wy — nQVw (Ol . ExND |:10g Z exp(Qw(s’ a)) - Eaffrb(a\s) [Qw(s’ a)]}

1 . 2
+EE(s,a)—D |:(Q(S, a)— B"Q,(s, a)) i|)

7. Update the Actor networks:

O <= V1 — N VoEsopamny @ [ l0g 7wy (als) — I,B.i‘} 0,,(s,a)]

8. Update a:
oy <=0 — N Vo Esop gy sy [—0t—1 l0g o (@ls) — o, Hp]
9. Soft update the Critic target networks:
w; < tw; + (1 — 1w,
w, <~ tw+ (1 —1)w,
10. end for

form, specifically as follows:
a=[AT, Aj,, Aé,] (23)

with ATe(—1N, IN), AS,, Ad,e(—1°, 1°).
The input to the actuator is updated as:

u®) =u(t—1)+a (24)

Considering the control of AUV’s position and velocity, the observation of the AUV is set as
follows:

SAUV: [I/t, v, W, (q, r999 W] (25)

To comprehensively account for the shape, size, velocity, and position of obstacles, and to ensure
the transferability of the obstacle avoidance policy to different environments, the AUV’s observation of
obstacles is set as:

Snbs = [8;’ W,i, d;, rf,s vo] (26)
where r/ and v, = [u’, v, w' ]” represent the size and velocity of obstacle, respectively. The positions of

the center of gravity of the AUV P and the obstacle’s centroid P, in the geodetic coordinate system are

i b s I d 0s1os 60)>s ti 19():_ t et d 0= t 2 o
given by (¢, 1, ¢) and (&,, n,, £,), respectively. arc an<m> and 1, = arctan 2(n
n, &, — &) denote the angles from P, to Pg, respectively. d, = /(§, — €)> + (n, — n)> + (¢, — £)? is the
distance between P, and Pg. i = 1, 2 refer to the two obstacles closest to the AUV.
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Assuming the target position is p, = (§,, 1., {,), the target information S, can be set as:

Sg = [9;:’ wx’ dg] 27)
To avoid frequent rudder operations, the output of the actuator from the previous step is included in
the state space, represented as:

Se=u@t—1)=[T""8"68"] (28)
Ultimately, the state S is the concatenation of all components:
S = SAUV + vax + Sg + Sa (29)

b) Reward function

Within the framework of reinforcement learning, the reward function plays an indispensable and pivotal
role. It not only serves as a fundamental cornerstone that constitutes the learning cycle of the agent
but also directly shapes and determines the behavioral decision-making trajectory of the agent as well
as its ultimate performance outcomes. The robustness of algorithmic convergence and the quality of
the trained strategy, both hinge crucially on the meticulous design of the reward function. In the MDP
model for three-dimensional obstacle avoidance, the reward function r can be designed to comprise five
components: the goal-oriented reward r,, the line-of-sight (LOS) navigation reward r,,, =r, -+ r,, the
obstacle avoidance reward r,, the angular velocity reward r, and r,, and the control signal smoothness
reward rr, r5,, and r;,.

1. Goal-oriented reward r,

1000, d,<eg,
Ty = (30)

—kid,, d,>e¢,

where ¢, represents the allowable error, and k, is a positive constant.
2. LOS navigation reward r, and r,
The target angle calculation formula for LOS guidance is:
Y, =arctan2(n, — n,& — &) + B (3D
6, = — arctan ng_ 3 = (32)
JE—8) + (- )
where 8 = arctan( F)ls the sideslip angle of the AUV. And the LOS reward is defined as:
24w

Tos =Ty + T = —kzlé‘wz — knty’ (33)

where ¢, =¥, — ¥ and &, =6, — 0, k,; and ky, are positive constants.

¢) Obstacle avoidance reward r
The obstacle avoidance reward function is based on artificial potential field method, which is expressed

as follows:
1 1\
max{ ——k;R, - — ) -
2 d,+0.1 p,

") LR % 1000 0<a <
REAY) d+01 d 0 po

0,d, > p,

(34)
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where R, is a factor measuring the size of the obstacle, and for spherical obstacles, R, is the radius. d,
is the minimum distance between the AUV and the obstacle surface. k; and p, are positive constants.

d) Angular velocity reward r, and r,

The underactuated AUV system is a complex nonlinear model with coupled degrees of freedom. Due
to the influence of the restoring torque, the AUV is prone to getting stuck in circular motion during the
training process. Therefore, angular velocity rewards are implemented, specifically as follows:

—kuq* g9 <1and |gq| > 0.1

=1 -1 (35)
————, & > 1land |q| <0.1
(Igl +0.1)

—kyr*, ey, <1land |r| > 0.1

r,= . (36)

_—,81,, > 1land |r| <0.1
(Jr| +0.1)

where k,; and k4, are positive constants.

e) Control signal smoothness reward rr, rs,, and r;,

To smoothen the control signal output, the reward function penalizes sudden changes in the control
signal, represented by the difference between the current action and the moving average of the actions
over the previous t, steps. Specifically, this is achieved as follows:

rr= _k51 iTt—rlzt—l _ Tt|
rs, = —ksy |8 — 8

— t—ty:1—=1 t
rar = _k53|8r o - (Sr

(37

where ks;, ks, and ks; are positive constants. Additionally, a small positive constant k is introduced to
limit the magnitude of the reward function, accelerating the algorithm’s convergence speed. The overall
reward function is given as:

r:kx(rg+r,m+r,,;,x+V,,+Vr+rT+r6J+r8,) (38)

This comprehensive formulation of the state space, action space, and reward function tailored for
the AUV’s three-dimensional dynamic obstacle avoidance task provides a solid foundation for the
CQL algorithm to learn an effective obstacle avoidance policy. The careful design considerations, such
as incorporating relevant information, addressing underactuation challenges, and promoting smooth
control signals, aim to enhance the controller’s performance, stability, and transferability to complex
environments.

4. Numerical simulations and analysis

On the basis of the theoretical foundation, the subsequent section is dedicated to numerical simulations
and result analysis, aiming to validate the control performance of the proposed method. The primary
objective of these simulations is to evaluate the feasibility and effectiveness of the offline reinforcement
learning framework in switching training and implementing obstacle avoidance functions. By carefully
examining the obtained simulation results, valuable insights will be generated to further validate the
applicability of this method in complex underwater environments. This evaluation is crucial for deter-
mining the method’s suitability and drawing scientifically sound conclusions about its performance in
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Table I. Specific values of the AUV’s inertia and hydrodynamic parameters.

Parameters Value Parameters Value

m 30.48 kg X; —0.93kg

L, 3.45kg-m? Y; —35.5kg

Y; 9.64 kg/(m - rad) Y; 1.93 kg-m/rad
N; —6.15kg/rad N: —4.88 kg-m?/rad
X, 35.5kg/rad N; 1.93kg-m
X, —1.93 kg-m/rad Xl —1.62kg/m
Y, 5.22 kg/rad Yo —1310kg/m
Y, —28.6kg/m Y 0.632 kg-m/rad”
N,, —2kg-m/rad Ny, —3.18kg
N, —24kg N —94 kg-m?*/rad®

various scenarios. In this study, the classical RUMUS was employed as our simulation model. And
Table I furnishes us with precise values concerning the AUV’s inertia and hydrodynamic parameters.
To comprehensively evaluate the trained agent, several modes were considered.

4.1. Parameter setting and policy training

In this study, a three-dimensional obstacle avoidance simulation environment was established for the
REMUS AUV using Python. Within this simulation environment, the AUV performs autonomous nav-
igation towards randomly selected target points in a three-dimensional space while simultaneously
avoiding potential obstacles. The position, velocity, and heading of the AUV are updated using equations
(3) and (7) which model the AUV’s kinematic and dynamic behavior.

Firstly, a SAC-based obstacle avoidance control algorithm was designed, adopting the same state
space, action space, and reward function as the previously designed CQL obstacle avoidance algorithm.
This SAC algorithm was then trained in the simulation environment, resulting in a suboptimal obstacle
avoidance control policy. Secondly, to construct an offline database storing expert obstacle avoidance
data, the suboptimal policy obtained from the SAC algorithm training was employed along with another
control algorithm based on PID control and APF. These algorithms were used to conduct numerous
obstacle avoidance simulations. During the data acquisition process, the starting point of the AUV was
set at(0m, Om, Om)in the geodetic coordinate system, with an initial heading angle ranging from —m to
7 radians. AUV thrust is limited to 3N to 6N. The obstacles were randomly positioned with a spherical
shape and radius ranging from Omto 4m. The goal of each simulation mission was for the AUV to safely
reach a randomly set target region G, where the target position ranged from —30m to 30m on each
axis, and the target region had a radius of 2m. The duration of each mission was limited to within 800
time steps, terminating when the AUV reached the target point or the step limit was exceeded. During
each simulation, detailed logs of the AUV’s observation, actions taken, rewards received, and obstacle
encounters were recorded. This data was critical for analyzing the performance of the SAC and PID-APF
algorithms and later training the CQL algorithm in an offline manner.

Lastly, the simulation data procured from the SAC and PID-APF algorithms is employed to train the
CQL algorithm, and the network architecture and training parameters are summarized in Table II. After
3000 iterations of training, an optimal policy was obtained, outperforming both the SAC algorithm
and the PID-APF algorithm used to generate the original obstacle avoidance data. The reward curve
illustrating the training process is shown in Figure 7. To demonstrate the obstacle avoidance effect of
the trained policy, visualizations were provided, where the blue square represents the starting point of
the AUV, the green triangle represents the target position, the red solid line represents the movement
trajectory of the AUV, and the blue dashed line represents the direct line between the starting and ending
points.
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Table 2. Training parameters of the AUV obstacle

avoidance algorithm based on CQL.

Parameters Value
Actor learning rate 0.0001
Critic learning rate 0.0001
o learning rate 0.0001
Hidden layers of Actor and Critic 4
Number of neurons in each hidden layer 128 units
Discount factor y 0.99
Soft update parametert 0.01
Target entropy Hy -3
Equilibrium factor g 5
Batch size N 256
The number of trainings per epoch 256
Time step 0.1s
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Figure 7. The reward curve of CQL for AUV obstacle avoidance.

15

4.2. Performance validation

To comprehensively evaluate the performance of the trained intelligent agent’s control algorithm, we
conducted simulations and tests from multiple aspects. Firstly, in static environments, we simulated the
motion planning process of the agent navigating from different starting points to various target points and
assessed the system’s performance by achieving successful navigation to multiple consecutive targets.
To make the simulation more realistic, we introduced the factor of ocean currents and tested the agent’s
path planning and control capabilities in complex environments. Specifically, we focused on the agent’s
obstacle avoidance planning ability in the presence of dynamic obstacles to thoroughly evaluate its
adaptability in complex scenarios. Finally, we validated the anti-interference capability of the algorithm
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Figure 8. Results of AUV obstacle avoidance in environments with 6 obstacles.

by introducing Gaussian noise to simulate external disturbance forces and ocean currents and conducted
obstacle avoidance tests separately in these disturbed environments.

4.2.1. Simulation of static obstacle avoidance

To rigorously evaluate the obstacle avoidance performance of the trained policy, a series of tests
were conducted in environments populated with static obstacles. The operating space for the AUV
was defined as a 30m x 30m x 30m cube, with the AUV’s initial position fixed at the origin point
(Om, Om, Om) within the geodetic coordinate system. The target positions were systematically assigned
to (22m, 25m, 10m),(26m, 27m, 15m), (30m, 30m, 30m), and (—30m, —27m, 29m). Obstacles were
randomly placed within the operating space, with a fixed quantity of six obstacles.

As illustrated in Figure 8, the trajectories of the AUV in these different environments clearly demon-
strate the efficacy of the proposed algorithm in avoiding obstacles. The algorithm adeptly adjusts the
AUV’s rudder angle and thrust based on real-time distance and orientation data relative to the obsta-
cles. This enables the AUV to navigate safely and efficiently, successfully reaching the predetermined
three-dimensional waypoints.

To further substantiate the robustness of the algorithm, the complexity of the obstacle environment
was heightened by increasing the number of obstacles to nine, as depicted in Figure 9. The figure
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Figure 9. Results of AUV obstacle avoidance in environments with 9 obstacles.
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shows the AUV’s trajectories along with the variation curves representing the minimum distances
between the AUV and the obstacles during the last four obstacle avoidance missions. In these scenar-
ios, the AUV commenced from the origin point(Om, Om, Om), with target positions at (25m, 20m, 23m),
(24m, 25m, 25m), (30m, 30m, 24m), and (27m, 28m, 24m). The recorded minimum distances between
the AUV and the nearest obstacles were 1.91m, 0.48m, 1.7m, and 1.02m, respectively, indicating that
the AUV maintained a safe distance from obstacles throughout its navigation.

The trajectories presented in these figures underscore the algorithm’s superior obstacle avoidance
capabilities, even in more challenging environments with increased obstacle density. The AUV success-
fully avoids obstacles within its sensing range and consistently reaches its target points. These results
validate the effectiveness and reliability of the proposed method for autonomous navigation and obstacle
avoidance in three-dimensional underwater environments.

4.2.2. Simulation of dynamic obstacle avoidance

To evaluate the dynamic obstacle avoidance performance of the proposed algorithm, we randomly con-
figured a simulation environment with three dynamic obstacles and three static obstacles. The dynamic
obstacles performed uniform rectilinear motion back and forth within the AUV’s workspace, with their
velocities and directions randomly assigned. The speeds of these dynamic obstacles were capped at
1.2m/s, and their initial moving directions were indicated by red dashed arrows. The obstacle radius
was randomly set between 2 m and 4 m.

In the four obstacle avoidance tasks depicted in Figure 10, the AUV’s initial positions were all
(Om, Om, O m), and the target positions were (30 m, 30 m, 30 m), (30 m, 30 m, —30m), (30 m, —30m,
—30m), and (—25 m, 32 m, —29 m), respectively. Through calculations, the minimum distances between
the AUV and obstacles were 3.23m, 1.73m, 1.15m, and 1.81 m, respectively. The AUV’s movement
trajectories in Figure 10 demonstrate that the AUV successfully completed autonomous navigation
towards random targets and achieved real-time dynamic obstacle avoidance, validating the efficacy of
the CQL-based obstacle avoidance strategy for AUV.

To provide a comprehensive comparison, we evaluated the performance of three obstacle avoidance
algorithms—PID-APF, SAC, and CQL—within the same environment. Figure 11 presents the results
of these algorithms. The minimum distances between the AUV and obstacles were 3.23 m, 1.45 m, and
2.50 m for the PID-APF, SAC, and CQL algorithms, respectively. The time steps required were 405,
458, and 449, and the lengths of the movement paths were 66.34m, 55.28 m, and 54.59 m, respectively.
The execution time of the systemis 1.15s, 0.56 s, and 0.66 s respectively, and the average execution time
of each step is 0.0028 s, 0.0012 s, and 0.0015 s respectively, which indicates that the three algorithms
all meet the real-time requirements of the system without online training. As observed in Figure 11(a),
the PID-APF algorithm exhibited significant trajectory deviations due to the necessity for real-time path
updates and insufficient robustness in dynamic environments, resulting in the longest path. In contrast,
the trajectories based on SAC and CQL algorithms, depicted in Figure 11(b) and Figure 11(c), were
smoother, reflecting the flexibility of reinforcement learning algorithms. Notably, the CQL algorithm
required fewer steps, achieved a greater minimum distance from obstacles, and resulted in a shorter
movement path, thereby demonstrating superior obstacle avoidance performance.

To further evaluate the performance of the three algorithms, a fixed random seed was used to generate
obstacles and targets, and the dynamic obstacle avoidance effects of these three algorithms were tested
in the most recent 100 obstacle avoidance tasks. Figure 12 illustrates the minimum distances between
the AUV and obstacles for each of these 100 tasks. It can be seen from Figure 12 that in the most recent
100 tasks, the collision frequencies of the PID-APF, SAC, and CQL strategies were 20, 8, and 5 times,
respectively, corresponding to success rates of 80%, 92%, and 95%. These full results unequivocally
demonstrate the safety and effectiveness of the CQL-based obstacle avoidance method.

Based on the comprehensive simulation results, it can be concluded that the end-to-end obstacle
avoidance control algorithm for AUVs designed based on the CQL algorithm can effectively guide the
AUV to perform autonomous navigation and avoid possible dynamic obstacles in real time. Compared
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Figure 10. Results of AUV obstacle avoidance in dynamic obstacle environment.
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Figure 12. The minimum distance distribution between AUV and obstacle in the last 100 obstacle

avoidance tasks.

to PID-APF and SAC obstacle avoidance algorithms, the CQL algorithm exhibits enhanced safety and

efficiency, confirming the feasibility and effectiveness of this intelligent obstacle avoidance method for
AUVs based on offline reinforcement learning.

To verify the motion planning capability of the controller, we utilized this obstacle avoidance strat-
egy to accomplish navigation of multiple consecutive targets in Figure 13 In these two missions,
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Figure 13. Results of AUV obstacle avoidance of multiple consecutive targets.

the target point sets are [(30,30,30), (50,60,50), (80,90,80)] and [(—20,-20,-20), (—40,—40,—20),
(—60,—60,—60), (—80,—80,—80), (—90,—90,—100), (—120,—120,—120)], respectively. As depicted
in Figure 13, the AUV successfully reached the predetermined targets, further demonstrating the
autonomous navigation and obstacle avoidance capabilities of this method.

4.2.3. Simulation of obstacle avoidance with disturbances

To validate the anti-interference capability of this method, we employed Gaussian noise to simulate the
random changes of disturbing forces and ocean currents. Subsequently, obstacle avoidance tests were
conducted separately in the presence of external force disturbances and ocean currents. The results are
presented in Figure 14.

Figure 14 exhibits the obstacle avoidance outcomes of this method during navigation to one and
multiple consecutive target points, with target positions set as (30,30,30) and [(30, 30, 30), (60, 55, 50),
(80, 80, 80), (100, 100, 100), (120, 120, 120)], respectively. The red, blue, and black lines represent the
AUV’s motion trajectories in an ideal environment, under external force disturbances, and under the
influence of ocean currents.

Through detailed calculations and analysis, we have drawn the following conclusions. During single-
target navigation Figure 14(a), the minimum distance between the AUV and obstacles in an ideal
environment was 2.50 m, while under external force disturbances and the influence of ocean currents,
this distance decreased to 1.93 m and 0.98 m, respectively. Despite the reduction in minimum distance
due to interference and currents, the AUV was still able to safely reach the target point. Meanwhile,
we noticed that under these three conditions, the AUV’s motion path lengths were 54.59 m, 54.40 m,
and 53.88 m, indicating that the interference and currents had limited effects on the overall motion path
length of the AUV.

During continuous multi-target navigation (Figure 14(b)), we observed similar phenomena. In an
ideal environment, the minimum distance between the AUV and obstacles was 1.40 m, while under
external force disturbances and the influence of ocean currents, this distance decreased to 1.05m and
0.79 m, respectively. Despite the reduction in minimum distance due to interference and currents, the
AUV was still able to reach each target point sequentially according to the preset path. Simultaneously,
under these three conditions, the AUV’s motion path lengths were 216.35m, 212.26 m, and 215.99 m,
demonstrating that in the process of continuous navigation, the interference and currents had similarly
limited effects on the overall motion path length of the AUV.
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Figure 14. Results of AUV obstacle avoidance in a disturbed environment.

To further elucidate the outstanding anti-interference capability of the CQL-based method, we show-
case the performance of the adaptive PID-APF method in executing the same navigation tasks in
Figure 14 (c) and 14(d). In this approach, the APF updates the path every five steps based on the
current obstacle environment, and subsequently, the adaptive PID method takes over for tracking and
controlling the safe path. As depicted in Figure 14(c), during a single-target-point navigation task, the
minimum distance between the AUV and obstacles under ideal conditions is 2.47 m. However, under
the influence of external force disturbances and ocean currents, this minimum distance alters to 4.60 m
and —0.78 m, respectively. Concurrently, the AUV’s movement path lengths in these three scenarios are
65.01 m, 76.08 m, and 64.97 m, respectively. Figure 14(d) illustrates the AUV’s movement path when
navigating towards multiple consecutive target points. Here, the minimum distances between the AUV
and obstacles are —1.49 m, 0.47 m, and —2.65 m, with the corresponding movement path lengths being
221.45m, 232.73 m, and 221.55 m, respectively. This demonstrates that the adaptive PID-APF algo-
rithm has limited anti-interference ability, particularly under the influence of ocean currents, where the
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control efficacy diminishes significantly. Consequently, substantial deviations are observed in the overall
movement trajectory, with longer travel paths and increased collision risks.

In summary, we can conclude that the CQL-based method possesses strong anti-interference capabil-
ities and robustness. Even in environments with external force disturbances and the influence of ocean
currents, the AUV is still able to reach the preset target points safely and accurately, and its overall
motion path does not exhibit significant deviations. This result not only verifies the effectiveness of this
method but also provides strong support for its application in actual marine environments.

5. Conclusions

This paper presents a novel end-to-end obstacle avoidance control algorithm for AUVs based on CQL.
The proposed algorithm has been rigorously validated through extensive numerical simulations, demon-
strating its ability to effectively learn a superior obstacle avoidance policy from historical data without
necessitating real-time interaction with the environment. This approach mitigates the risks and costs
associated with trial-and-error learning in actual system operations. During the simulation process, the
CQL-based algorithm consistently achieved real-time dynamic obstacle avoidance, showcasing excep-
tional performance. To further substantiate its effectiveness, we compared the CQL-based obstacle
avoidance strategy with those based on PID-APF and SAC within the same simulation environment.
Both the CQL and SAC algorithms employed identical network structures, state spaces, action spaces,
and reward functions. The comparative results revealed that the CQL-based strategy had a higher suc-
cess rate in obstacle avoidance tasks. Specifically, in a series of random obstacle avoidance scenarios,
the success rates for the PID-APF, SAC, and CQL algorithms were 80%, 92%, and 95%, respectively.
Additionally, the algorithm’s robustness was tested under conditions involving irregular external force
disturbances and ocean currents. The results demonstrated that the CQL-based algorithm could still
effectively guide the AUV to its preset target points while avoiding obstacles, thereby proving its robust
anti-interference capabilities. The simulation results unequivocally demonstrate the effectiveness, safety,
and robustness of the CQL-based method in intelligent dynamic obstacle avoidance for AUVs. The
algorithm’s offline training characteristics, coupled with its safe and efficient obstacle avoidance strat-
egy, significantly enhance the safety and reliability of AUV systems. This advancement provides robust
technical.

The current study on AUV obstacle avoidance utilizing CQL algorithm, while demonstrating promis-
ing results, is limited by data dependency for generalization, computational complexity for real-time
applications, and adaptability to highly dynamic environments. Future research should explore data
augmentation, computational optimization, hybrid online-offline learning, multi-agent collaboration,
integration with traditional navigation techniques, enhanced interpretability, as well as comprehensive
task planning and energy management to address these limitations and advance the field.
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