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Abstract

We consider in this paper the question of when the finite sum of products of two Toeplitz operators is a
finite-rank perturbation of a single Toeplitz operator on the Hardy space over the unit disk. A necessary
condition is found. As a consequence we obtain a necessary and sufficient condition for the product of
three Toeplitz operators to be a finite-rank perturbation of a single Toeplitz operator.
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1. Introduction

Let D be the open unit disk in the complex plane and 0D the unit circle. Let
do (z) be the normalized Lebesgue measure on the unit circle dD. Let L9 denote
the Lebesgue g-square integrable functions on the unit circle and let L* be the space
of essentially bounded functions on the unit circle. The Hardy space H? is the Hilbert
space consisting of the analytic functions on the unit disk D that are also in L>. H™®
denotes the set of bounded analytic functions on the unit disk. Let P be the orthogonal
projection from L? onto H?. For f € L™, the Toeplitz operator Ty and the Hankel
operator H; with symbol f are defined by Tyh = P(fh) and Hyh = (1 — P) (fh)
for 4 in H-. A bounded linear operator on the Hilbert space H is said to have finite
rank if the closure of the range of the operator has finite dimension. As is well known,
Hankel and Toeplitz operators are closely related by the following important fact:
Tre —TfT, = H;;Hg.

Studying the Toeplitz algebra has shed light on the theory of Toeplitz operators

[3, 4, 8]. We know that the algebra of finite sums of finite products of Toeplitz
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operators is dense in the Toeplitz algebra. Guo and Zheng [7] and Gu [5] have shown
that a finite sum of finite products of Toeplitz operators can be written as a finite sum of
products of two Toeplitz operators. Conditions that characterize when a finite sum of
finite products of a Toeplitz operator is a compact perturbation of a Toeplitz operator
were found by Guo and Zheng [7].

Another motivation is the result of Gu [6], which states that if an operator X
on H? is such that X — TH*X Ty is of finite rank for every inner function 6, then
X =Ty + F where ¥ € L* and F is a finite-rank operator on H 2. In particular,
ifweset X =)"_, H%H%’ then X — TXT, =Y 7, fi ® gi is of finite rank.
However, we do not know under what conditions the finite sum of two Hankel operator
is of finite rank for general symbols. It is easy to see that

n n
Z Ty Ty — TZ?:l figi = Z H%Hgi'
i=1 i=1

A natural question arises: When is the finite sum of products of two Toeplitz
operators a finite-rank perturbation of a single Toeplitz operator?

In Section 2, we will give a necessary condition for the finite sum of products of
two Toeplitz operators to be a finite-rank perturbation of a Toeplitz operator.

In Section 3, we will give some interesting consequences.

2. Necessary condition

We need to introduce some notation. For x, y € H 2 x® y is the operator of rank
one defined by

xQy(f)={f, y)x,

forevery f € H?. l1tis easy to see that (x @ ¥y)* =y ® x.

Let A be a finite-rank operator on H 2, where A has rank k. Then there are vectors
Xj, yjin H? with dim{x;} =dim{y;} = k such that A = le‘:l Xj ®yj.

Although our main concern is with bounded Toeplitz operators and Hankel
operators, since a product of m (>3) Toeplitz operators can be decomposed into the
product of two Toeplitz operators with perhaps unbounded symbols, we will need
to make use of densely defined unbounded Toeplitz operators and Hankel operators.
Given two operators S; and S densely defined on H 2 we say that S| =S5, if
S1 P = $, P for each analytic polynomial P.

Note that [, _, ., L9 is an algebra, that is, both fg and f + g arein (1), _, o, LY
if f and g are in (7);_,_ L7. In addition, the Hardy projections P and 1— P
are bounded on L7 for 1 < g < co. Naturally, we consider the symbols of Toeplitz
operators in (), _, oo L9. For f € ;.o L9, let f* = Pf, the analytic part of
f,and let f~ = (1 — P)f, the conjugate analytic part of f. It is well known that
I;T;T, = Ty. Our main result is the following theorem.
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THEOREM 2.1. For f;, gi, h in ﬂ1<q<ooLq (=1,2,....n),if > TrTy — Tp
is a finite-rank operator, then there are analytic polynomlals A;i(2), Bi(z) with
max{deg A;(z)} = k and max{deg B;(z)} = k, not all of which are zero, such that

n
Z A,']_C,‘ € H2
i=1
or
n
Z Bl'g,' < HZ.
i=l1
PROOF. Let K be the rank of Y}, T, Ty, — Ti. We prove the result by induction on
the rank K.
Assume that the rank K = 0. Then
n
> T4 Ty =Ti

i=1
If one of the f; or one of the g; is in H?, then obviously there are constants A;, B;
with "7 | |A;| >0and Y 7_, |B;| > 0 such that

n
ZAi]_ci € H2
i=1
or
n
Z Bl'g,' (S Hz.
i=1

If none of the f; € H> and none of the g; € H?, let K;(z) = (1/(1 — Az)) be the
reproducing kernel at A € D. Noting that 1 — 7;7; = 1 ® 1, it follows that

n
(Lpl@Tegl 4+ Tep 1@ Teg, ) = T: Y T;(1 = LT, T:
i=1

=T: ZTfT T, — ZTTfTTT T,
=1

=Tz Z Ty Ty T, — Z Ty Ty,
i=1 i=1
=TT)T,—T,=0.

Then

n n
Y TGl =) Tip 1 ® Trg 1(Ky) =0
i=1 i=1

https://doi.org/10.1017/51446788708000128 Published online by Cambridge University Press


https://doi.org/10.1017/S1446788708000128

48 X. Ding [4]

It is easy to see that T3 1 =0 if and only if g; € H? and T; ;1 =0 if and only
if f; € H?. Hence there is a Ao € D such that A; = Tz4 1(A) # 0 for all 1 <i <n.
Thus

n _
> AT1=0
i=1

implies that
n -
Y AifieH.
i=1

Next we assume that the result is true if the rank k is less than K. We need to show
that the result is true for k = K.
We write

n k
D TiTy —Th=) xj®y),
i=l j=1

where x;, y; are in H? and dim{x;} = dim{y;} = K.
We have

n n
Y Tl @Tigl = TE{Z T (1 = T.TH)Ty, }TZ
i=1 i=1
n n
=T: ) TpTeT:— Y TTy
i=l1 i=l1

k k
=TZ<Th+ij®yj)Tz_ (Th"i‘zxj@yj)

Jj=1 Jj=1

k k
Y Txj®@Teyi— ) xj ®j.
j=1 j=1

That is,
n k k
D Tl @Tgl=) Tex;@Tiyj— ) x; ®yj. 2.1)
i=1 j=l1 j=l1
If Tzy1, ..., Ty, are linearly dependent, without loss of generality, we may

assume that
Tryk =c1Tzy1 + - - - + ck—1Tzyk-1,

for some constants ¢y, ..., cx—1. Then

n k—1
Z i Tog =Th + Z Tr(xj +cjxr) @ Tzyj
i=1 j=1
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Thus the rank of Y 7 | Tz Tee — Tj is at most K — 1. So, by the induction

hypothesis, there exist analytic polynomials a;(z) and b;(z) with max{deg a;(z)} <
K — 1, max{deg b;(z)} < K — 1,and Y 7_, |a;| >_i_; |bi| > 0 such that

n
Y ai)zfi € H?
i=1
or
n
Y bi(z)zgi € H”.
i=1

Let [ =max{dega;(z)} or [ =max{degb;(z)}. Then A; = 7 a;(z) and B; =
=k,

Z7b;i(z) are both analytic polynomials with max{deg A;} = max{deg B;}
Yo 1Al Yo7 |Bil # 0 such that
n
Z Ai]_ci S H2
i=1
or
n
Z B; gi € HZ.
i=1
Thus the result is true in this case.
If Tzxy, . . ., Tzxi are linearly dependent, by the same argument as above, we obtain
that the result is true.
To finish the proof, we may assume that T:yy, ..., T;yx are linearly independent
and Tzx1, ..., Tzx; are linearly independent.
Applying Tz y; to both sides of (2.1) gives that
n k k
Z(TZYI’ Tzl Z Ty, Tzyj) Trxj — Z Tzyi, yj)xj,
i=1 j=1 j=1

forl=1,2,...,k.
Let ajj = (Tzy1, Tzy;), bij = zai; — (Tzyi, yj)s cij = (Tzyi, Tzg 1). Since Tzx; =
sz' — Z)Cj(()),

Cl1 €12 -+ Ciln Izp 1
€21 € - Cp Izp1
ka2 oo ) \Tig
byy bz -+ bik X1 a; ayp - ak xl(g)
| b2 b - b X2 _laan axn - ax x2(0) z
b b - b/ \ x, akt apy - ark) \ x(0)
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That is,
CT;r1=BX —z7AX(0),
where C = (cj), B = (byj), A= (a;j), Tsf 1 = (Tzp, 1, ..., Top, DT, X = (x1, ..., x0T,
X (0) = (x1(0), ..., xx(0))T. The determinant of the matrix B = (b1j )k xk is
D(z) =det(b;j) =az* + i7" + -+ a,
where a = det(ay;) is the Gram determinant of vectors Tz y1, Tz y2, . . ., Tz yk. Since
T:y1, Tzy2, . . ., Tz yy are linearly independent, a = det(q;;) # 0, and a; are constants.

Hence deg D(z) = k, and D(z) is a co-analytic polynomial in z.
The adjoint of the matrix B is

Bi1i Bx -+ B
. B B --- B
adip=| 0 70
Bix Box --- Bk

where B;; denotes the cofactor of b;; and it is a co-analytic polynomial in z with degree
at most k — 1.
So

(adj B)CT;y1 = D(2)X — (adj B)AX (0)z.
Let
(Cii(2)) = (adj B)C,

where Cj; (z) are co-analytic polynomials in z with degree at most k — 1.
Applying the projection P to both sides of the above equation gives that

P[(Cli(2)Tzr11=PD(2)X.
That is,

Uy Erers Tpp)x1

Ty aurd Tk
By the same argument, we also have

Ty wiog! TN

I; i1 Ui @zl TE(2) Yk

where u;; (z) are co-analytic polynomials in z with degree at most k — 1 and E(z) is a
co-analytic polynomial in z with degree k.
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If Tegrl, Trgs1, .. ., Tzg, 1, y1, ¥2, - . ., Yk are linearly dependent, then there exist
constants a;, b;, not all zero, such that
n k
ZaiT@I‘f‘ bjy;=0.
i=1 j=l1

One of the ay, ay, . . ., a, must be nonzero since yi, . . ., yi are linearly independent.
Without loss of generality, assume that

g l=a1Tgrl +- - - +an1Tog, w1 + b1yr + - - - bryk.

Then
Te) Tzl = Te(nzg; 1
n—1 k
= Z a; TZE(Z)EI + Z bjTE(Z)yj
i=1 j=l1
n—1 k
= aiTzE@)g 1 + Z bj TZ;’:l uji @zl
i=1 Jj=1
n—1 n
=D aTeragl + ) Tty o
i=1 i=1
Therefore,

k n—1 k
Tz{ [E(z) -y bjujn<z)}g—n - Z[aiE(z) +y bjuji(z>}§(z>}1 =0.
j=1 j=1

i=1

From this equation, it follows that

k n—1 k
[E(z) -y bjujn<z)}gn -3 [aiaz) +y bjujmz)}gi e H”.

j=1 i=1 j=1
Let
k
B, (2) = [E(z) -3 bjujn<z>],
j=1
k
Bi(z) = —[aiE(z) + ijuji(z)j|, l<i<n-—1.
j=1

Then Bj(z) are analytic polynomials in z with degree B,(z) =k, deg B;(z) <k,
1<i<n-—1,and Z?:l Bigi € H?. This is the result as desired.
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By the same argument, if T:;p1, T3p1, ..., Tz, 1, x1,...,x, are linearly

dependent, we also have that there exist analytic polynomials A;(z) with
max{deg A;(z)} = k such that

n
Z Ai]_c,‘ € Hz.
i=1

Next we assume that 7741, ..., Tz5,1, x1, ..., x; are linearly independent and
Tz, ..., T 1, y1, ..., yr are also linearly independent. We will derive a
contradiction.

First we claim that

dim span{xy, ..., xk, Tzxq, ..., Tzxg} >k +n.
In fact, since Tzgr1, . . ., Tzg,1 are linearly independent, there is a vector § € H 2 such
that (§, Tzg;1) = 1 and (§, Tzg;1) =0 forall j #1i.
Hence
k k
Izpl Z s Teyj) Texj — Zf YidXjs
by (2.1). This implies that 7 5,1 € span{xy, . .., x, Tzx1, . .., Tzx).
This gives
span{Tz 1, ..., Tz7, 1, x1, ..., x} S span{xy, ..., xg, Tzxq, ..., Texg}.
Thus
dimspan{xy, ..., xg, Tzx1, ..., Texg} = dimspan{Tz 1, ..., Tz 7,1, x1, . . ., Xk}
=k +n.
Since
dim span{Tzxy, ..., Tzxx} =k <k +n,
there is a nonzero vector € in span{xy, ..., xx, Tzx1, . . ., Tzx;} such that
& L{Tzx1, ..., Toxe).
By (2.1),
n k
D E Tep )Tl = — ) (&, x))y;
i=1 j=1

Not all of {(£, xj)}’;:1 are zero since

S € span{xl, ooy Xk TZX], ey szk}.
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Otherwise & is orthogonal to {x1, ..., xg, T5x1, . . ., Tzx}, which would imply that
& = 0. This is a contradiction. Also

n

D T DTz 1+ ) (€ X))y, =0,

i=1 i=1

where at least one coefficient (£, x;) is different from zero. Thus, the vectors

ngll""? ngnlv yls "-’yk’

are linearly dependent. We have obtained a contradiction to complete the proof. O

REMARK. Let f; and g; all be in L®°. Then the result of Theorem 2.1 is that
there are no all-zero analytic polynomials A;(z), B;(z) with max{deg A;(z)} =k and
max{deg B;(z)} = k such that

iAifieHoo

i=1

or
n
Z B,'g,' e H™®.
i=1

3. Consequences

In this section, we will obtain some necessary and sufficient conditions. For
convenience, we write A = B mod(F’) to denote that the operator A — B is a finite-
rank operator. One of the first results about Hankel matrices was Kronecker’s theorem
that describes the Hankel matrices of finite rank. Kronecker’s theorem states that, for
f € L, Hy is of finite rank if and only if f is the sum of an analytic function & and
a rational function r(z) whose poles are not on the unit circle. The following theorem
is another form [9] of Kronecker’s theorem, which we will use often in this section.

THEOREM 3.1 (Kronecker’s theorem). Suppose that f € L. Then Hy has finite
rank if and only if there exists a nonzero analytic polynomial p(z) such that pf € H.

As is well known, for f, g € L°°, Brown and Halmos [2] have shown that the
product of two Toeplitz operators Ty and Ty is also a Toeplitz operator if and only
if f € H® or g € H*®. Axler et al. [1] have shown that the product TrTy, is a finite-
rank perturbation of a Toeplitz operator if and only if one of the operators H 7 or Hg
has finite rank, where f, g both are in L>°. We need the following lemma which may
have been known before.

LEMMA 3.2. Let A be a bounded linear operator on H>. Suppose that p(z) and q(z)
are nonzero analytic polynomials. If Tp AT, has finite rank, then A has finite rank.
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PROOF. Factorize ¢(z) as the product ¢(z) = B(z) F(z) of a finite Blaschke product
B(z) and an outer function F(z). Let M =T;AT,H 2. Since T,AT; has finite
rank, M is a finite dimension subspace of H 2. Since F(z) is an outer function,
closure{TF H%} = H?. Thus

closure{T; AT, H*) = closure{T5ATpTF H?%)
= closure{T;ATg H2} =M.

This gives that 75 ATg has finite rank and then
T5A=T;ATgTg =TpATgTy mod(F).

So T A has finite rank. By the same argument, we have that A* has finite rank. Hence
A has finite rank also. This completes the proof. O

For f € L?, the Toeplitz operator Ty and the Hankel operator Hy are densely
defined on H%. For f, g€ L? Zheng [10] has given some conditions for the
boundedness of the product of two Hankel operators. In the following theorem we
will assume that the symbols of the Toeplitz operators lie in [, _ g<oo L, and hence
we extend Axler, Chang and Sarason’s theorem.

THEOREM 3.3. For f, g hin () ;.o LY where Ty Ty — Ty, is a bounded operator
on H2, then
TrT, =T, mod(F),
if and only if h = fg and there is a nonzero analytic polynomial A(z) such that
AfeH* or AgeH.

PROOF. First we prove the necessary part.

Let k, be the normalized reproducing kernel of H? at the point z € D. We know
that k, weakly converges to zero in H as z tends to the boundary of D. For £ € 3D,
0 <r < 1, by the hypothesis that Ty T, = T, mod(F),

m (Tf Tokye, k) = lim (Tykre, krg).
—1 r—1

r

It follows that 7 = fg on d D. By Theorem 2.1, there is a nonzero analytic polynomial
A(z) such that Af € H? or Ag € H.

Next we prove the sufficient part.

If h = fg, there is a nonzero analytic polynomial A(z) such that Af € H? or
Ag e H?.

Assume that Ag € H?, then

(TrTy —Ty))Ta =TfTag — Tan=Trea—na =0.

Thus Ty T, = Tj, mod(F) by Lemma 3.2.
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Assume that A f € H?, then
Ti(TfTy =Th) =T; Ty = Ti, =Tji(fq—n)y =0.

Hence Ty T, = Tj, mod(F') by Lemma 3.2.
This completes the proof of the theorem. O

THEOREM 3.4. For f1, f2, g1, & in L°° with fig1 = frg2, then
Ty Ty =TpT,, mod(F),
if and only if one of the following conditions holds:
(1) H}‘I H,, and H ;2 Hg, are both finite-rank operators;
(2)  there exist n_orizero analytic polynomials A1(z), A2(z), B1(z) and By(z) with
A1 By = Ay By such that
Alfl + Azfz € H® and Big, + Brgo € H™.
PROOF. First we prove the ‘only if” part. As

Ty Ty —TpT,, = H;;zng - H_;l Hg,,

hence
Tfl Tgl = sz ng mod(F).
Equivalently,

H’ Hy, — H Hyy =0 mod(F).

Either HJ";2 H,, and H;-l H,, are both finite-rank operators or none of H;;z H,, and

H;;l H,, are finite-rank operators. If none of H}‘z H,, and H}i H,, are finite-rank

operators, by Theorem 2.1, there exist nonzero analytic polynomials Ay, Az, By and
B> such that

Afi+Arfa=hi e H®
or

Big1+ Bagao=hy € H™.

Assume that A]f] + Azfz =h1 € H*®, then A_l f1+ 14_2f2 = h_1.
Since T Tgy =TT, mod(F),

T/“:1f1 Ty, = TA—1f2 Ty, mod(F).
This implies that

TfZT(AlngrAzgl) = Tﬁlgl mod(F).
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By Theorem 3.3, there is nonzero analytic polynomial p(z) such that pfre H® or
p(Aigr + Arg1) € H®. But Hﬁ is not a finite-rank operator by the hypothesis,

so p(Aiga+ Azg1) € H®. Let [ =max{deg Ay, deg A2}, B =2'p(x)A2, By =
7' p(z)Ay, so B and B, are analytic polynomials such that

Bigi + Bogo € H™
and
A1B; = A2Bs.

If Big1 + Bag2 = hp € H®, by a similar argument, we obtain the same result.

Now we prove the ‘if” part. Obviously, condition (1) is sufficient. Assume that
there exi_st nonzero analytic polynomials Ay, A>, By and By with A;B] = A B; such
that Ay fi + Ay fo=hy € H*® and B1g| + Byga =hy € H*.

Therefore,

TAI(TfI Ty =Ty, Tg)Tp, = Tfilfl Ty B, — TAIfZngBl
= (Tﬁl - TAzfz)Tngl - TAl_szgZBl
= Tf_llngl o TAzfz(ThZ — Thygy) — TAIfZ T,
= T(illngl_AZhZfZ) + Tz‘izfz Thyg, — TAle Tg>m,-

Note that, for any analytic polynomial p(z), any f € L™, T,Ty =T¢T, mod(F).
Hence T3, 1, TByg, — T3, f,Tgo 8y =0 mod(F). It is easy to calculate that g1 B —
Ashy f> = 0. Thus,

T4, (T Ty, = T, Te) Tp, =0 mod(F),

By Lemma 3.2, Ty, Tg, = T, Tg, mod(F'). This completes the proof. O

COROLLARY 3.5. For f and g in L, then
TT, =T,Ty mod(F),

if and only if one of the following conditions holds:
(1 H}";Hg and Héffo are both finite-rank operators;

(2)  there exist nonzero analytic polynomials A1(z), A2(z), Bi(z) and Bx(z) with
A1 B = Ay By such that

Aif+Age H® and Big+ Bof € H®.
THEOREM 3.6. For f in L, the self-commutator
T;Tf — TfT;ck

has finite rank if and only if one of the following conditions holds:
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(1)  there is a nonzero analytic polynomial p(z) such that pf € H*® and p f € H*;
(2)  there exist nonzero analytic polynomials A and B with |A|* = |B|? such that

Af +Bf e H®.
PROOF. First we prove the ‘only if” part. Suppose that

TiTy - TyTf=HiHf — HiHy =0 mod(F).

Therefore, H has finite rank if and only if H 7 has finite rank.
If Hy and H 7 have finite rank, by Kronecker’s theorem, there exist nonzero

polynomials p; and p, such that p; f € H® and p,f € H®. Let p(z) = p1p2, 0
pf and p f are both in H™.

If none of H 7 and H ¢ have finite rank, by Theorem 3.4, there exist nonzero analytic
polynomials A and B such that

Af +Bf =he H®.
Therefore,

TA(TJ;Tf — Tfo)TB =TaTrp —Ti;Trp

= (T}-l - T[;f)TfB - Tgf(Th - TAf)
=Tgrp—asn — Tl +T;Tra
=Tpp—japyr2 — TasTre + TipTra
= T(|B|2—|A|2)f2 + Tfo(\A|2—|B|2) mod(F)

implies that |A|> = | B|? by Theorem 3.3 and the hypothesis follows. This completes

the proof of the ‘only if” part.

Next we prove the ‘if” part. Obviously the condition 1 is sufficient. Suppose that

condition (2) holds. That is, |A|?> = | B|* such that Af + Bf =h € H®, where A and
B are nonzero analytic polynomials. Thus,

LTty = Ty TpTe = (T = T )Trs = Ty (Th = Tay)
=TrGp—iny T TrTrqap—iap) mod(F)

=0.
Hence
T]ETf — Tfo‘- =0 mod(F),
since Lemma 3.2. This completes the proof of the theorem. O

THEOREM 3.7. For f1, f2, f3 and h in L™, then
Ty TpTp =T, mod(F),

if and only if one of the following conditions holds:
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1) H*
ey ;

1
2) thez exist nonzero analytic polynomials Ay, A, Bi and B> with A1B; +
Ao> B> = 0 such that

Hy, and HfilH f5 s are both finite-rank operators;

£

Afifsf+Asfi=r e H?
and

Bifs+ Baof, fs=r2€ H.

PROOF. We first prove the ‘if” part. Since h = f1 f> f3,
TpTpTp —Th=Tnp —Trppn tTnlyp = Thpr g

* * _
_(Hmlif3 + Hf_.leZf:;).

Thus condition (1) implies that
TpTpTy =T, mod(F).
Next we suppose that condition (2) is true. We have
TAT(Tfl TypTy —Th)Tp, = T/Tlfl 1 Ty, + T/Tlfl sz—f332 — Txinp,
= (Tr; — TE]'I)Tf3Bz + Tflfl(Trz — T f3) — TATth

- T7132f3+r21‘§1f1—1‘§132h a Tflfz(z‘isz+AlBl) mod(F)
=0.

Hence
Tfl sz Tf3 =T mod(F),

from Lemma 3.2.
Next we prove the ‘only if” part. If Ty T Tyr =T, mod(F), by [3, Douglas
theorem], 2 = f1 f> f3. Hence

ThTpTn —Th=TnpTr+TnTyp —Thps

= (H* *Hz ,
_ (Hflf;Hﬁ—i—Hlefzf).

If none of H*
1

iy

Hy, and H‘;';] H 5 fs have finite rank, by Theorem 2.1, there exist

nonzero analytic polynomials Ay, Az, By and B; such that

ALfifst+Asfi=r e H?
or

Bifs+ Bofy fs=rr€ H”.
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Assume that

A]f]f2+ + Agﬁzrl € H2,
then
TR, (TpTpTy —Th) = Tx, (Ty o Ty + T Ty — Thp)
= (Tr, — TAzfl)Tf3 + TAlfl Tf27f3 - Tfilh
=Tr T4 5 f—Aofy) T Tropy— Ay mOd(F).

This implies that
Ty, T(Alf{fs—fizﬁ) = TA]h—FI f mod(F).
By Theorem 3.3 and the hypothesis, there is a nonzero analytic polynomial p such that
p(ALfs 35— Arf3) € H™.

Let / = max{deg A;, deg A5}, Bj = —z'p(2)A2(z) and By = 7' p(z)A1(z). Then B
and B, are both nonzero analytic polynomials with

A1B| + A2B, =0,
such that
Bifs+Byf, f3€ H>.

This complete the proof. O
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