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An equation describing eigenmodes in the ion cyclotron frequency range in ‘warm’
bounded plasmas, i.e. eigenmodes which are absent in the two-fluid model but exist in
kinetic theory due to finite Larmor radius of the ions, is derived for the first time. It is valid
for electrostatic modes but the developed approach is generic. Calculations are carried out
for two cases: first, for a homogeneous magnetic field; second, taking into account the
effects of toroidicity in tokamaks. It is found that, in general, equations for eigenmodes in
warm plasmas do not reduce to second-order differential equations (in contrast to those
which are usually used to describe the radial structure of eigenmodes in fusion devices).
The study of modes in warm plasmas is of interest, in particular, in connection with the
recent observations of superthermal ion cyclotron emission in the NSTX-U spherical torus
and DIII-D tokamak, which can be hardly explained by conventional theories employing
fast magnetoacoustic modes.
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1. Introduction

Eigenmodes in the ion cyclotron frequency range in toroidal plasmas are usually
described within a cold-plasma approximation (two-fluid model), in which case only
fast magnetoacoustic modes (FMM) (known also as CAE (compressional Alfvén
eigenmodes)) exist. However, recent experiments with ion cyclotron emission (ICE) on
the NSTX-U spherical torus (Fredrickson et al. 2021) and DIII-D tokamak (Crocker
et al. 2022) indicate that this approximation can be unsuitable. First, it was found
that the emission frequency in NSTX-U does not follow an Alfvénic scaling with
density; this newly discovered type of chirping ICE does not follow the well-known ICE
phenomenology on JET, TFTR, KSTAR or LHD. Second, a new diagnostic with Doppler
backscattering on the DIII-D has shown that the wavenumber exceeded that of FMM:
k > w/v,, where k and @ are the wavenumber and wave frequency, respectively, and
vy the Alfvén velocity (Crocker et al. 2022). Therefore, it was concluded in Crocker
et al. (2022) that the observed ICE resulted from destabilized ion cyclotron waves,
either electrostatic waves (which presumably took place in TFTR (Dendy et al. 1994))
or electromagnetic waves. In contrast to FMM and Alfvén waves, these modes are absent
in ideal magnetohydrodynamics (MHD) and the two-fluid model with zero temperature.
They require a kinetic theory for their description in order to take into account finite
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Larmor radius of thermal ions of the bulk plasma. We therefore refer to them as modes in
‘warm’ plasmas.

The results of theories of waves in warm plasmas can be found in, for example,
overviews (Akhiezer et al. 1975; Stix 1992) and references therein. However, they are
obtained for infinite plasmas and for this reason the developed theories cannot determine
the eigenmode location and its radial structure in warm plasmas; they can be useful for a
local analysis of possible instabilities, but are not sufficient for a reliable identification of
destabilized modes. On the other hand, conventional equations for eigenmodes in bounded
plasmas (the second-order linear differential equations) can be inappropriate. The reason
is that coefficients in the eigenmode equations in warm plasmas depend on the mode
structure. Moreover, eigenmodes are standing waves, whereas the known way to take into
account finite Larmor radius employs travelling waves.

The mentioned experimental findings, in particular k > w/v,, are consistent with
the high-k part of the FMM branch of the dispersion equation. However, this does
not mean that other modes could not be responsible for these findings. In particular,
electrostatic modes, the equations for which will be derived in this work, well satisfy k& >
w/v4. Although the radial mode structure was determined experimentally, no theoretical
calculations of radial dependence of the mode amplitudes of cyclotron waves were carried
out. Accordingly, the experimentally observed modes were not conclusively identified.

All these facts motivated us to carry out this work devoted to ICE eigenmode equations
in a warm plasma.

The work is organized as follows. Section 2 outlines our approach to the description
of eigenmodes. It consists of two parts. The first part (§ 2.1) deals with the peculiarities
of equations for eigenmodes in bounded warm plasmas and suggests a way to obtain
equations for cyclotron modes. The second part (§ 2.2) analyses key parameters associated
with toroidicity and discusses their roles. In § 3 an equation for electrostatic eigenmodes
valid for the cyclotron frequency range is derived: in §3.1 the approximation of a
homogeneous magnetic field is used; an effect of toroidicity — non-uniform cyclotron
rotation (gyration) of the particles — is taken into account in §3.2. In addition, an
equation for subharmonic modes in tokamaks is derived in § 3.3. Section 4 summarizes
the results obtained. Appendix A considers features of the dispersion function associated
with non-uniform particle gyration.

2. Approach to the description of eigenmodes
2.1. A way to derive eigenmode equations in warm plasmas; reconciling standing and
travelling waves

Eigenmodes in bounded plasmas are standing waves, but these waves represent a
superposition of travelling waves. This statement is employed below for both warm and
cold plasmas.

As known, eigenmodes can be described by the following equation (see e.g. Stix (1992)):

602<—>
VXVXSE——2€8E=O, (2.1)
c

where SE o exp(—iwt) is a perturbed electric field, € is a dielectric tensor. This equation
immediately follows from the Maxwell equations V x §E = (iw/c)6B and V x §B =

—(iw/c) € 8E, where 8B is the perturbed magnetic field. Equation (2.1) should be
supplemented by boundary conditions. Then it will determine waves standing in the radial

direction (in cylindrical geometry). When € does not depend on the radial structure of
perturbation, as in cold plasmas, (2.1) reduces to a second-order differential equation.
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However, in general this is not the case: € is determined by the disturbed distribution
function of the particles, §f, which, in turn, is determined by § E,

e [ i oF
8f = —— df |§E — —v x V XSE| —, (2.2)
M J_ w av

where F is an equilibrium distribution function, e and M are the particle charge and mass,
respectively, » = r(¢') and v = v(¢') (the integral is taken along particle orbits). The known
technique for the calculation of integral in (2.2) with Maxwell distribution function (F,)
relies on perturbations in the form of a plane travelling wave,

SE o exp(ikr — iwt). (2.3)

This means that §E o e*", which is not consistent with SE(r) determined by (2.1)
(r is the radial coordinate). However, the inconsistency diminishes when k, < ky (¥ is

the poloidal angle): the dependence of € on k, becomes negligible, which implies that €
is valid for various k,, not only for the radial wavenumber of (2.3). To see this, we note

that the propagation of the wave (2.3) across the magnetic field manifests itself in € in
the form of Bessel functions with the argument that contains Larmor radius in the product
k1 pr (pr is the Larmor radius of thermal particles and k, is transverse wavenumber).

Due to this, € is valid for any k, that satisfies the condition k, << ky. On the other hand,
when k; pr — 0 due to vanishing Larmor radius, the condition k, < ky is not necessary.

Thus, (2.1) with € calculated for a plane wave is self-consistent when p7 is neglected
(in cold plasmas); it is self-consistent for pr # 0 provided that k% ~ k3. Otherwise, there
is a conflict between (2.1) and (2.3). Nevertheless, there is a way to use the technique
developed for plane travelling waves in every case: for this purpose, one has to expand § E
in a Fourier series with terms in the form of plane waves. This approach will be used in
this work.

Below we consider an example which demonstrates that the mentioned Fourier
expansion can be useful even in the analysis of eigenmodes in a cold plasma.

The studies of edge-localized ICE associated with FMM often relied on a simple
model employing plasma inhomogeneity to provide a potential well in a Schrédinger-like
equation, see Coppi (1993) and the overview Gorelenkov (2016). In this model the
eigenmode amplitude is a Gaussian,

(2.4)

w2
SE(x) = SEyexp [—@‘%0)] )

where x =r/a, a is the plasma radius, and x, and A are parameters defined by
equations (7)—(9) in Coppi (1993). It was obtained in the assumption that the radial
derivative terms in the eigenmode equation are small, d/dr < m/r (m is the poloidal mode
number). This implies that an effective radial wavenumber defined by ik SE ~ 08E/dr is
small (k¥ < k) and, therefore, the FMM frequency for small longitudinal wavenumber
(k) is approximately determined by ky = m/r (Coppi 1993),

w® = k3 (xo)v3 (x0) + 80, (2.5)
where §w? < w?. However, the exact magnitude of k% cannot be introduced and, therefore,

it is not clear how large m should be for (2.4), (2.5) to hold.
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In order to clarify this point, let us write E(x) as a superposition of plane waves with

the radial wavenumbers k, , = 2nv/a, where v =0, 1,2, ..., oo:
A < .
SE(x) = 5 + Z [A, cos(2mvx) + B, sin(2mvx)], (2.6)
v=1
where
1 1
A, = 2/ dx6E(x) cos(2mtvx), B, = 2/ dx$E(x) sin(2mvx). (2.7a,b)
0 0

The infinite series in (2.6) is consistent with the condition k, < ks only when the terms
with large v weakly contribute and can be neglected. To consider this case, we replace
Yo with "™, assuming that terms with v > vy, are negligible. Then k., < k, max =
27 vmax /@, and the condition k, .« < ky requires

m

Vmax < (28)

27x’

Because Ve = N — 1 (N is the number of the terms in the sum with v < V), (2.8)
represents the mildest restriction on m when A is smallest. Thus, we need to know the
minimum number N, of the terms in (2.6) which provides a good approximation for
(2.4). After N, is found, by using (2.8) we can obtain the poloidal mode numbers for
which k, < ky:

m > Merip = 2mx (Nmin - 1) . (29)

As in Coppi (1993), we consider the JET preliminary tritium experiment where the ICE
was observed (Cottrell e al. 1993), and take xo = ry/a = 0.816, A = 0.738/,/m, which
correspond to ion density profile n; = 1;(0)(1 — x?)!'/2. We found that the mode radial
structure (2.4) can be approximated satisfactory by a superposition of plane waves with
k., < ky only for m > mei = 5(Npin — 1) 2 15, with Ny, ~ 4-5, see figure 1. Taking
w ~ mvy/r ~ lwg; (with r = 0.85m, vy = 10’ ms~!, the ion gyrofrequency wg; = 1.35 x
103 s7! in deuterium plasma, and [ is an integer) and m > m; we obtain [ > 1. This
means that the model of Coppi (1993) is not suitable for the description of cyclotron modes
with [ ~ 1 for the parameters used.

Note that although all works employing the described model (and its modifications by
including effects of toroidicity, etc.) assumed m > 1, no attempt to find m.;; was done yet.
On the other hand, it was found recently that FMMs with frequencies @ > wg;, including
w ~ lwp;, can occupy a considerable part of the plasma cross-section and can have
maximum amplitudes in the plasma core (Burdo & Kolesnichenko 2020). The restriction
m > my; is absent for these modes. However, the analysis of the mentioned work is not
applicable to warm plasmas.

2.2. Toroidicity parameters and choice of approximation

When the magnetic field is homogeneous, MHD modes in a cold plasma — Alfvén modes
with frequency w = kjvs and FMM with @ = kv4 — can be obtained in a kinetic theory
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FIGURE 1. Approximation of the amplitude of the mode given by (2.4) with m = 50 (black
line with markers) by several Fourier coefficients (colour lines). We observe that five harmonics
(Vmax = 4) provide a good approximation.

provided that
— oo
=2 s, (2.10)
kjvr,
kipr; <1, (2.11)

where vy = /27 /M is thermal velocity, pr = vy/wp, the subscripts || and L label
magnitudes along and across the magnetic field, respectively, j = e, i labels electrons
and ions. Wave damping is exponentially small or vanishing due to the first inequality.
The Larmor radius can be eliminated from €; when the second inequality holds. Finite
(non-vanishing) k, pr leads to the existence of modes that are absent in MHD and in the
two-fluid model. Because the Larmor radius p; = v, /wg (v is the particle velocity) is
responsible for the deflection of individual particles from the magnetic field lines, kinetic
theory contains only one parameter associated with transverse motion,

§=kypy. (2.12)

The inhomogeneity of the magnetic field increases the number of characteristic
parameters, as described below.
In tokamaks, the magnetic field can be approximated by

B = B(l —€ecos®), (2.13)

where B is the magnetic field on the magnetic axis, ¥ is the poloidal angle, € = r/R, R is
the major radius of the torus. In this field, the particle radial excursion is Ar ~ vpT,
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where v, ~ vp/R is the toroidal drift velocity, p = v/wg, T, ~ @, ', @, ~ v /(qR) is
transit/bounce frequency, ¢ is the tokamak safety factor. This leads to the following
characteristic drift parameter for passing and trapped particles:

sD = kJ_UDTb. (214)
In addition, bounce oscillations of trapped particles along the magnetic field result in
& =k A, (2.15)

where A ~ v 1, ~ 2k ¢R is the oscillation amplitude, 2« represents turning points ¥, of
trapped particles, k = [ — uB(1 — €)]/(21Be) is the particle trapping parameter (k < 1
for trapped particles), £ and p are the particle energy and magnetic moment, respectively.
One more parameter arises because of the dependence of wp on . For passing particles
moving along the field lines this parameter is

¢ = elgt, = lg—, (2.16)
P

where p| = v)/wg.

All these parameters are a consequence of the periodic motion of the particles. They
appear in arguments of Bessel functions as a result of the expansion of the electromagnetic
field perturbations proportional to exp(ix sin ¢) in the Fourier series

etivsing _ Z J,(x)et, (2.17)

where J,(x) is the Bessel function of the first kind, and p is an integer. For Larmor
rotation ¢ = wpt, x = &; for bounce/transit motion ¢ = w,t, x is represented by &p, &,
and ;. The left-hand side of (2.17) represents a part of the phase ¥ of the perturbation
80X x exp(—i¥), with ¥ (1) = f dr (w — md® + ng), where ¢ is the toroidal angle, a dot
over letters denotes a time derivative, n is the toroidal mode number. The right-hand side
of (2.17) produces terms proportional to lwp and sw, (I and s are integers) in the phase,
which leads to an infinite number of wave—particle resonances.

Although (2.17) is the same for both types of the particle motion, the roles of Larmor
rotation and transit/bounce motion are different: transit/bounce motion manifests itself
only for long time scale, At>> w,'. Due to this, the approximation of the straight
magnetic field is suitable for the study of fast instabilities, i.e. instabilities with the
growth rate y > w,. Another difference is that many terms of (2.17) are important for
transit/bounce motion (for high frequency modes, but not for low frequency modes, like
toroidicity-induced Alfvén eigenmodes); in contrast to this, one can consider a separate
cyclotron harmonic, at least for @ & lwp; with low [ (the resonances of different harmonics
overlap at sufficiently large /, which can explain the continuum ICE spectrum for [ > 7
(Fiilop et al. 1997) observed in JET (Cottrell et al. 1993)).

Because ¢; and &p are relevant to the same time scale, it is of interest to compare them.
Taking &p ~ k; gpv/v; we obtain

. b (2.18)

&b kipp
We conclude that typically ¢ > &p.
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The presence of two groups of particles — passing and trapped — considerably
complicates eigenmode equations. First, the large time scale ~ 7, should lead to two
infinite series of Bessel functions. Second, orbits with « ~ 1 (marginally trapped and
marginally passing orbits) are known to be described by special functions (by elliptic
integrals). Third, the presence of a border between trapped and passing particles in the
velocity space further complicates equations. These facts make analytical calculation of
the integrals in (2.2) impossible, unless simplifying assumptions are made. Note that
this problem can be minimized for fast ions: one simplification arises when the fast ion
population consists of either trapped or passing particles (not both together). Another
simplification occurs when, as it is often the case, the perturbative approach is sufficient.
Then one needs to know only the anti-Hermitian part of the fast-ion contribution to the
dielectric tensor.

In this work, we restrict ourselves to consideration of passing particles only, neglecting
the presence of trapped particles. This in justified when toroidicity is very small (the
fraction of trapped particles at a certain flux surface equals 0.9./r/R when orbits are
standard and velocity distribution is isotropic). In addition, this can also make sense for
any toroidicity provided that k;gR < 1: then &, < 1 and, therefore, the term withp = O in
(2.17) mainly contributes for x = &;,, which implies that the bounce oscillation parameter
is not important. On the other hand, the role of finite orbit width, &p, is similar to that for
passing particles. The latter is expected to be of minor importance due to (2.18), see § 3.2.

3. Derivation of equations for electrostatic eigenmodes

In this section we derive an eigenmode equation assuming §B = 0, in which case a
scalar potential (6@) describes the perturbed electric field, E = —V{§®. In order to
calculate the disturbed distribution function of the particles we will expand 6 ® in a Fourier
series, as outlined in § 2.1.

3.1. Equation for eigenmodes when the magnetic field is homogeneous

The approximation of homogeneous magnetic field can be justified by the fact that ICE is
a local phenomenon, as shown by contemporary particle-in-cell simulations across most
tokamaks and stellarators (Carbajal et al. 2017). Therefore, many results are obtained in
this approximation, and we first derive equations for a homogeneous magnetic field.

We proceed from a Poisson equation

VD = — Z4ne,f d*vsf, 3.1)
j=e,i
where §f is given by (2.2) which for § B = 0 reduces to
5f; = ﬁ/t drVsd (z) » 0 (3.2)
M) dv(r)’ ‘

We take §@ in the form of a monochromatic travelling wave in the poloidal and toroidal
directions, whereas its radial dependence will remain unspecified but presented as a
superposition of plane waves,

8D = D (r) exp(—iwt + im® — ing), (3.3)
d(r)= ) ot (3.4)
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where @, are Fourier coefficients defined by

D, = ! / dr'd (rye 7 (3.5)
aJo

and k, = k,(v) = 2mv/a are the radial mode numbers of harmonics constituting the mode,

and v are integers (in contrast to (2.6), here —oo < v < 00). The perturbation (3.4) in the

integrand of (3.2) can be written as (we take into account that coordinates and velocities

depend on time, as explained after (2.2))

SD(t, 1) = Z @, exp(—iwt + k,x(1)) exp (—i/ dr' (w — k\,v(t’))) , (3.6)
v t
where k, is a wavevector with k, = k,, k,v = k,v, + k,v, + kv, the subscript ‘b’ labels
binormal components of the vectors (k; = kyby + k,b, = (mqg~" —n)/R, k, = kyb, —
kyby ~ m/r for m/n > €*/q, b = B/B). Then (3.2) for F = F(£) takes the form

N . 0F
f= lel€¢u£ |:/_

t

drA, (1, t)kvv(t)} elbr, (3.7)

where
A,(t, T) = exp [—i/ dt’.Q(t/)] , (3.8)

2 = w — k,v, the subscript j, which labels species, is omitted. Because k,v = w — 2
and £2(t)A,(t, T) = 10A, (¢, T)/dT, we can integrate the term proportional to £2 in (3.7).
Then, due to A, (¢, 1) = 1,

n oF [,
f= Xv:e(b,,% [10)/;

In order to calculate the integral ftt k,vdf in (3.8) we write k, ,v, =k, v,
cos(a — ¥,), with kiv = kf + k2, Y, the angle defined by k, = ki, cos,, and o the
gyroangle, @ = —wp (see e.g. Belikov & Kolesnichenko 1982; Mikhailovskii 1986).
This yields

t

drA, (1, 7) + 1] elbor, (3.9)

o]

/ dr'ky vy cos(a — ) = &,(sine, — sinay), (3.10)
1

with&, =k, ,v, /wg, sin, = sin(a(f) — ¥) and sin o, = sin(a(t) — ¥). Here sin o, can
be transformed to «, by Fourier expansion (2.17), with

T t
o — oy = / difa = / dr' wg. (3.11)
t T

As a result, we obtain

t
Ayt 1) = Ji(&) exp(ié, sina, — ile) exp (i / dt’SZl) , (3.12)

1 T
where 2, = w — lwg — kjv). Because §2; = const. in (3.12), A(t, ) = A(t — t), which

leads to
t
/ dtA,(t, 1) = iZ Z(82)J,(&) exp(i&, sina, — ila,), (3.13)
oo -
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where
RN P
Z(82) = —i/ e df = — —ind(2), (3.14)
0 £2
and P/$2, means Cauchy principal value. Combining (3.13), (3.9) and using relation
d
yg 2—¢ exp(tixsin ¢ F ing) = J,(x), (3.15)
T
we obtain after alpha averaging
do 4 dr
—f==) e®,— [Z(2)T ) —1]. 3.16
fznf ;e £ (2@ o —1] (3.16)

For Maxwell distribution Fy = n(r)F;(v))F.(vy) (n(r) is the particle density) the
known integrals are

21 / dv, v, F 12 (¢) = 1,(z) (3.17)
0

and

* 1

f du 262k = 2 2100). (3.18)

Here

Zi(x) = /OO dU||L, (3.19)

—o0 I — vy /(vrxy)

I,(z) = I,(z)e %, I)(z) is the modified Bessel function of the first kind, z = 0.5k2 p2, x; is
given by (2.10); Zi(x)) ~ 1 for x; > 1 and Zj(x)) ~ 2x} — iy/7x; for x; < 1 (Shafranov
1967). Note that Z;(x) = —xZ;(x), where Zy;,(x) is the plasma dispersion function of

Richardson (2019).
Now we are ready to finalize the eigenmode equation. We write (3.1) as
1d do m*  n?\ . N
P (Tz - ﬁ) & =— Z4nej/ dv, dyf;, (3.20)

Jj=e,i

where dv, = dv, v, da. Using (3.16)—(3.20) we obtain
1d do m? N n’ é
f— _r— [— — —
rdr dr r2  R?

o9 1 o0 R w )
DI [Z L 1} @, =0, (3.21)

Jj=e,iv=—00 J l=—00

where @, is given by (3.5). Normally a finite number of v-harmonics is important (see the
example in § 2.1). Therefore, when z,-; . < 1, z,21,. can be small, too. Then the electron
contribution to the mode equation reduces to

1 .
7 L) —112. (3.22)
Equation (3.21) can be transformed to an equation for a plane travelling wave by keeping
only one term in the sum over v and replacing the first term with —k?. In this particular

case (3.21) coincides with the equation which can be obtained from that of Harris (1961)
after applying relations (3.17), (3.18).
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3.2. Equation with a non-uniform particle gyration

One can expect that the main effect of toroidicity will be associated with a non-uniform
gyration of passing particles: as shownin § 2.2, ¢, > &p, unless k, p is unrealistically large.
Below we consider this case. B

We employ (3.12) with & = & (bar over letters means that B = B), which can be justified
as follows.

As in a homogeneous magnetic field, the gyration can be described by (Mikhailovskii
1986; Belikov & Kolesnichenko 1982)

(1) — F(t) ~ w— sina(r) — —= sin (7). (3.23)

B wp

This agrees with the right-hand side of (3.10) and, therefore, we can use (3.10) even for
inhomogeneous magnetic field. However, now we have to take into account that «(7) is not
a linear function (& # const.). The variation of « affects the phase in (3.10) for a particle
transit time considerably. This follows from (3.11) and the relations

Q[ = S_Zl — ZC?)BE cos 1, S_Zl =w — l(;)B — kHUH- (324a,b)

There is one more effect of the inhomogeneity of the magnetic field: the transverse Larmor
radius p; = v, /wp varies when B = B(?¥}). Using conservation of the particle magnetic
moment we find that p;, = p, (1 + 0.5¢ cos ). Due to this, (3.10) leads to (3.12) with
£ = & provided 0.5¢ is sufficiently small, so that exp[ie£ /2] & 1. Below we assume that
this is the case and omit the bar over &.

To calculate the integral in (3.12) we note that

exp(i/ dr 2,(t)) = exp(i82,(t — t) — i, sin ¥ (r)) exp(i¢; sin ¥ (1)), (3.25)

where ¢; = lwgqr/v; and sin ¥ () can be transformed to T by means of the Bessel series
expansion (2.17). Then due to the relation

9 (t) — q—Rt = 9 (1) — qR (3.26)

which results from the equation of motion for the particle guiding centre, we obtain

' e : Js(&) L .
drexp (1/ dt’Q,(t/)> =1 ——————exp (—ig sin v (¢) + is9 (7)) .
~/;oo T Z: Ql—SU”/(qR)
(3.27)
The flux surface averaging and the gyrophase averaging result in
T
At 1) = toss o 3.28
1] IRV e28

where
Ql,s = w — ZJ)B — k”,sU”, (329)
with kH,s = kH + s/(gR).
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For Maxwell distribution, the velocity integral of (3.28) can be written as

do [ da [ ) R
f dv, F, / dvy F) f = f > / drA, (1) =1 ) Yii(), (3.30)
. 1

where

Y= ) / dv, F| ;_;f’). (3.31)

In the limit case of a plasma with zero temperature F; = §(v) (§(x) is a Dirac delta
function) and, therefore, 2, is not involved in the summation. Due to this, taking into
account that

Z P =1, (3.32)
we obtain
Y(T=0) = (3.33)

a)—chB

The same relation takes place in homogeneous magnetic field: [ dv Fy(T = 0)/(w —
log — kjvy) = 1/(w — lwg). This is explained by the fact that there is no particle motion
along the field lines in the cold plasma.

It is convenient to introduce ), by (compare with (3.18))

1

Y, = v, (3.34)
w — lwg
where
oo L(&rvr/vp)
. dop , 3.35
Vil §r) FZ_OO./_OO T 0/ o) o

x; = (0 — lwg) /(kyvr), ¢r = lgr/ pr.

Due to (3.30), the eigenmode equation in the considered case can be obtained from
(3.21) by replacing Z;(x;) with Y,(x;, ¢7). To draw this conclusion we substituted (3.30)
into the angle-averaged (3.9) and then used (3.20) with flux surface averaged right-hand
side. Thus, ) (x;, {r) plays the role of the dispersion function Z;(x;) when particle gyration
is affected by toroidicity. Its features are considered in appendix A.

3.3. Equation for subharmonic modes

Based on (2.18), in the previous section we neglected the toroidal drift. However, finite
Larmor radius and non-uniform particle gyration do not manifest themselves in the / =
0 term of the eigenmode equations, which can describe subharmonic modes (v < wg;).
Therefore, a question arises about the role of finite width of drift orbits for these modes.
Below we consider this issue.
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We proceed from (3.9) with A, (7, t) given by (3.8) which in the considered case is

Av(t, 'L') = exp |:—l/r dt’(a) — k”U“ — kJ_,VvD)] y (336)

where k, ,v, =k, ,vpsin(¥ + ). Using Y = v;/(gR) and

exp(i&pcos ;) =i Y Ji(Ep)e”, (3.37)

§=—00

with 9, = 9 (1) + ¥, §p = kL vpqR/v), we obtain
Ayt 1) =) i'T(Epy) exp (i / dt’.QOJ) exp(ist; — i&p,, cos B,), (3.38)
s t
where 2y, = w — k) ;v;. The flux surface averaging with

d
1) =i f ﬁ exp(—ix cos x -+ ipx) (3.39)

and time integration yield

2
/ dr ?g — A, T) = Z J{;&’) (3.40)
0,s

S§=—00

Using (3.40), (3.9) and (3.20) we obtain

1d do <m2 n2>A
(=)0

=) Z d2<1 - Z JZ<5DU>—> (341)

Jj=e,i v=—00

where ( = [ dv(---)FF..
The mode frequency below but close to wg; well exceeds v /(gR), by a factor of gR/p.
On the other hand, when &, ~ 1 or less, a few terms in the sum Z_oc J? (&p) are sufficient

to make this sum very close to unity, ZS_'”SM J2(&p.,) ~ 1. Due to this, the right-hand side
of (3.41) reduces to

1 5
> 1= Zo(x0 1. (3.42)

j=e,i
Thus, the influence of the toroidal drift on the equation of modes with w < wpg; is
negligible.
4. Summary

Cyclotron waves can manifest themselves in fusion devices and in space plasmas (Dendy
1994). However, minor attention was paid to eigenmodes in warm plasmas after the first
works carried out in the middle of the last century. In particular, no attempts to describe
the radial structure of those eigenmodes were done yet. This can be explained by the fact
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that there are many experimental observations of destabilized MHD modes, especially
toroidicity-induced Alfvén eigenmodes, and at the same time the theory of modes in
cold plasma is simpler (because they are described by MHD and two-fluid models and
do not require kinetic theory). This work represents an indispensable step towards a
study of eigenmodes in warm bounded plasmas. It was motivated, first of all, by the ICE
experiments on NSTX-U and DIII-D (Fredrickson er al. 2021; Crocker et al. 2022), which
can be hardly described by existing theories employing FMMs. Some other recent DIII-D
results on ICE can be found in Thome et al. (2019), DeGrandchamp et al. (2021) and
DeGrandchamp et al. (2022).

The results obtained within the work can be summarized as follows.

A method for derivation of equations for the mentioned eigenmodes, based on expansion
of the radial profile of the mode amplitude in a Fourier series with coefficients in the form
of plane waves is proposed. Using this method, an equation for electrostatic modes with
frequencies in the range of ion cyclotron harmonics in a Maxwellian plasma is derived
for the first time, see (3.21). In fact, this is an integro-differential equation. It reduces to a
second-order differential equation in the special case of k, < k.

Equation (3.21) is derived in the assumption that the magnetic field is homogeneous.
A comprehensive treatment of toroidicity would have resulted in an equation which has
a form hardly suitable for applications (more details are given in § 2.2). Therefore, we
restricted ourselves to taking into account the non-uniform gyration of particles, which
seems to represent the main effect of toroidicity on eigenmodes when toroidicity is small
(V€ < 1) and/or kjgR < 1. It is found that non-uniform gyration leads to replacement
of the known dispersion function Z;(x;) in the mode equation with the function ), (x;, ¢7).
Both these functions are proportional to |@ — l@g|> when | — lwg| is sufficiently small,
and weakly depend on |w — lwg| in the opposite case.

An equation for subharmonic modes (v < wg;), that takes into account finite drift-orbit
width, is derived. It is found that toroidicity is not important for these modes.

A by-product of this work is finding a minimum magnitude of the poloidal mode number
in the known ICE model (Coppi 1993), which restricts applicability of that model to high
cyclotron harmonics.

Acknowledgements

The authors are grateful to W.W. Heidbrink for encouraging this work.

Editor P. Helander thanks the referees for their advice in evaluating this article.

Funding

This work was supported by DOE grant DE-FG02-06ER54867 via Partner Project
Agreement P786/UCI Subaward #2022-1701 between the Regents of the University of
California, Irvine (UCI), the Science and Technology Center in Ukraine, and the Institute
for Nuclear Research.

Declaration of interests

The authors report no conflict of interest.
Appendix A. Dispersion function )

In this section we consider features of the dispersion function associated with
inhomogeneous gyration.
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Proceeding to variable y = v /vy we write (3.34) in the form

[e'9) —yZJZ
Z X1 s S@-T/J’)’ (A1)
Xis — Y
where
—low s r
Xs = z kis=k+—, &=glpy=pr)=Ilg— > 1. (A2a—c)
ky svr qR or

The integrand in (A1) contains a singularity at y = x;,. In order to avoid it we follow
the known rule, replacing @ with @ + 10, which implies that

1 P
= —im8(y — x4). (A3)
xl,x - y xl,x - y

Then

X [ e RGr/y)
=y ﬁ - dyT_Ty/ — i ame /). (Ad)

This equation shows that the damping is not vanishing even when k; = 0. However, it is
exponentially small unless x;; < 1. On the other hand, Bessel functions are largest when
their order s ~ 1 and their argument ¢r/x;; ~ 1 which is not possible with x; ; < 1 because
¢r > 1. Thus, the damping cannot be large. In order to calculate it a dispersion relation
for a particular eigenfrequency should be considered.

It is convenient to write the real part of ) in the form

-y J2
Re)) = Z ][ e ((T/y) (AS5)
— 1 —o(s+ k”)y
with
€ ~ w — Z(I)B
o = s k” = k”qR, Aw = - (A6(1—C)
{rd, liog

A rough estimate of Re)); can be easily done for x;; >> 1: in this case the effect of
singularity y = x;, in (A1) is negligible because the integrand is exponentially small at
y > 1. Due to this, thermal particles mainly contribute to the integral (y ~ 1). On the
other hand, ¢7 is very large; for instance, for the above-mentioned ICE experiment on
DIII-D (Crocker et al. 2022) ¢y = 240 (we take [ =2, g = 2, pr = 0.5cm, r = 30cm).
Using a large value of ¢r and taking y = 1 in the argument of the Bessel functions, we
can write Jf({T /y) ~ 1/¢r with |s] < s,, = ¢{r. In addition, we take into account that the
condition x;; > 1 implies A, /e > s/¢r for l~<” <« s, which can be replaced by the softer

condition k; < 1 because large numbers s mainly contribute. Then we conclude that

Sm

1 ~
Re)) ~ — Z ReZ(x;,) ~1 forA, >e and k S 1. (A7)
T

Below we make a more accurate estimate of ) that is valid for all x;, when k; < 1
Under the latter condition, the pole of the denominator of (A5) stays within or outside
the range of integration for all |s| depending on whether (70)~! = A, /€ is, respectively,
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less or greater than unity; this enables one to treat all terms of the infinite sum in (AS5)
uniformly.
We again rely on the asymptotic behaviour of Bessel functions,

lul < |sl,

0,
HOE {(2/n|u|>cos2 X, lul > Isl, (A8)

where u is an arbitrary variable and y ~ u + const.(s) is the ‘phase’ determining the
location of the zeros of Jy, i.e. zeros of J; are separated by approximately 1t; the transition
between the two asymptotic behaviours occurs, to the same order, over one period, i.e.

lul = Is]] < 7. (A9)

In our case, u = {r/y. Since {r > 1 and the term exp(—y?) in the integrand of (A5)
strongly suppresses contributions from large |y|, we can ‘average’ the term J?(¢r/y) over
these fast oscillations in the integrand,

0, &r/yl < Isl.
I ~ A10
(1 r/) {|y|/<ncT>, &/l > Isl. (A0
Substituting (A10) into (A5), we then have the approximation
Lo [l e
Re) ~ — ][ dy— —m———. (A11)
Ve S;_OO —o/sl T 1 —o(s+ky)y

This approximation fails when the pole of the denominator at x;, = 1/0(s —I—l~<H) is
not suppressed by the exp(—y?) term and falls within the transition region (A9). The
first of these two conditions can be expressed as |x;,| 2 C with some constant C > 1;
neglecting l~cH, this reduces to |s| > 1/(Co). The second condition (A9) yields |s| — T <
¢r/lxisl < |s| + m, which reduces to |e/A, — 1| < m/|s|. Since the smallest |s| limit
the acceptable range of A,/e the most, we combine the two conditions to obtain
le/A, — 1| < C/¢r(e/A,), or equivalently |A,/e — 1| < Cn/¢r. We will therefore
exclude this vicinity of the point A, /e = 1 from numerical calculations.
Transforming (A11) neglecting l~c||, we have

© 1 (¢r/s)* e!
mV/rgReY A 142 ][ d
s=1 0

t—
(05)2 (os) 2 —t
i e pGr/P-1/@ o
=142 ][ dx
=1 (O-S)Z —1/(0s)? —X

X (os5)? 00 —X 0 —X
—142) 5 [][ dx= —][ dxe—]
= 09" Uijesr =X Jayor-yosr X
(1 (g
%0 ~  |Bil—)—E -2
g 1((as>2) 1((crs>2 s2> o=
X

—~ (09)? 1 2 1
1 = <<o—s>2) T (s_2 - (as>2> (o <)

where Ei(u) = —f° due™/u and E(u) = [ due™/u (u > 0) are the exponential
integrals (see e.g. Abramowitz & Stegun (1972), chapter 4). The infinite sum in (A12)

=142

(A12)
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FIGURE 2. Here Re)) is calculated for {7 = 240 and l~<|| = 0 using the averaged asymptotic of

the Bessel function Jf(g“TvT/ v)). The vicinity of A, /e =1 is excluded because the averaged
asymptotic approximation fails there.

converges as s — oo because the summand is O(s~2). A somewhat more complicated
closed-form expression for (All) in terms of a sum of exponential integrals can be

derived also for the case when k; # 0. However, numerical calculations show that, as
long as ¢r > 1 and k; < 1, the main contribution to Re); comes from terms with

large s, and (A1l) very weakly depends on both {7 and l~<H. This justifies the use of the
simpler expression (A12). The dependence of this expression on A, /€ is shown in figure 2.
It behaves as (A, /€)? for small A, /e and as a constant for large A, /e, matching the
limiting case described by (A7).
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