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A Note on Lawton’s Theorem

Edward Dobrowolski

Abstract. Weprove Lawton’s conjecture about the upper bound on themeasure of the set on the unit
circle on which a complex polynomial with a bounded number of coeõcients takes small values.
Namely, we prove that Lawton’s bound holds for polynomials that are not necessarily monic. We
also provide an analogous bound for polynomials in several variables. Finally, we investigate the
dependence of the bound on the multiplicity of zeros for polynomials in one variable.

1 Introduction and Statement of Results

In this brief note we are dealing with_eorem 1 of Lawton’s seminal paper [5]. Lawton
applied this theorem to a establish relation between Mahler’s measure of multivariate
and univariate polynomials and thus proved the corresponding Boyd conjecture. _is
idea was further generalized by Issa and Lalin in [4]. _e theorem itself has many
citations and was presented in at least two monographs [2,6]. We are recalling it here
for the convenience of the reader.

_eorem Let P(x) ∈ C[x] be amonic polynomial and let k be the number of nonzero
coeõcients of P. _en if k ≥ 2, there is a positive constant Ck that depends only on k
such that

µ{x ∈ [0, 1) ∶ ∣P(e2πix
)∣ < v} ≤ Ckv

1
k−1

for every real v > 0.

Here µ denotes the ordinary one-dimensional measure of the corresponding set.
In a remark following the theoremLawton conjectured that a similar bound also holds
for polynomials that are not necessarily monic if we allow the constant Ck to be de-
pendent not only on k but also on the height of P, i.e., on the maximum modulus of
its coeõcients.

_is conjecture turned out to be true, and we prove it here.

_eorem 1.1 Lawton’s theorem holds for polynomials that are not necessarily monic.
If k ≥ 2 and h = h(P) denotes the maximum modulus of the coeõcients of P, then for
every real v > 0 we have

µ{x ∈ [0, 1) ∶ ∣P(e2πix
)∣ ≤ v} ≤ Ck(v/h)

1
k−1

with Ck = (k − 1)( 12
√

2
π )

k−2
k−1 .
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Initially our interest in this conjecture arose from an attempt to ûnd a lower bound
forMahler’s measure of a polynomial with k coeõcients in terms of its height. In fact,
_eorem 1.1 almost immediately implies that

M(P) ≥
∥P∥

1
k+1

exp((k − 1)2)
,

where ∥P∥ denotes the Euclidean norm of the vector of coeõcients of P. However,
in [1, _eorem 1] a stronger result was established in a diòerent way, so we will not
elaborate on this bound here. Recall that one of the equivalent deûnitions of Mahler’s
measure of P is given by

M(P) = exp(∫
1

0
log ∣P(e2πix

)∣dx) .

Lawton’s theorem allows one to bound the measure of the sets near zeros of P(z),
where the term log ∣P(z)∣ is unbounded. It was the key in the proof of Boyd conjecture.
_e results presented here may be useful in further investigation in that direction.

_e exponent 1/(k−1) of v seems to be related to the fact that themultiplicity of any
zero of a polynomial with k nonzero coeõcients cannot exceed k−1; seeHajós [3]. For
example, it is best possible for polynomials of the form (xm − 1)k−1 whose every zero
havemultiplicity k−1.Wewere able to reûne Lawton’s theorem for polynomials whose
zeros have multiplicity smaller than k − 1; however, our constant depends heavily on
the polynomial P and is valid only for suõciently small v . We have the following
theorem.

_eorem 1.2 Let P(x) ∈ C[x] be a nonconstant polynomial and let

m = max{multiplicity(α) ∶ P(α) = 0}.

_ere are eòectively computable constants BP and CP such that

µ{x ∈ [0, 1) ∶ ∣P(e2πix
)∣ ≤ v} ≤ CPv

1
m for 0 ≤ v ≤ BP .

Note 1.3 _e constants can be calculated as follows. Since gcd(P, P(m)) = 1, there
are polynomials Q1 and Q2 such that PQ1 + P(m)Q2 = 1. We can take

BP = 1/2L(Q1) and CP = m
6
√

2
π

(2L(Q2))
1/m

,

where L(Q i), for i ∈ {1, 2} denotes the length of the corresponding polynomial, that
is the sum of absolute values of its coeõcients. Note that with the extra condition
degQ1 = d −m − 1 and degQ2 = d − 1, where d = deg P, the polynomials Q1 and Q2
are uniquely determined by P.

We also provide an analog of _eorem 1.1 for polynomials in several variables.
For this we introduce following notation. Let zl = (z1 , . . . , z l) ∈ Cl and P(zl) =

∑α∈J aαzα ∈ C[zl ], where α = (α1 , . . . , α l) ∈ J are distinct vectors of exponents in
Zl . For all i , 0 ≤ i ≤ l deûne

k i = k i(P) = the number of terms of P considered as a polynomial in z i
with polynomial coeõcients in the remaining variables.
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With this notation, we have the following theorem.

_eorem 1.4 Let P(zl) be a polynomial with complex coeõcients. If P has at least
two monomials, then

µ l{z ∈ Tl
∶ ∣P(z)∣ ≤ v} ≤ C(k1 , . . . , k l)(v/h)1/(∑l

i=1(k i−1)) ,

where C(k1 , . . . , k l) = Ck1 + ⋅ ⋅ ⋅ + Ck l with Ck i , 1 ≤ i ≤ l deûned as in _eorem 1.1.

Here µ l is the l-dimensional measure, h = h(P), and T is parameterized by z =
e2πiθ , so that µ l(T

l) = 1.

Note 1.5 _e quantity∑l
i=1(k i − 1) might be larger or smaller than the number of

monomials in P. In general, if P has k monomials, then

max{k i ∶ 1 ≤ i ≤ l} ≤ k ≤
l

∏
i=1

k i .

2 Proof of Theorem 1.1

We begin with a simple observation that we can limit the proof to polynomials of
height 1. Indeed, if h = h(P) = 1, the inequality in the conclusion of the theorem
reduces to

(2.1) µ{x ∈ [0, 1) ∶ ∣P(e2πix
)∣ ≤ v} ≤ Ckv

1
k−1 .

From this we can obtain the inequality for polynomials with height h by observing
that h−1P(z) has height 1, so that (2.1) gives

µ{x ∈ [0, 1) ∶ ∣P(e2πix
)∣ ≤ v} = µ{x ∈ [0, 1) ∶ ∣h−1P(e2πix

)∣ ≤ (v/h)} ≤ Ck(v/h)
1

k−1 .

Consequently, in what follows we assume that h(P) = 1 and limit ourselves to prov-
ing (2.1). Deûne the reciprocal of P in a usual way, P∗(z) = zd P̄(z−1), where d is the
degree of P. Let T denote the unit circle on the complex plane. We parameterize T
by x → z = e2πix , so that µ(T) = 1. Clearly, we have

(2.2) µ{ z ∈ T ∶ ∣P(z)∣ ≤ v} = µ{ z ∈ T ∶ ∣P∗(z)∣ ≤ v} .

_is simple observation is all we need. _e rest of the proof is almost identical to
Lawton’s original proof. We proceed by induction on k. For k = 2 we can take C2 = 1.
To see this notice that µ{z ∈ T ∶ ∣azn + b∣ ≤ v} = µ{z ∈ T ∶ ∣az + b∣ ≤ v}; also,
without loss of generality we can assume that b = 1, and 0 ≤ a ≤ 1 is a real number.
Now consider a circle of radius a centered at (1, 0). By elementary considerations we
get C2 = 1; in fact, for v < 1 we can even take C2 = 1/2. Assume that (2.1) holds for
polynomials with k nonzero coeõcients and suppose that P has k + 1 ≥ 3 nonzero
coeõcients. On the induction step, due to (2.2), we have a choice between f (x) =

P(e2πix) or f (x) = P∗(e2πix). Following [5, equations (9), (10), and (11)] we then let
g(x) = 1

2πid
d
dx f (x), where d = deg P, so that g(x) = Q(e2πix) for some polynomial

Q with k coeõcients. Let P(z) = a1zn1 + ⋅ ⋅ ⋅ + ak−1znk−1 + ak , where n1 = d > n2 >

⋅ ⋅ ⋅ > nk−1 > 0, and suppose that h(P) = ∣a i ∣ for some 1 ≤ i ≤ k, and that a izn i

is the corresponding monomial. If n i/d ≥ 1/2, we choose f (x) = P(e2πix), and
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we choose f (x) = P∗(e2πix) when n i/d < 1/2. Such a choice guarantees that the
diòerentiation in the next step will not delete a i and the corresponding monomial is
max{ n i

d , 1 −
n i
d }a izmax{n i ,d−n i} . Consequently, h(Q) ≥ max{ n i

d , 1 −
n i
d } ≥ 1

2 .
We can now proceed to apply Lawton’s formula (17). For this, following Lawton,

set A = {z ∈ T ∶ ∣P(z)∣ ≤ v} and B = {z ∈ T ∶ ∣Q(z)∣ ≥ u}. Hence,

µ{A∩ B} ≤
6
√

2
π

v
u
,

as in the original proof. Further, we can apply induction hypothesis to the polynomial
h(Q)−1Q(z) that has height 1. Hence, by (2.1) and the fact that h(Q) ≥ 1/2, we get

µ{ z ∈ T ∶ ∣Q(z)∣ ≤ u} =µ{ z ∈ T ∶ ∣h(Q)
−1Q(z)∣ ≤ h(Q)

−1u}

≤µ{ z ∈ T ∶ ∣h(Q)
−1Q(z)∣ ≤ 2u} ≤ Ck(2u)

1
k−1 .

_us, analogously [5, (17)], we get

µ{ z ∈ T ∶ ∣P(z)∣ ≤ v} ≤ Ck(2u)
1

k−1 +
6
√

2
π

v
u
,

where u is replaced by 2u in the ûrst term on the right. Following Lawton we choose
u that minimizes the expression on the right-hand side:

u = 2−
3k−1
2k (

π
24

Ck

k − 1
1
v
)
− k−1

k
.

It leads to
µ{z ∈ T ∶ ∣P(z)∣ ≤ v} ≤ Ck+1v

1
k

with

Ck+1 = k(
Ck

k − 1
)

1− 1
k
(
12
√

2
π

)

1
k
.

Finally, we can calculate the constant explicitly as Ck = (k − 1)( 12
√

2
π )

k−2
k−1 .

3 Proof of Theorem 1.2

Recall that m = max{multiplicity(α) ∶ P(α) = 0}. Hence, gcd(P, P(m)) = 1, so by
Bezout identity there are polynomials Q1 and Q2 such that

(3.1) PQ1 + P(m)Q2 = 1.

_us, P and P(m) cannot be simultaneously too small. Deûne

A0 = { z ∈ T ∶ ∣P(z)∣ ≤ v , ∣P(m)(z)∣ ≤ vm} .

For v = v0 < 1/2L(Q1) and vm = 1/2L(Q2), equation (3.1) cannot be satisûed, so with
these restriction we get

(3.2) µ(A0) = 0.

We now follow Lawton’s formulas [5, (12)–(17)] with a slight modiûcation. For
1 ≤ j ≤ m deûne sets

A j = { z ∈ T ∶ ∣P(m− j)
(z)∣ ≤ vm− j} and B j = { z ∈ T ∶ ∣P(m− j)

(z)∣ ≥ vm− j} ,
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where the quantities v1 , . . . , vm−1 will be determined later. Analogously to Lawton’s
(15), for 1 ≤ j ≤ m − 1 we have

(3.3) µ(A j+1) ≤ µ(A j) + µ(A j+1 ∩ B j).

Hence, following Lawton’s formula (17) with A = A1 and B = B0 , u = vm , v = vm−1 ,
and (3.2), (3.3), we get

(3.4) µ(A1) ≤ 0 + µ(A1 ∩ B0) ≤
6
√

2
π

2L(Q2)vm−1 .

Note that Am = {z ∈ T ∶ ∣P(z)∣ ≤ v}, so for m = 1 formula (3.4) gives the required
bound. Otherwise, (3.3) subsequently gives

µ(A2) ≤
6
√

2
π

(2L(Q2)vm−1 +
vm−2

vm−1
) , . . .

µ(Am) ≤
6
√

2
π

(2L(Q2)vm−1 +
vm−2

vm−1
+ ⋅ ⋅ ⋅ +

v0
v1

) .

_e minimum is obtained for v j = (2L(Q2))
− j/mv(m− j)/m

0 for 1 ≤ j ≤ m − 1, and is
equal to the constant listed in Note 1.3.

4 Proof of Theorem 1.4

Again we limit the proof to polynomials with height 1. _e general case follows im-
mediately according to the observation at the beginning of the proof of _eorem 1.1.
Consequently, we assume that h(P) = 1 and proceed by induction on the number of
variables l ._e base case l = 1 is established by_eorem 1.1. Write P as∑k l

j=1 b j(z′)z
n j
l ,

where z′ = (z1 , . . . , z l−1), b j(z′) are polynomials, and n1 > n2 > ⋅ ⋅ ⋅ > n l ≥ 0 are inte-
gers. For a ûxed z′ ∈ Tl−1 deûne

h1(z′) = max{ ∣b j(z′)∣ ∶ 0 ≤ j ≤ k l} .

Further, factor out h1(z′) so that P(zl) = h1(z′)∑k l
j=1(b j(z′)/h1(z′))z

n j
l . _e set E of

z′ on which h1 vanishes has ((l − 1)-dimensional) measure zero and in what follows
we can neglect it. Let gz′(z l) = ∑

k l
j=1(b j(z′)/h1(z′))z

n j
l . _en P(zl) = h1(z′)gz′(z l)

and for any 0 ≤ λ ≤ 1 we have

∣P(z)∣ ≤ v ⇒ h1(z′) ≤ vλ or ∣gz′(z l)∣ ≤ v1−λ .

Hence,

µ l{z ∈ Tl
∶ ∣P(z)∣ ≤ v} ≤

µ l−1{z′ ∈ Tl−1
∶ h1(z′) ≤ vλ} + µ1{ z l ∈ T ∶ ∣gz′(z l)∣ ≤ v1−λ} .

For z′ ∈ Tl−1 − E the polynomial gz′(z l) = ∑
k l
j=1(b j(z′)/h1(z′))z

n j
l has height 1.

Hence, by _eorem 1.1,

µ1{ z l ∈ T ∶ ∣gz′(z l)∣ ≤ v1−λ} ≤ Ck l v
(1−λ)/(k l−1) .
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On the other hand, since h(P) = 1, one of the polynomials b j , say b j0 , has height 1.
By the deûnition of h1, we have

h1(z′) ≥ ∣b j0(z
′
)∣ for every z′ ∈ Tl−1 .

Hence, by induction hypothesis,

µ l−1{z′ ∈ Tl−1
∶ h1(z′) ≤ vλ} ≤ C(k1 , . . . , k l−1)vλ/∑l−1

i=1(k i−1) .

_us,

µ l{z ∈ Tl
∶ ∣P(z)∣ ≤ v} ≤ Ck l v

(1−λ)/(k l−1)
+ C(k1 , . . . , k l−1)vλ/∑l−1

i=1(k i−1) .

From this we get the bound in the conclusion of the theorem by choosing

λ = ∑
l−1
i=1(k i − 1)
∑

l
i=1(k i − 1)

.
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