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Abstract

It is proved that for families of stochastic operators on a countable tensor product,
depending smoothly on parameters, any spectral projection persists smoothly, where
smoothness is defined using norms based on ideas of Dobrushin. A rigorous perturba-
tion theory for families of stochastic operators with spectral gap is thereby created. It is
illustrated by deriving an effective slow two-state dynamics for a three-state probabilistic
cellular automaton.
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1. Introduction

Persistence of spectral projections under perturbations, for linear operators on large tensor
products, is crucial in many domains. Perhaps the most significant one is many-particle quan-
tum systems, but a parallel problem occurs for stochastic systems with many components, like
interacting particle systems and probabilistic cellular automata (PCA). In particular, we would
like to know whether the subspace corresponding to an isolated part of the spectrum is robust to
small perturbations, meaning that it has a smooth continuation as the subspace corresponding
to the part of the spectrum near the original. We call this ‘persistence of spectral projections’.

As a toy example, consider a PCA with three states {+, 0, —} per site of a graph with N
nodes and bounded degree. For parameter ¢ = 0, suppose the state on each site evolves inde-
pendently of the others, with {+, —} being absorbing and 0 going to {4, —} with probabilities
%, % Then the subset {4+, —}" consists of absorbing states, so produces an eigenspace of the
transition operator (on functions on the state space), with eigenvalue +1 and dimension 2.
The subset where at least one node is in state O produces an eigenspace of eigenvalue 0 and
the complementary dimension 3V — 2¥. When an interaction of strength & > 0 along the edges
of the graph is introduced, for example favouring alignment of {4, —}, do these two spectral
projections persist? That is, are there nearby invariant subspaces for the perturbed transition
operator, with spectra contained in neighbourhoods of +1 and 0 respectively?

Liggett’s statement that ‘total variation convergence essentially never occurs for particle
systems’ [11, p. 70] makes the persistence of spectral projections look unlikely, but our solution
is to use a different metric than total variation.
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2 R. S. MACKAY

This paper specialises to Markov processes, mostly in discrete time, such as PCA. The
transition operator 7T for updating a probability distribution in one time-step acts dually on the
space of real-valued continuous functions of the state of the whole system. This space can be
considered to be the tensor product of the spaces of real-valued continuous functions of the
state of the individual units. To see this, recall that the tensor product ®;csVs of a finite set
of vector spaces Vj is the set of multilinear forms on the product X sV of the dual spaces
V¥, Taking Vs = C(X;, R) (continuous functions from X, to R) then (modulo assumptions that
we’ll specify) V is the space of measures M on X;. Define 8y, to be the atomic probability at
x5 € X;. To a continuous function f: X5 Xs — R associate the element f of the tensor product
QsesVs defined by ]?(((Sxx)seS) =f(x) for all x = (x5)ses € XsesXs. Thus, the problem is about
stochastic operators on large tensor products.

Even if the system is geometrically ergodic (meaning there is a unique stationary probability
and it attracts every probability exponentially in an appropriate metric) and the update of each
unit is independent of the state outside a bounded neighbourhood, when we change parameters
in a reasonable way the stationary probability may move at a speed going to infinity with the
number of units if distances between probability distributions are measured in any of the stan-
dard ways (e.g. total variation, Jensen—Shannon, Hellinger, Kantorovich, Fisher information
[13], and Prokhorov [14]). The solution proposed in [13] was to introduce a new metric for
probabilities on large product systems, christened the ‘Dobrushin metric’ as most of the ingre-
dients were already in Dobrushin’s work [7], but credit should also be given to Vasershtein
[22] (more commonly transliterated now as Wasserstein). Furthermore, as neither paper actu-
ally introduced it, I will now just call it the D-metric. After the publication of [13], I found that
Steif had proposed a solution 20 years earlier [19]. Although his metric is defined differently
and in a restricted context, it is in fact equal to mine in the finite case [14, Appendix], and with
Armstrong-Goodall we have proved they are equal under the general conditions for definition
of mine [3]; it is a case of ‘strong duality’.

With respect to the D-metric, the stationary probability of a family of PCA with non-
degenerate stationary probability varies smoothly, uniformly in the size of the system [13];
the proof there is defective but it is rectified here in Appendix B. A slightly more sophisticated
way of viewing this result is as persistence of a (rank-1) projection P onto the space of station-
ary measures, and its complementary projection Q = I — P to the subspace of neutral measures
(for the terminology, see Definition 3), between which there is a spectral gap. Thus, P is a spec-
tral projection (a projection operator onto a subspace corresponding to a closed subset of the
spectrum of 7', whose complementary projection Q =1 — P is onto a complementary subspace
corresponding to the disjoint closed complement of the spectrum).

A question that the work of [13] prompted is whether other spectral projections for stochas-
tic operators might also persist uniformly smoothly in the size of the system. Here, suitable
conditions are formulated and a proof of persistence is given. Furthermore, a perturbation
theory is developed to derive effective dynamics on the image of a spectral projection.

Here is an outline of the paper. First, the D-metric is reviewed (Section 2). Then, the con-
tinuation problem for spectral projections of a class of stochastic operators is formulated and
solved (Section 3). An illustration of the result is given (Section 4), followed by a general
development of second-order perturbation theory for stochastic operators (Section 5) and then
a discussion of further potential applications, including to metastability (Section 6). The paper
ends with a short summary (Section 7) and two Appendices.
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2. The D-metric

The exposition of this section follows [13] but fills some gaps.

Let X be the product of a set of metric spaces (X, dy), for ‘sites’ s in a countable set S
(countable includes finite). The spaces (X, d;) are assumed to be Polish (complete separable
metric spaces) with bounded diameter, 2 = sup,g diamy(X;) < 0o, and to have at least two
points each. The product X is endowed with product topology and the resulting Borel sets. By
a measure I mean a finite signed real Borel measure.

With the above assumptions, X is compact and the space M of measures is the dual of
the space C(X, R) of continuous functions from X to R with supremum norm | |. Given a
measure m and a continuous function f: X — R, m(f) (or just mf) denotes the integral of f with
respect to m. Define |m|; = sup{m(f);f € C(X, R), |f|loc < 1}.

The set P of probabilities on X consists of the measures p satisfying p(X) =1 and p(Y) > 0
for all Borel subsets Y. In particular, p € P implies p(1) = 1, where 1 is the function taking the
value 1 everywhere on X. Also, |p|; = 1.

Definition 1. For a function f: X — R, its Lipschitz constant with respect to variations on site
seSis

) —f&)

A =su
) P dy(xs, x/s)

over x, x’ € X differing at site s and agreeing elsewhere.
Note that Ag(f) > 0 and may be +o00.

Definition 2. The set F' of Dobrushin smooth functions consists of those f: X — R for which
the semi-norm |f|r = ) ¢ As(f) is finite.

Note that Dobrushin smooth functions are automatically continuous: firstly,

F) —fO) < Y A(F) ds(xs, )

secondly, given ¢ >0, there exists a finite (possibly empty) subset K CS such that
Zses\,( As(f) < e/ Q2 and Ag(f) > 0 for s € K. For s € K, let A; C X, be the open ball of radius
e/(IK|Ag(f)) about y, and for s € S\ K, let A; = X;. Then HseS Ay is an open neighbourhood
of yin X, and x € ers A implies |[f(x) —f(y)| <e.

Also, letting C be the set of constant functions, then | - |r is a norm on the quotient space
F/C (F modulo addition of constants).

Definition 3. The space Z of neutral (or zero-charge) measures on X is the set of measures ©
for which w(X) = 0. Equivalently, u(1) =0.

Definition 4. The norm ||z of u € Z is ||z = sup{u(f): |f|r < 1}.

It is a norm on Z; see [13]. With this norm, the dual space Z* is F/C (proved in
Appendix A).

Definition 5. The D-metric on P is defined by D(p, 0) = |p — o |z for any two p, o € P.

The D-metric makes P into a complete metric space, with diameter Q2 = sup, ¢ diamy(Xj).
The proof of completeness in [13] is wrong (the direction of duality above was mistaken), but
a proof is provided here in Appendix B.
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Definition 6. For m € M, define |m|rq = sup{m(f): |[fIF <1, [floo < 2}.

It is a norm on M, and satisfies |m| 4 < Q|m/|;. Note that for u € Z, || o = ||z, because
if |f|F < 1, we can add a constant to f to achieve |f|co < €2 and it does not change u(f).

Definition 7. A transition operator T is a bounded linear operator on M, written as acting to
the left, such that p € P implies pT € P.

Note that a transition operator maps Z to Z (write 1 € Z as u+ — u~ with ™ non-negative;
ul =0 so u*1 are equal; if 1 # 0 then the common value k > 0; then u* /k € P and it follows
that (uT)1 = 0). Furthermore, to check T is bounded it is enough to check that its restriction
Tz: Z — Zis bounded. This is because, choosing a p € P, any m € M can be written as kp +
for some k € R, u € Z (simply let k =m1 and w = m — kp). Then, for |[f|r <1, |f|co < £,

(mD)f =k@T)f + (D) < |kl|floc + [uT|zlf IF < k2 + [112|TZ| 2.
Definition 8. For f € F, let ||f|| = max(|f|F, |flco/ $2)-

It is a complete norm on F.
A transition operator 7 has a dual acting on F' that we denote by the same symbol but acting
to the right.

Proposition 2.1. Given a transition operator T on M, there is a unique linear operator on F
such that p(Tf) = (pT)f forallf € F, p e M.

Proof. First, prove the uniqueness of 7f. If there are g1, g» € F such that, for all p € M,
p(g1) = T)f =p(g2), let g=g1 — g2. Then, for all u € Z, u(g) =0, which implies that g is
constant. Then, choosing a w € P, 7(1) = 1, so 7 (g) =0 implies g = 0.

Next, prove the existence of 7f. Given x € X, let g(x) = (§,T)f (recall that §y is the atomic
probability at x). We have to check that the function g is in F. Making a change in x at a
single site s, we obtain g(x") — g(x) < 8/ — 8x|z|T|z|f|F. Noting that |8 ; — 8|z = ds(X's, X5),
we obtain Ag(g) <|T|zI|f|r. To bound the sum of the Ag(g), let y € (0, 1). For each s e
S, let x9, y® be points of X differing only at site s and that achieve g(x®) — g(y¥) >
¥ As(9)dg(x, y9). Let u € Z be the sum of “dipoles’

8y — 8y
ds(x9), y)

over a finite subset S’ C S. Then ||z =1 and

14 Z As(8) = w(g) = (uD)f < |uTzIfIF < IT|z|f|F-

/
seS

This is true for all finite S C S, hence y Y ¢ As(g) < |T|z|f|r. So g € F. O

Elaborating on the proof, we can obtain useful bounds. Specifically, taking y — 1 we obtain
|Tf|F < |T|z|f|r. Also, |Tf|eo =sup, |(6xT)f| < |floc. We quantify the size of a transition
operator T by its operator norm on F:

Tl = sup{IIZfI: Il < 1}. ey

Note that || T|| < max(|T|z, 1).
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It will be convenient in much of this paper to consider the action of T on F rather than M,
because F' is complete. The property that T preserves probability can be written as 71 = 1.

Definition 9. A parametrised family of transition operators T),, v € R™, is smooth if it depends
C" on v for some r > 1, using the operator norm (1). A family of probability distributions p,, is
smooth if it depends C" on v, using the norm | - |z on differences of probabilities.

The reason for introducing the Dobrushin metric and the concept of smoothness in [13] was
to derive the following theorem.

Theorem 1. Let T be a transition operator. If (I — T) is invertible on Z with bounded inverse
then T has a unique stationary probability p € P (i.e. pT =p) and it varies smoothly with
respect to smooth changes in T, with p’ = pT'(I — T)gl, where ' denotes the derivative with
respect to parameters and (I — T)z is the restriction of [ — T to Z.

A different norm on transition operators was used in [13], but it is equivalent to the oper-
ator norm (1). Also, it was mistakenly assumed in [13] that Z is complete and hence that if a
bounded operator on Z is invertible then its inverse is bounded; it is not clear that this always
holds for (I — T)z so we include the requirement for its inverse to be bounded in the statement
of the theorem. With this addition, the proof in [13] goes through. There are sufficient condi-
tions for bounded invertibility of (/ — T)z in terms of Dobrushin’s ‘dependency matrix’ [7],
which are verifiable in relevant classes of system, so this is a useable result [13].

3. Spectral projections

We begin the discussion of spectral projections in the general context of bounded linear
operators on Banach spaces.

Definition 10. Given a bounded linear operator 7" on a Banach space F, a spectral projection
for T is a bounded linear operator P on F such that P2 =P, PT =TP, and the parts of the
spectrum of T corresponding to the restrictions of T to the image (commonly called the ‘range’,
but we reserve ‘range’ for the whole space into which P is defined to map) of P and the image
of Q =1 — P (which are invariant under T') are disjoint.

Because the two parts of the spectrum are closed and bounded, it follows that the distance
between them is positive, called a spectral gap.

An example of a spectral projection is P = 1p for the stationary probability p for a geometri-
cally ergodic transition operator 7. This is because p1 = 1 for any probability p, T1 =1 by the
definition of a transition operator, pT = p for a stationary measure, and geometric ergodicity
implies the eigenspace for eigenvalue 1 is one-dimensional and the rest of the spectrum is in a
disk of radius less than 1 around 0. Theorem 1 gives smooth dependence of p on T. Using the
norm (1) on spectral projections we find that || 1p|| = |p|z/ 2, so we see that Theorem 1 gives
smooth dependence of the spectral projection 1p on 7. The goal of this section is to extend this
result to arbitrary spectral projections for 7.

Returning to the general context of bounded linear operators on a Banach space F, the set M
of (bounded) projections on F is a smooth manifold (a variant of a Grassmann manifold). One
way to see this is that projections are equivalent to direct sum decompositions R & K of F into
two closed subspaces, namely the projection onto R along K. The space of closed subspaces
is the Grassmann manifold. The space of complementary pairs of closed subspaces is also a
manifold.
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Here is an outline proof that M is a manifold, from the definition as the set of projections,
because the ingredients are useful later. Let B(F) be the space of bounded linear operators P
on the space F, with operator norm, which makes B(F) a Banach space. Define ® on B(F) by
®(P)=P? — P, so M = d~1(0). Given Py € M, let R = im Py and K = ker P. Both are closed.
Then F = R & K. Relative to this direct-sum decomposition,

» I 0 @
0= .

0 0
For an arbitrary operator

Ty T2 m 0
T = onF, D®p,(7)= .
T3 T4 0 —my

With respect to the same direct-sum decomposition, let Tp M (note the reuse of the symbol 7,
which will signify tangent space instead of transition operator) be the space of operators on F

of the form B _
0 m
o 0| ©)
and Np,M be those of the form i
e 0]
| 0 74 | '

Consequently, D®p, maps Np,M to itself by (w1, m4)— (1, —m4), which has bounded
inverse, namely itself. So the implicit function theorem shows that the set of P for which
the diagonal blocks of P> — P in the decomposition R @ K are zero is locally the graph of a C!
function v : TpyM — Np,M.

To complete the outline proof, we have to check that the off-diagonal blocks of P> — P
automatically evaluate to zero too. The way we found to do this is via an explicit formula for
¥, as follows. Writing P = Py + 7, the equations for the diagonal blocks of P? — P to be zero
are w1 + 7112 = —Tm3, T4 — nf = m37>. The unique solution v for & small is

7112—%1+,/%I—TL’2713, 7T4=%I—,/%I—7‘[37‘[2,

where the square roots are defined by their binomial expansions. Then the off-diagonal blocks
w1 + moms, T3 + a3 can be seen to evaluate to 0. Note that this explicit formula for
Y gives a direct proof that M is a manifold, rendering use of the implicit function theorem
redundant. Perhaps there is a simpler way to show the off-diagonal blocks are zero.

Note that ®(Py+ 7 + (7)) =0 for 7 € TpyM near O (or the explicit formula for )
implies Dy (0) =0, so Tp,M is the tangent space to M at P( (hence the notation). Note also that
the manifold M of projections has many components of different dimensions, corresponding
to the similarity class (rank in finite dimensions) of the projection.

Then we have the following classical theorem. It is often proved by contour integration of
the resolvent operator, e.g. [10], but we prefer our own proof.

Theorem 2. Given a family of bounded linear operators T,, on a Banach space F, depending
C" (r=1) on ueR", and Py a spectral projection for Ty, there is a neighbourhood of Py
containing a unique spectral projection P, for T, for all u near 0 and it depends C" on .
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Proof. Define a map G: M x B(F) — B(F) by the commutator G(P, T) =[P, T] = PT —
TP. Note that the image lies in TpM, because in the direct sum decomposition F =R ® K
above, where P has the form (2), then [P, T has the form (3). Thus G can be considered as a
map from B(F) to sections of TM.

Now we apply the implicit function theorem to G. We have G(Py, Tp) =0, and G is C". It
remains to check that the derivative dG/dP at (Py, Tp), mapping Tp,M to itself, is invertible
with bounded inverse. We denote it for short by L.

Applied to a tangent vector P’ € TpM, L(P') = P'T — TP’ € TpM. In the direct sum decom-
position F =R @ K,

Tp O 0 U
T has the form and P’ has the form .
0 To V 0

So

[ 0 UTo — Tp U:|
L(P") = :

VIp—ToV 0
A general element of TpM has the form

0 C

b i

We claim that L considered as mapping TpM to itself is invertible, because inverting L reduces
to solving two ‘Sylvester equations’ UTg — TpU = C, VIp — ToV = D, for operators U, V.
There is a unique bounded solution to each of the Sylvester equations if and only if the spectra
of Tp and T are disjoint [4]. It is automatic that the resulting inverse operators C+ U, D+ V
are bounded, because the inverse of an invertible bounded linear operator between Banach
spaces is bounded [10].

Thus, L has bounded inverse and the result follows by the implicit function theorem. (]

Note that the result does not preclude existence of other spectral projections further away
from Py, for example of different rank.

Denoting derivatives with respect to /& by /, we note the useful formula P’ = —L~'[P, T"].
This results from applying the chain rule to the equation G(P,,, T;,) =0 at u =0, but holds
more generally if L is evaluated at (P, T},). If we have bounds on L~ ! and T, it allows us to
deduce bounds on P, — Py.

We now apply Theorem 2 to the case of F being the Dobrushin smooth functions on a
countable product of Polish spaces with bounded diameter, with the norm of Definition 8 and
the associated norm (1) on linear operators on F, such as transition operators 7', projections P,
and infinitesimal changes to each, and smoothness as in Definition 9.

Theorem 3. Given a smooth family of transition operators Ty, for each spectral projection Py
of Ty there is € > 0 such that Py persists smoothly to a spectral projection P, for all || < e.

For practical purposes, we need a bound on the solutions of the Sylvester equations.

Definition 11. For bounded linear maps A: K — K, B: H — H between normed spaces, their
separation is

. . |IAX — XB]||
sep(4, B) = inf ——
x#0 |IX]

over bounded linear X: H — K.
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This generalises the concept of the separation of two matrices A, B, which is usually defined
using the Frobenius norm [20, 21]. Note that sep(B, A) is not necessarily equal to sep(A, B).
From the definition, sep(A, B) > 0 if and only if the Sylvester equation AX — XB = C has a
unique solution X for each C, and by the theory of Sylvester equations already used, this is
true if and only if the spectra of A and B are disjoint. Then || X|| < ||C||/sep(A, B). Thus, taking
A=Tpand B=Ty,

IL™' ) <y = (sep(A, B)) ™" + (sep(B, A))~".

In some cases we can give explicit lower bounds on sep(A, B). For example, if the spectral
radii pa, pp-1 of A and B~ ! satisfy papp-1 < 1 then for A > 1 there exist C4, Cz-1 (depen-
dent on 1) such that, for n>0, ||A"|| < Ca(Apa)" and ||B™"|| < Cg-1(Apg-1)". The explicit
(convergent) solution X = — ) °2 ) A" CB~"~! of the Sylvester equation shows that

2

sep(4, B) > 1=V pappt )

CaC, B—l)\.pB—l

Similarly, for YA — BY = D the explicit solution Y =—73",_, B™""IDA" provides the same
bound on sep(B, A). A method to obtain similar bounds for some more general forms of
separation of the spectra is described in [16].

The important point is that for a family of examples with growing system size N, if the
separation is bounded away from zero then the continuation in Theorem 3 is uniform in N.
Furthermore, it can apply to infinite systems.

The same can be done in continuous time, with the transition operator replaced by a tran-
sition generator, but we do not spell it out here, save to mention that if the spectra of A
and B lie in Re z > r4, Re z < rp respectively, with r4 > rp, the explicit (convergent) solution
X = [;° eATCeB=" dt for r € (rp, ra) provides a bound of the form

—rg—2¢

A
sep(A, B) >
CACB

for any ¢ > 0, with c4, cp depending on ¢.

4. An illustration

As an example, consider a three-state PCA, with local state space {4, 0, —} at each site of a
finite undirected graph with N nodes and bounded degree, say by m. The transition probabilities
for the state at a given site are taken to be

11— +an_)e (14+an_)e 0
1 1
2 0 2 )
0 (I+anp)e 1—(1+any)e

in basis (+, 0, —), where n4 are the numbers of neighbours in states & respectively, « > 0, and
g € [0, (1 + am)~!']. For & = 0 the system has eigenvalue 1 with multiplicity 2V and eigenvalue
0 with multiplicity 3V — 2V,

From the above theory, the spectral projection to the subspace for eigenvalue 1 has a con-
tinuation for ¢ small. The continuation is uniform in N because the separation of the relevant
operators can be bounded away from O uniformly in N. The dynamics on the image of the
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projection is slow because the spectrum moves from {1} by at most O(e). It is still Markovian.
It might loosely be considered as an effective PCA with two states {+, —} on each site but
R =1im P is not spanned by §-functions on states, so such a description requires interpretation
analogous to quasiparticles in quantum mechanics.

Ifo < 1/mand ¢ > 0, the dynamics on R is geometrically ergodic, because the whole system
is. The latter can be proved using Dobrushin’s dependency matrix, as follows (compare an
example of its use in [13]). Take the discrete metric on the local state spaces. Then the update
probability distributions p(o’) for the state at a site given its current state o and the numbers
n4 are the rows of the matrix (4) and so the variation distance for a change of state on the
given site is at most (1 — ¢), and for a change on a neighbouring site is at most «e. Thus the
dependency matrix has £s.-norm at most 1 — (1 —ma)e. If « < 1/m and e > 0, this is less than
1 and so the system is geometrically ergodic.

5. Second-order perturbation theory

We might ask what the dynamics of the above example look like on the image of the projec-
tion corresponding to the spectrum near 1. This can be answered by analogy to second-order
perturbation theory computations in quantum mechanics, e.g. the derivation of the t — J model
from the Hubbard model [17]. In the above example, the O state mediates interactions between
the + states. Here, a general treatment of second-order perturbation theory for families of
stochastic operators is given and applied to this example.

Under the spectral gap condition at ¢ =0 and with the norm (1), it has been proved above
that for a smooth family of stochastic operators 7, and a spectral projection P for Ty, there is
an open neighbourhood in ¢ for which Py continues smoothly to a spectral projection P, for
T,. It is convenient to write Py = ¥, Poy, ~! for an e-dependent invertible bounded linear map
Y, with 1 the identity. There is a lot of freedom in the choice of i, the only constraints being
that ¥.(im P;) = im Py and v, ( ker P;) = ker Py, but it is good also to take i to be as smooth
in £ as is T. Then we can define S = v’ 1//_1, where ’ denotes d/de, and the above conditions
reduce to

[S, P1=P', ®)

where [ -, - ] again denotes the commutator. A convenient solution is S = P'(P — Q), which can
be checked to satisfy the condition (5).

Then it is desired to compute T =v~'Ty on im Py. This is the stochastic operator that
represents the dynamics of 7, on im P, using the coordinate system .

Start from To = Ty. The first derivative is 7 = w_l(T’ + [T, S])v. Using the above choice
of S, we obtain 7= w’lJ Y, where J = PT'P + QT Q. The second derivative can be evaluated
to 7" =y~ YPT'P+ QT"Q + [T, P, Pv.

Evaluating these at ¢ = 0, we obtain T to second order in ¢ as

2
A £
Ty =PoTePo+ QoT: Qo + E[[TO’ Pol, Pol. (6)

It is perhaps more useful to substitute [T, P'] = [T, P], since the right-hand side of this is
readily computable, but the second occurrence of P’ above means that solution of this equation
for P’ is required.

For the example of Section 4, there is already an effect at first order in ¢, so second-order
perturbation theory is perhaps unnecessary, but it still serves as an illustration of the procedure.
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1 0 0 -~ B~ 0
To=Py=Q®es |5 0 %|. T6=®es| 0 0 0 [,
00 1 0 Br —Bs
where B+ =1+ any. Thus
1—pB_¢/2 0 B_e/2
PT:Po+ QoT:Q0 = ®ses | 5+ B+e/2 (B +B-)e/2 L+ p_g/2
B+e/2 0 1 —Bie/2
To compute the second-order term, begin with
B- P 3B
[T6, Pol = ®yes | 5B~ —5(B-+B+) 3B+
3B+ —B+ 3B+

Using PoPy = PyQo, Py has just four independent parameters on each site, and solving
[T, P'1=[T', P] for them yields

B - 3B~
Po=®ses | 38+ —3(B-+B1) 3P-
B+ —B+ 3B+
To compute the &2 term in (6), we can first subtract [T}, Po] from Pj, leaving, site-wise,
00 O —p- 0 B—
[[To,Pé],P()]:# [To, Pol,|1 0 -1 =¥ —B- B-—B+ B+
00 0 B 0 By
Thus, the final result to second order, using the (4, —) part of the i, basis, is the effective
PCA
F— VES[I —eB-/2+ B (B-— B[4 eB-/2— B (B- — B1)/4 }
eB+/2 =B (Br — B-)/4 1 —eBy/2+ & Bi(Bs —B-)/4

The outcome is a two-state model in which to leading order there is a small probability
eBx/2 =¢(1 + anz)/2 per timestep for transition from state + to —, respectively — to +.
Perhaps a reader can suggest (and apply the method to) a more significant example.

6. Further potential applications

One area to which the above results might be usefully applied is metastability. Metastability
is the phenomenon that an ergodic process may spend long times exploring restricted subsets of
the support of the probability distribution, switching between them infrequently but sufficiently
to achieve ergodicity in the long run. For an infinite limit, there may be more than one stationary
distribution. One reference is [5].
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As an application of the result, we can start from [6] in which the hypothesis is a reversible
Markov process in continuous time with spectrum in [—¢&, 0] U [—o0, —1] such that each func-
tion in the image of the spectral projection P for [—¢, 0] is bounded, and it is proved that
there is a partition of the state spaces into ‘metastable regions’. It is not clear to me, however,
whether there are relevant examples satisfying the hypotheses. We might think that Glauber
dynamics of the 2D Ising model below the critical temperature would qualify, but I am not
aware that it is proved to have a spectral gap. Nevertheless, if there are examples on product
spaces then the result of the present paper proves robustness of spectral gap and hence of the
phenomenon of metastability.

We could envisage the result also being useful to treat perturbation of Markov dynamics
with more than one stationary distribution, for example with more than one communicating
component. Addition of some interaction between the communicating components typically
reduces the system to a single communicating component, but the result of this paper shows
there is a continuation of the spectral projection to a spectral projection with spectrum con-
tained near 1 and the same rank (equal to the original number of communicating components),
and it gives strong control over the resulting continuation. More substantially, we would
like to deduce something about metastability in ergodic finite versions of infinite PCA with
non-unique stationary distribution.

Another possible application is to perturbations of product systems in which the units all
have simple eigenvalue +1 and isolated spectrum near some A in the open unit disk. The
conclusion is that there persists an invariant subspace with decay constant near A.

7. Discussion

It has been proved here that every spectral projection of a stochastic operator on a product
space persists C"-smoothly with respect to the norm (1) for C"-smooth changes in the transition
operator, again measured using (1). This generalises the case of the rank-one projection onto a
stationary distribution, treated in [13].

Second-order perturbation theory has been developed for families of such operators and an
example treated. Potential applications have also been suggested to robustness of metastability
and some other uses for multi-component stochastic processes.

A reviewer raised the question of relations to some other literature. In particular, linear
operators on a general class of Banach spaces with a positive cone and a multiple eigenvalue
+1 are considered in [8, 15]. It appears, however, that our space does not satisfy the additivity
property that they require for the norm on vectors in the positive cone. Furthermore, those
papers do not consider the question of persistence of the spectral projection for the multiple
eigenvalue, nor treat any other spectral projections. Nor do they address the difficulties with
making useful norms on large tensor products.

Looking to the future, an additional benefit of the work of this paper is to gain some under-
standing of spectral projections on large tensor products with a view to tackling the quantum
case. In addition to its clear role in condensed matter physics, the quantum case has taken on
enhanced interest because of the problem of designing quantum registers for quantum comput-
ing. In many quantum contexts, we want the subspace corresponding to an isolated part of the
spectrum to be robust to small perturbations. Yet, the Anderson orthogonalisation catastrophe
[1] apparently precludes this. The approach here suggests that with a suitable new norm, we
could nonetheless prove persistence of spectral projections for Hermitian operators on large
tensor products.
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Appendix A. Dual of space Z of neutral measures

Here it is proved that the dual space Z* of the space Z of neutral measures with the
| - |z-norm can be regarded naturally as the quotient F'/C of the space F' of Dobrushin smooth
functions by the constant ones C.

Given f € F, define f: Z — R by f(11) = u(f). Then f is linear. Also, it is bounded: f(1) =
w(@) < |ulzlf|r- Thus,f € Z* with [f|z* < |f|F. Adding a constant to f does not Changef SO we
can consider F/C C Z*.

Conversely, given u € Z*, choose a reference point a € X and define &t: X — R by ut(x) =
u(8xq) + ¢ for arbitrary c € R, where, for x,y € X, &,y is the dipole measure 8, — dy € Z.
Then u(x) — u(y) = u(8yy) < |u|z+|8xy|z. Taking x, y to differ at only site s, we obtain that
|8xy|z = supsep\c (F(x) —f)/IfIF) is attained for f(z) =di(zs, ys), giving value d(xy, ys).
Hence A;(it) < |u|z+. Given y € (0, 1), for each s € S there exist X8, y(s), differing only on
site s, such that #(x®) — #(y™)) > y Ay (", y5). Choose

LNORO)
"= 2 6O

where §’ is any finite subset of S. Then u € Z and |u|z < 1 by using the Lipschitz bounds
for f € F on u(f); furthermore, ||z > 1 by choosing f(x) =Y _o sd; (xs, yE”), any o, > 0.
Thus |u|z = 1. It follows that Zses/ As(t) <ylulz- for all y <1 and §' C S. So it € F and
|tt| < |u|z+. So we can consider Z* C F/C.

From the bounds on the norms in the two directions, we deduce equality: [f| 7+ = |f|F and
|itl p = [ulz».

Note, however, that the dual of F/C is strictly larger than Z. It contains limits of sequences
of dipoles, for example [2].

Appendix B. Completeness of P in the D-metric

We prove this via a few artificial constructions for which precursors occur in [9, 18].

We first metrise product-topology on X, by choosing an enumeration of S (i.e. label the sites
by non-negative integers) and an n > 1, and using 4, (x, y) = Zj n_jdj(xj, y;) for some n > 1.
The sum converges because the diameters of the X; are bounded.

Next, we define the Kantorovich-Rubinstein (KR) metric on P with respect to d,, on X:

dgr(p, v) =sup{(n —v)(); f: X = R, f(x) = f(y) < dy(x, y) forall x, y € X}.

As a countable product of complete separable metric spaces, X is a complete separable metric
space. For any complete separable metric space X, the space M (X) of real-valued Borel mea-
sures on X is the dual of the space of continuous functions X — R with sup-norm | - |, and
the KR metric metrises weak™ convergence on P(X) [23], denoted by — (confusingly, weak™
convergence on M is often called weak convergence).

Then we define an auxiliary metric p on P:

Pl v) = sup {(u — () fEF, Y WA < 1}.
J

This is clearly a semi-metric. To prove it is a metric, if 1 7 v there exists a continuous f
with (u — v)f # 0; approximate f by g with Zj W Ajg < 00 and |f — g|oo small enough that
(w—v)g #0.
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We show that p < dkgr. If ZJ- n’AJ <1 then, for any x, y € X,

FO=f0) < Y A NG, ) < Y 0 A di, )
J J

(i)
i

J

So the set of f in the definition of p is a subset of that for dxg, so p(u, v) < dkr(u, v).

It follows that if w, — p then p(u,, 1) — 0. Although not needed, the converse is also
true: if p(w,, n) — O then, given f continuous and ¢ > 0, there exists K C S such that f =
fx +f with fx independent of coordinates outside K and [f| < /4. So there exists N such that
(n — (k) <€/2 for n > N. Also, for all n, (u, — pc)(f) < ¢/2. Thus, (u, — p)(f) < e for
n>N.So u, — u. So p metrises weak* convergence in P.

It follows that P is complete in p, because suppose i, is Cauchy in p. Given € > 0 there
exists N such that n, m > N imply p(un, im) < €. P is weak™ sequentially compact in the
usual topology. Thus there is a weak*-convergent subsequence to some w € P: i, — W.
Then p(pn, ) — 0 so, given & > 0, p(un, w) < P(Un, Un) + P(Uny, 1) < 2¢ for n> N and
sufficiently large k. Thus, p(u,, u) — 0.

We also have p < D: if Zj njAj(f) < 1 then

PN GED N GED IR ESE
J J J

So, given a Cauchy sequence i, in D, it is Cauchy in p, thus p-converges to some p € P.
Given ¢ > 0 there exists N(¢) such that D(u,, 1,,) < /4 for n, m > N(¢); it also follows that
p(m, 1) < e/4 for m> N(e). Given f € F, a reference point 0 € X and a finite subset K C S,
let fx(x) =f(xk, Os\k) andf:f —fk. Then Ajfk < Ajf for j€ K and is O otherwise. There
exists K C S such that |f] < %alﬂp. So

— ) = (e — tn)f + (o — 1)k + (o — WF

< D ) lf 17+ pGtms 1) Y 0 AJF) + SelfIr
jekK

=(e/4+e/4+¢/DlfIF
for n > N(¢) and m > max(N(e), N(en~*)), where k is the largest label of K. Thus, D(u,,, i) —
0 as n — o0. So (P, D) is complete.
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