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On the Uniqueness of Solution of the Linear Differential
Hquation of the Second Order.

By Dr PebbiIE.

1. In many problems of physics, even in widely different branches
of the subject, the relation satisfied by the variables is expressible
by means of a linear differential equation of the second order. In
general, “initial” conditions have also to be satisfied. If the equation
truly represents the physical conditions in, for example, some case
of motion, and if no state of instability exists, the solution must be
unique. But it is impossible in any case to say with absolute
certainty that the representation is strict. The possible error
depends on the error which may be made in observation or
experiment, and on the number of independent observations or
experiments the results of which have been used as the basis of
the “law” expressed by the equation. The probable accuracy of
any statement as to the non-existence of instability is also dependent
on the rigour and extent of the observational or experimental
groundwork. The physicist therefore frequently assumes a form
of solution which suits his conditions, and does not trouble himself
to enquire whether or not other solutions exist if he finds that the
one which he has obtained corresponds sufficiently closely to his
facts. This procedure is thoroughly justifiable, seeing that he is as
sure of the accuracy of his result as he is of the accuracy of his
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original equation, while on the other hand a proof of uniqueness
may not be easy to obtain. Even if other solutions were found to
exist he would be justified in retaining his own and asserting that
constraints, whose action did not appear in the differential equation,
prevented the manifestation of instability and so prevented the
applicability of the other solutions. At least he would be so
justified except in the event of such a solution suiting his facts
better than his own did. Yet the fact that such a better solution
may be found makes the farther investigation of the question
desirable, and the proof of the existence of uniqueness adds, when the
accuracy of the solution is verified by experiment, to the probability
of the accuracy of the differential equation as a description of facts.

2. A well-known example in which uniqueness of solution is
proved is furnished by Laplace’s Equation in the theory of potential.
The proof is obtained by an application of Green’s Theorem. Another
example occurs in the theory of the conduction of heat (Thomson
and Tait’s Treatise on Natural Philosophy), Green’s Theorem being
extended so as to apply.

A similar use of Green’s Theorem is made by Picard in his
Traité d Analyse. He proves that the solution of the equation

a%+26%+c%%+2d;—:+ 2e%’+ﬁ4=0
is unique if 4°-ac be negative while w has a given succession of
values along a sufficiently small closed contour in the z, y plane.
The coefficients are any continuous functions of « and y, and @ and ¢
are alike in sign.

In the case in which f has a sign opposite to that of & and ¢,
the limitation as to smallness of the contour is not required, but
the proof is based on the assumption that the coefficients are
analytic functions.

Paraf (Ann. de la Faculté des Sciences de Toulouse, 1892) gives a
proof of the uniqueness of the solution when ac> %% apart from any
assumption as to the nature of the quantities, when f is zero or of
opposite sign to a and c.

The object of the present investigation is to obtain a criterion
by means of which we can investigate the problem when £ is not of
opposite sign to @ and c. That restriction, however, is replaced by
another,
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Equating coefficients we get

a=k +k, . ,,
pr= )\k,, p- q
b =vk,, 2 = o -+ k.
” q = ’IJC:_,, kl kg
c=k,+v%k;,
If the ks be all of one sign, (3) can only be satisfied by
v
voo, ¥ _o NV o
ox oy

Therefore, since V may be supposed to be the difference of two
functions each of which is assumed, if possible, to satisfy (1), there
cannot be more than one solution of the linear equation (1).subject
to the condition that the function shall have a given succession of
values along given contours.

4. The condition that the %s shall be of one sign necessitates

« and ¢ being of one sign, which we may consider to be positive along

with those of the ks. And the relations among the coefficients give
B =(a - k)(c- k),

while a4k, c<k,, so that, as in Picard’s cases, we have

ac - b°<0.
5. From the conditions
;: 2%—%+2p=1’,
8512 21—3+ g =Q
Z% + 2—; - =R,

we find R ;
2r=B_P+8Q &a 9 0 O

5t oy e sy op o

80 that the value of r is known, and therefore that of

P, ok
=it apth

is known.
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The quantity » must essentially be positive, and

2
k3<a>—c—.

We see therefore that the solution of
*Vv sV PV
R -  L9RV =
0os +2baxay+ Er +P +Qay+ 2RV =0
is unique if the contours upon which V is given do not extend to
the negative sides of the curves
ac-b*=0, - - - - - (4)

oP 8Q % *b e
2 T2 9 %2 % _9R-0, - -
" wT oy oy ox* “odxoy oy R=0, ®)

Qr—[P_gg dab nb] [Q__i_*

i 4(a - k,) 4(ck, - b*) =0 (6)

6. The two latter conditions become identical when
op EQ Fa 2 &b o
aa: dy ox* " oxdy oy
and the condition then is that R shall be negative—a special case of
Paraf’s result.

If the first two conditions are satisfied, the problem reduces to
that of the possibility of determining b, and %; so as to satisfy the
third. The extreme cases occur when k;,=a and kc=0>. If k,=a
we have £, =0, p =0, and the third condition becomes

of | B+ )y /@) 21tz - ).
If kye=0® it becomes
c[I(R +r)dx + $(y) P 2r(ac — B%).

The solution is unique when /() or ¢(y) can be chosen so as to suit
the inequality.

The curve (6) is a boundary flexible within limits, such that, if it
be capable of deformation so as to have the given contours entirely
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on its positive side, the solution is unique. In determining whether
or not sufficient deformation be possible it might be convenient to
asgign to ¢ an a.rbitrary value and use (6) in the form

ca dc 2
- _, _X
[P ox + V) + jby (Q oy q)dx] kyq®
-  4(a-by) 4(ck, — b?)
where ¢ is arbitrary. But we shall find that it is possible to

=O,

dispense with (6).

7. It is possible to explore the 2, y plane further, even where
the value of » is negative. For this purpose an artifice, similarly
employed by Picard, may be used. He remarks that, if B and B’
be any two continuous functions of  and y, we have

”[a BY?) a(BV’)]d dy=0,

since V is zero on the contours when we suppose it to represent the

difference of two functions satisfying (1). Thus (2) can be written

rj[ (OV B )+?b‘?—Y'ﬁ aV BV) +2 V—+ qVZ—Z

%
B 9B B B”
Iy 2 _D _Z)ve
+(.n+a +ay p G)V daedy = 0.
Equating coeflicients we have
a=k +k,
T p4 B =M, 0B B _(p+B) (4+B)

b=tk iRk, TtRty T Rt Rtk
¢ = ky+ vk, q9 = fAfty, Y 1 2

We may assume B= - p, B'= —¢, and hence we find that when the

contours on which V is given do not lie, in whole or in part, on the
negative side of the curve

sy 2,0 _Fa_ T e

dx 0y oa* “owdy oy

l~9

-4R =0,

the solution is unique. Thus, provided that the value of R do not
exceed that of », we know that the solution is unique even when
R is positive.
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If we choose p=0, B'= ~¢, we get
B B’
P -]: +k,+R -7
and can consider the case where » — R is negative. T.et — A%k, be
its greatest negative value, and take k= A%*/k, - (R - ), %, being
assumed constant. These conditions give

B=A tané(x +a).
k,

By suitable choice of «, we have B remaining continuous throughout
any strip of the x, y plane, paralle! to the y axis, whose breadth is
less than wk,/A ; that is, less than
S= m(@co — by’)

A

ac - b 2A%,

where the least value of is taken, and ——— is the greatest
o — by

positive value of
o%a b ¢ P oQ
3 ===
+ oy o By +4R.

et ~8ady
If a,< ¢, we would take ¢ =0, B= —p and so get a, instead of ¢, in
the denominator of 8.
If we refer to a new set of rectangular axes, the new ax-axis being
selected parallel to the least breadth of a given closed contour on
which V has a given succession of values, we can determine whether
or not we can assert that uniqueness of solution exists under the
given condition.

Since 8 is never zero, the solution of (1) is always unique, as
Picard shows, when the contour is sufficiently small.

Another test is given by taking B=p =0, B'=[(x) - 1]g. We

then get
[#46) [ B+ )y
(r - RY+(r+ R)Y(x) A +k,
Otherwise we may take B'=¢ =0, B =[¢(y) — 1]p, which gives
(05) [ (B + r)de
(r=R)+(r+ R)d(y) = i +ky

If the disposable quantities can be chosen to satisfy either condition,
the solution is unique.
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9. We may extend the investigation to regions where r is

rd

negative by means of the method used in §7, « being constant.

The equation becomes

27.a+i_B+'i_B___(])+B)‘+(q+B)
ox cy kl k._,

+ k.

Putting p=0, B'= - ¢, we find

B B

— - L 9.

e B + 4k, (R+'r)-r_'ru..
Taking &, = A%k, - (R +r) + 2ra, where A*/k, is the greatest positive
value of R + (1 ~ 2a), &, being constant, we see that B can be made
continuous throughout any strip, parallel to the ¥ axis, whose breadth

does not exceed
-y
A
When R is positive and r negative, the value of « which makes this
quantity a maximum should be chosen. As the least value of %; is
&*/ca, the greatest value of %, is (aca® - §*)/ca. The largest constant
value which %; can be given cannot exceed the smallest value which

(aco® — b%)[cu can take when « is tixed.

By putting

B=p=0, B'=({(x) - 1)q, or B'=¢q =0, B=($(y) - 1)p,
respectively, we get

[¥@) [ (B + gy

[405) [ (R + r)da}
k.

2

Zra+ (Y(@) = )R +r)= +hy,

or Zroa+(dy)-1)(R+r)= + &,

instead of the conditions given at the end of §7, the positive con-
stant a being now at disposal in addition to the other quantities.

If we put B= ~p, B'= ~g¢, the condition, with « constant,

becomes
2r(a-1)- R=k,.
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Hence we see that, even if B be positive and r be negative, the

solution is unique provided that 2r(a - 1)>R, a<1,

10. There is no limitation on the size of the contours over which
V is given, where » and R have the same sign.

By change of the variables an equation may often be put into
a form in which one or other of the conditions R negative, or
r positive, holds.

The methods above used may be extended to the case of more
than two independent variables.
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