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Abstract: Biological imaging tools continue to increase in speed, 
scale, and resolution, often resulting in the collection of gigabytes 
or even terabytes of data in a single experiment. In comparison, the 
ability of research laboratories to store and manage this data is lag-
ging greatly. This leads to limits on the collection of valuable data and 
slows data analysis and research progress. Here we review common 
ways researchers store data and outline the drawbacks and benefits 
of each method. We also offer a blueprint and budget estimation for 
a currently deployed data server used to store large datasets from 
zebrafish brain activity experiments using light-sheet microscopy. 
Data storage strategy should be carefully considered and different 
options compared when designing imaging experiments.

Keywords: big data, data workflow, data management infrastructure, 
light-sheet microscopy, zebrafish brains

Introduction
Data acquisition rates in fluorescence microscopy are 

exploding due to the increasing size and sensitivity of detectors, 
brightness and variety of available fluorophores, and complex-
ity of the experiments and imaging equipment. An increasing 
number of laboratories are now performing complex imaging 
experiments that rapidly generate gigabytes and even terabytes 
of data, but the practice of data storage continues to lag behind 
data acquisition capabilities. This slows data processing, col-
laboration, and quality control. Several large-scale database 
solutions [1] have been developed to manage imaging data, 
but the vast majority of laboratories rely on outdated meth-
ods of data transfer and management such as USB drives and 
personal computers. The success of high-performance cluster 
computing resources, when available, has yet to fully solve the 
data storage challenge. In this article, we compare common 
data storage solutions and discuss what can be implemented 
with different levels of financial and institutional resources, 
from cloud storage to institution-run storage servers.

Cutting-edge fluorescence and multiphoton microscopy 
provide a unique challenge for data storage and manage-
ment. In our work we use two-photon light-sheet fluorescence 
microscopy (Figure 1), collecting whole zebrafish brain struc-
ture and activity data (Figure 2). An experiment can contain 
up to 50 axial slices, each covering a 400 × 400 μm area, col-
lected with 3-second volumetric rate. This results in a 300–500 
GB dataset per single sample. The data size is further increased 
when two or three spectral channels are imaged. Here we pro-
vide a description of the 250 TB storage server we have built 
and currently share between more than a dozen researchers. 
The system provides automatic backup and data access man-
agement. This guide can be used as a starting point for the 
transformation of data management practices toward more 
resilient and efficient data pipelines in laboratories that use 

modern microscopy tools. While our experiments are based on 
light sheet microscopy, the system described here can be used 
for any type of image data collection and storage.

Similar to other microscopy-oriented labs, we collect large 
amounts of data while simultaneously developing new experi-
ments and data processing pipelines. Much of our work is in 
constant flux, and it is nearly impossible to reliably lock in a 
single data acquisition process for a long period of time. This 
flexibility requires rapid progress in development of our tools 
and puts additional pressure on the required data processing 
and storage infrastructure. The networks for data transfer from 
acquisition microscopes are often slow (less than 1 Gbps), and 
we rarely have centralized cost-efficient institutional storage 
capabilities. To use microscopy facilities more efficiently, we 
need networks that can transfer and store data at a speed of at 
least 1 Gbps, and centralized storage.

Current Practices
Today, research labs often use portable USB hard drives and 

cloud-based storage [2]. These tools are poorly adapted for the 
data demands of modern microscopy. Here, we briefly review 
several solutions and provide recommendations on storage strat-
egy depending on the size of the files requiring storage (Table 1).

USB external hard drives. Moving data using a USB hard 
drive or flash drive is very common in research. We can pur-
chase storage very quickly and upload data immediately, since 
all research computers have USB ports. USB drives are very easy 
to use and allow for drag-and-drop operations for moving files 
from the data acquisition computer to a destination drive and/or 
data analysis workstations. Files may also be opened directly 
from the USB drive itself. Some devices on the market also pro-
vide increased reliability, such as portable external storage enclo-
sures with multiple drives and duplication of files. An important 
advantage of USB drives is that they remove the necessity of net-
work connectivity and allow “quarantine” of valuable research 
microscopes from the internet. The speed of data transfer can 
be relatively fast, ranging from approximately 1 Gbps to 5 Gbps 
with the newest flash-based storage and transfer protocols.

Disadvantages of USB hard drives include an increase in 
probability for data loss and difficulties related to data orga-
nization and sharing. A single USB hard drive may have a sig-
nificant rate of failure (1–5% per year) or unrecoverable read 
errors (URE) (1 error per 12 TB of read data [3]). Furthermore, 
stress on the connectors due to frequent usage may cause their 
failure within 1–2 years. USB drives can also serve as easy vec-
tors for transfer of computer viruses, and drives should always 
be inspected prior to use.

As the number and size of data folders and files increase, 
the need for increased cataloging and organization of data 

Practical Guide to Storage of Large Amounts 
of Microscopy Data

Andrey Andreev1* and Daniel E.S. Koo2

1California Institute of Technology, 1200 E. California Blvd., Pasadena, CA 91125
2University of Southern California, USC Michelson Center for Convergent Bioscience, 1002 West Childs Way, Los Angeles, CA 90089
*aandreev@caltech.edu

https://doi.org/10.1017/S1551929520001091  Published online by Cam
bridge U

niversity Press

https://doi.org/10.1017/S1551929520001091


2020 July • www.microscopy-today.com�     43

Storage of Data

across the various devices used for backup reduces the advan-
tages of the “simple drag-and-drop” workflow. This is par-
tially due to the hassle of determining which specific files may 
be located in which device, as well as the considerable time 
required for frequent transfers of large files. In addition, the 
bulky and wired nature of external hard drives further con-
tributes to their inconvenience when having to use multiple 
drives. There is currently no easy way to streamline the process 
when using individual external hard drives for data backup. 
Data sharing is also difficult with USB external hard drives, as 

collaborators must have physical access to the drive or other 
means of sharing data.

In summary, USB hard drives are valuable when moving 
small volumes of data (approximately 100 Gb) where networks 
are not available, if a backup strategy is in place. As data volume 
increases the applicability of USB external drives decreases.

Cloud storage. A number of “cloud” storage providers such 
as Dropbox, Google Drive, OneDrive, Amazon and others offer 
a simple workflow: a folder on a workstation is available to drag-
and-drop data as an extension of a local file system, and data 
are automatically protected from loss. Theoretically, the storage 
volume is unlimited, or specific recommendations may be given 
depending on usage and/or price. Institutions often offer free 
access to cloud storage solutions, which is appealing to research 
groups. Sharing is usually built in as an easy “share by link” 
function, and, since the service is Internet-based data, it can be 
shared virtually any place in the world. Data backup and version 
control (rollback) are great features that provide the ability to 
reverse any accidental deletion or overwriting of valuable files.

Unfortunately, limitations on cloud storage often occur 
when the amount of data being stored reaches beyond a few 
terabytes. Data transfer also depends on network stability 
and speed, which are often inconsistent. This inconsistency in 
data transfer, along with the common case of sharing a single 
acquisition computer for collection of data in a research set-
ting, further limit the functionality of cloud storage, which 
requires uploading from a workstation. Furthermore, col-
laborative storage, usually a necessity among lab members, is 
often difficult to set up. Although storage is often advertised as 
unlimited, it is rarely truly unlimited. Cloud storage providers 
often “throttle” or decrease bandwidth after a certain amount 
of data has been moved in a given period of time (for example, 
15 GB per month). We faced this issue when “unlimited” cloud 

Figure 2:  Example of zebrafish brain images collected using light-sheet microscopy. (A) Top view of a zebrafish larvae at 6 days post-fertilization. Scale bar 1 mm. 
(B) Maximum intensity projection of whole-brain imaging with diffraction-limited resolution of neurons (green) and blood vessels (red) allows longitudinal observation 
of vertebrate brain development. Scale bar 100 μm. Inset: magnified section of image, scale bar 25 μm. (C) Two-photon light-sheet imaging of fluorescent calcium 
indicator GCaMP6s allows recording activity of 50,000 neurons with single-cell resolution and 1-second temporal resolution. Color coding depicts neurons’ axial 
location within the sample. Images collected using Truong/Fraser setup at the University of Southern California.

Figure 1:  Schematics of a light-sheet microscope. A two-photon light-sheet 
microscope consists of illumination and detection systems. Two-photon laser 
light (red) from a femtosecond source (such as a Ti:Sapphire laser) is scanned 
at a 1 kHz rate by galvo mirrors on to the illumination objective that forms a 
sheet of light. The fluorescence (green) in a model zebrafish sample is excited 
only within that sheet and detected using a high-NA objective on a sCMOS 
camera. Image courtesy of Thorlabs.
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storage decreased the speed of an upload by a factor of 10 after 
the first 100 GB of data were uploaded. Reduced transfer rates 
may completely halt the use of cloud storage if not planned in 
advance or when working with large datasets (>100 GBs). Some 
providers may also offer free institutional access but limit data 
storage for 24 hrs. Even with unlimited cloud bandwidth, the 
speed of data transfer can still be limited by fixed institutional 
internet speed, which is often below 1 Gbps. In this situation, 
just transfer of a single 10 Gb file may take 30 minutes.

In summary, cloud storage may be appropriate when data 
size for a project is limited to a few GBs and the total amount of 
data per project is below 1 TB, data acquisition computers are 
attached to the Internet, and only a few people work with the 
datasets.

Dedicated servers for network-attached storage. Net-
work-attached storage (NAS) is a dedicated data storage com-
puter, or bank of computers, located on the same network as 
the acquisition microscope and image processing workstation. 
To the user, the storage is presented as a network drive allowing 
simple “drag-and-drop” workflow as a local drive or USB hard 
drive functions. A major benefit is that NAS physical storage is 
independent of data acquisition and image processing systems. 
Having a dedicated storage server allows gradual storage expan-
sion as required without rebuilding the system from an initial 
∼100 TB up to and above 500 TB. When the NAS, acquisition 
microscope, and image processing workstation are physically 
close to each other, affordable fast networking with speeds of 
10 Gbps to 100 Gbps can be installed minimizing delays in data 
transfer.

One approach is to place a data processing server in the 
same computer rack with the storage server connected by a 10 
Gbps network, which can be accomplished for less than $1,000 
(Table 1). This allows the end user to access the data processing 
machine remotely. Backup can be implemented using a second 
server or via the internet to cloud storage as described above. 
The process of data transfer to the cloud can be automated 
and hidden from the end user. The administrative interfaces 
available for such systems make it a relatively simple task for a 
non-professional to manage data storage and transfer, and the 
stability of the system ensures that little service is needed after 
initial installation. The NAS solution can be securely shared 
between several groups, decreasing costs for the individual 
research laboratories as described below.

It is possible for individual laboratories or small groups 
of investigators to develop and share NAS capabilities with a 
relatively low investment of time and money (Table 2). Man-
agement is possible by the laboratory members, but in a better 
scenario, laboratories should purchase a dedicated server and 

manage the system with assistance from the IT department, 
since fast networking between floors or buildings will most 
likely require institutional support. Access from outside the 
institution can be restricted by the IT department firewall in 
order to limit vulnerability.

In summary, the original price of a NAS system ($20,000 
for 250 TB, Table 2) can be intimidating, and institutional IT 
assistance for setup may be required. Given these limitations, 
acquiring a personal laboratory NAS is advised only when indi-
vidual datasets are larger than tens of GBs, the total amount of 
data storage is larger than 10 TB, or when storage needs to be 
secure, fast, and expandable. Details of one implementation of 
a NAS system is provided in the next section.

Implementation of a Resilient 250-Terabyte 
Storage NAS

To provide storage of large volumes of imaging data, we 
have built a centralized storage server using commercially 
available hardware and free open-source software. The original 
goal was to provide storage for fluorescence light-sheet micros-
copy data and specifically whole-brain imaging of zebrafish 
neural activity. These experiments routinely generate datasets 
of approximately 500 GBs. Since implementation three years 
ago, the server has turned into a shared resource and now 
serves more than a dozen projects and researchers without data 
loss or service interruption. To provide this resiliency, we had 
to account for potential hardware failures, power loss events, 
and random errors during data reading and writing.

Protection against single-drive failure. To create large 
centralized storage, we pooled together up to 70 bare spin-
ning-disk hard drives (internal SATA drives) for a total storage 

Table 1:  Recommendations based on scale. It is useful for labs to consider that there is more than one option to store data, 
and the strategy should be chosen based on needs. All different options can be used where appropriate. Here we provide a 
guide to selecting storage and backup strategy.

Size of dataset
(10 biological samples) Mode of transfer Primary storage Backup

<100 GB USB drives Workstation Cloud

>100 GB Network Cloud (Dropbox, etc.) Cloud

>1 TB Optical fiber network (>10 Gbps) Local server Cloud provider / second server

>10 TB Centralized server Cloud

Table 2:  Estimated cost of server for storage of 250 TB. 
Building dedicated storage can be expensive, and we 
provide an example of budget using commodity parts. 
Prices are in USD.

Item Count Est. price Total cost

Main storage server, 24 bays 1 $5,000 $5,000

JBOD, 45 bays 1 $1,700 $1,700

10 GbE switch 1 $600 $600

10 GbE cards 2 $200 $400

Server rack 1 $450 $450

UPS, 3000 VA 2 $1,600 $3,200

Data hard drive, 4 TB 69 $120 $8,280

Accessories $1,000 $1,000

Total $20,630
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capacity of 250 TB. When working with a large number of 
high-capacity drives, we faced the challenge of random errors 
that can corrupt stored data [4]. Use of redundant array of 
independent drives (RAID) is a common strategy to prevent 
data corruption. Instead of a dedicated RAID card, we used a 
software solution relying on a file and operating system (OS) 
that are optimized to consolidate a large number of drives, 
monitor the health of volumes and data, and regularly scrub 
data to correct any errors. For this purpose we picked the freely 
available open-source FreeNAS [5] system, which comes with 
all features of the mature server-grade FreeBSD OS and ZFS 
filesystem and adds a user-friendly web interface for configura-
tion and management of the storage.

Physical design and power redundancy. We used server-
grade hardware to implement storage. The main server has 24 
drive bays with each drive bay accepting standard 3.5-inch 
hard drives of 4 TB capacity each. The server is equipped with 
two Xeon processors and 256 GBs of RAM. We used an expan-
sion box with 45 bays, colloquially referred to as Just a Bunch 
of Disks (JBOD), where all drives are attached to the host-bus 
adapter (HBA). The JBOD is connected to the main server 
using a single SAS3 cable. Data drives are organized in RAID6 
stripes of six drives. The system drives are two 120 GB solid-
state disks (SSD) in mirror configuration (RAID1).

Network connectivity was established using 10 GbE cards 
that can accommodate copper wire or optical fiber connectors. 
Recently, servers have started to provide built-in 10 GbE con-
nectors on the motherboard. The storage server is connected to 
two networks: a local network between the data storage system 
and a light-sheet microscope using a 10 Gbps transfer, and a 
general-use 1 GbE connection to the rest of the university net-
work. This dual connection ensures that even if the university 
network is unavailable due to failure or maintenance, we can 
still use the storage server to store large data sets from the light-
sheet microscope. The local 10 GbE network was set up using an 
affordable 8-port switch, and it connects in one rack the storage 
server, acquisition computer, and analysis workstation.

The main data server, JBOD, and other computers men-
tioned have redundant power supplies, which allows us to use 
two uninterruptible power supply (UPS) units running at half-
capacity each. If one UPS fails, the second will be able to provide 
power to the whole setup. When picking the UPS power rating 
we estimated a 7-minute run on the battery, which is the time 
interval for the power generator in the building to be activated. 
Installing this power required contract work with the institution. 
The final assembly of servers and UPS is depicted in Figure 3.

Data snapshots and backup. When working with data we 
may accidentally delete or overwrite files. To partially protect 
against these actions, the ZFS file system can take “snapshots” 
of data, recording changes made since the last snapshot. Any 
file in the ZFS file system can be “rolled back” to the previously 
available snapshot instantaneously. We used the FreeNAS sys-
tem’s automatic scheduler to set up daily snapshots that are 
kept for a month. The data backup is implemented as a daily 
transfer of snapshots to another server that is also running the 
ZFS operating system, that is, 6 TB drives organized as 8-drive 
RAID6 stripes in a 36-drive box, 2x Xeon 2.2 GHz CPU, 64 GB 
ECC RAM. The backup can be also automatically stored using 
one of the cloud providers.

Conclusion
Current data storage methods lag far behind the devel-

opment of modern microscopy tools. It makes processing of 
data difficult and data sharing slow, while the amount of imag-
ing data continues to increase. Using USB hard drives, cloud 
storage providers, or shared network-attached storage serv-
ers should be carefully designed, and benefits and drawbacks 
should be considered. Here we provided our implementation 
of a shared expandable storage system as a starting point and 
an approximation of such a system’s cost. Ideally, the labora-
tories that work with significant amounts of data will consult 
and receive help from their institution, potentially creating a 
shared-pooled resource as economy of scale makes services 
cheaper.
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Figure 3:  Organization of servers. From the bottom up: (1) Two redundant 
UPS units, (2) main storage server, (3) JBOD expansion, (4) analysis computer, 
(5) web server for https://fliptrap.org. All servers are mounted in a standard-
sized 19-inch-wide server rack using supplied rails.
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