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Abstract. Let W be a group endowed with a finite set S of generators. A

representation (V, ρ) of W is called a reflection representation of (W,S) if ρ(s)

is a (generalized) reflection on V for each generator s ∈ S. In this paper,
we prove that for any irreducible reflection representation V , all the exterior

powers
∧d V , d = 0, 1, . . . ,dimV , are irreducible W -modules, and they are

non-isomorphic to each other. This extends a theorem of R. Steinberg which
is stated for Euclidean reflection groups. Moreover, we prove that the exterior

powers (except for the 0th and the highest power) of two non-isomorphic re-

flection representations always give non-isomorphic W -modules. This allows
us to construct numerous pairwise non-isomorphic irreducible representations

for such groups, especially for Coxeter groups.
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2 HONGSHENG HU

1. Introduction

1.1. Overview

In [9, Section 14], R. Steinberg proved a theorem stating that the exterior powers
of the irreducible reflection representation of a Euclidean reflection group are again
irreducible and pairwise non-isomorphic (see also [1, Ch. V, Section 2, Exercise 3]).
For Weyl groups, the exterior powers of the standard reflection representation are
well studied (see, for example, [2, 4, 5, 8]).

The proof of Steinberg’s theorem relies on the existence of an inner product
which stays invariant under the group action. In a previous paper [6], the author
extended Steinberg’s result to a more general context where the inner product may
not exist. Let W be a group and S = {s1, . . . , sk} be a set of generators of W . We
say a representation ρ : W → GL(V ) is a reflection representation of (W,S) if each
of the generators si acts by a generalized reflection, and denote by αi the chosen
reflection vector (see Subsection 2.1 for related notions). The main theorem in [6]
reads:

Theorem 1.1 ([6, Theorem 1.2]). Let (V, ρ) be an n-dimensional irreducible re-
flection representation of (W,S) over a field F of characteristic 0, with reflection
vectors α1, . . . , αk. Suppose

(1.1) for any two indices i, j, si · αj 6= αj if and only if sj · αi 6= αi.

Then the W -modules {
∧d

V | 0 ≤ d ≤ n} are irreducible and pairwise non-
isomorphic.

As pointed out in [6], usually there is no W -invariant bilinear form on the re-
flection representation, so that our result is not a trivial generalization.

The first aim of this paper is to show that the assumption (1.1) can be removed:

Theorem 1.2. Let (V, ρ) be an n-dimensional irreducible reflection representation

of (W,S) over a field F of characteristic 0. Then the W -modules {
∧d

V | 0 ≤ d ≤ n}
are irreducible and pairwise non-isomorphic.

The readers may find that the proof of Theorem 1.2 is similar to that of Theorem
1.1 ([6, Theorem 1.2]). The proof here simplifies the proof in [6] a little bit. See
Section 4 for more details.

The major contribution of this paper is the second main result, stating that the
exterior powers of two different reflection representations are also different. To be
precise, we have

Theorem 1.3. Let (Vι, ρι), ι = 1, 2, be two irreducible reflection representations
of (W,S) over a field F of characteristic 0, with dimensions n1 and n2 respectively.

Suppose
∧d1 V1 ' ∧d2 V2 as W -modules for some integers d1, d2 with 1 ≤ dι ≤ nι−1

(ι = 1, 2). Then d1 = d2, n1 = n2, and V1 ' V2 as W -modules.

Remark 1.4. Note that
∧0

V is the one-dimensional W -module with trivial W -
action. While

∧n
V carries the one-dimensional representation det ◦ρ for any n-

dimensional representation (V, ρ) ofW , and different ρ’s might share the same deter-
minant det ◦ρ (for example, if each generator si is of order two, then det ◦ρ(si) = −1
for any reflection representation (V, ρ) and any i). Thus, in Theorem 1.3 the range
1 ≤ dι ≤ nι − 1 is the best we can expect.
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ON EXTERIOR POWERS OF REFLECTION REPRESENTATIONS, II 3

By combining the results in Theorems 1.2 and 1.3, immediately we have the
following corollary, which allows us to construct numerous pairwise non-isomorphic
irreducible representations for the group W .

Corollary 1.5. Suppose we have a family of irreducible reflection representations

{Vi | i ∈ I} of (W,S). Then {
∧d

Vi | i ∈ I, 1 ≤ d ≤ dimVi − 1} is a family of
simple W -modules, and they are pairwise non-isomorphic.

1.2. Motivation and application

The motivation of this work (as well as the previous [6]) comes as follows. Sup-
pose W is a Coxeter group with the finite set S of defining generators. In another
paper [7] by the author, all the reflection representations (over C) of (W,S) are
determined. The most essential thing in this process is the classification of isomor-
phism classes of the so-called generalized geometric representations (that is, those
reflection representations admitting a basis formed by the reflection vectors). In [7],
such representations are classified using the characters of the first integral homology
group of simple graphs which are closely related to the Coxeter graph. Moreover,
“most” of them are irreducible. While if a generalized geometric representation
is reducible, then it has a semisimple quotient, each of whose direct summand is
an irreducible reflection representation of some parabolic subgroup. Therefore, the
results in this paper are applicable, and then we obtain a large class of irreducible
representations which are non-isomorphic to each other.

For example, if (W,S) is the affine Weyl group of type Ãn, that is,

W = 〈s0, s1, . . . , sn | s2i = (sisi+1)2 = e,∀i = 0, 1, . . . , n〉

(regard n + 1 as 0), then the Coxeter graph is a cycle. The corresponding first
homology group with integral coefficients is isomorphic to Z, and its characters
are parameterized by C×, and so are the generalized geometric representations.
For x ∈ C×, the corresponding generalized geometric representation, denoted by
Vx, is an (n + 1)-dimensional C-vector space with basis {α0, α1, . . . , αn}, and the
W -action can be defined by

siαi = −αi, ∀i = 0, 1, . . . , n;

s0αn = αn + xα0;

snα0 = α0 +
1

x
αn;

siαi+1 = si+1αi = αi + αi+1, ∀i = 0, 1, . . . , n− 1;

siαj = αj , if i 6= j and i, j are not adjacent.

All of these representations are irreducible except when x = 1. If x = 1, the
representation V1 is nothing but the geometric representation in the sense of [1,
Ch. V, Section 4], and it admits an n-dimensional simple quotient V1/U where
U := 〈α0 + α1 + · · · + αn〉. The quotient V1/U is also a reflection representation.
Applying Theorems 1.2 and 1.3 yields uncountably many simple modules for the
affine Weyl group W :

{ d∧
Vx

∣∣∣ 1 ≤ d ≤ n, x ∈ C× \ {1}
}
∪
{ d∧

(V1/U)
∣∣∣ 1 ≤ d ≤ n− 1

}
.
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4 HONGSHENG HU

1.3. Outline of this paper

The paper is organized as follows. In Section 2 we recollect the basic definitions
and some preliminary results. In Section 3, we recollect some basic results on
exterior powers of reflection representations. In Section 4 and Section 5 we prove
Theorems 1.2 and 1.3 respectively.

2. Preliminaries

Throughout this paper, we work over a field F of characteristic 0. We require
charF = 0 only to ensure the exterior powers of an irreducible representation are
semisimple (see Remark 3.7). In fact, the notions of reflections and reflection rep-
resentations can be defined over fields of arbitrary characteristic.

For any positive integer k, we denote [k] := {1, 2, . . . , k}. For a fixed representa-
tion ρ : W → GL(V ) and an element s ∈W , we also denote simply by s the linear
map ρ(s) ∈ GL(V ) if there is no ambiguity.

2.1. Reflections and reflection representations

Definition 2.1 ([6, Definition 2.1]). Let V be a finite-dimensional vector space
over F.

(1) A linear map s : V → V is called a generalized reflection (and reflection for
short) if s is diagonalizable and rank(s− IdV ) = 1.

(2) Suppose s is a reflection on V . The hyperplane Hs := ker(s− IdV ), which
is fixed pointwise by s, is called the reflection hyperplane of s. Let αs be a
nonzero vector in Im(s− IdV ). Then, s · αs = λsαs for some λs ∈ F \ {1},
and αs is called a reflection vector of s.

Note that if s is an invertible map, then λs 6= 0.

The following lemma is immediate.

Lemma 2.2 ([6, Lemma 2.2]). Let s be a reflection on V and αs be a reflection
vector. Then there exists a nonzero linear function f : V → F such that s · v =
v + f(v)αs for any v ∈ V .

The main object of our study, reflection representation, is defined as follows.

Definition 2.3. Let W be a group endowed with a finite set of generators S =
{s1, . . . , sk}. A representation (V, ρ) of W over F is called a reflection representation
of (W,S) if the linear map ρ(si) ∈ GL(V ) is a reflection on V for any i ∈ [k].

2.2. Digraphs

Digraphs will be helpful to investigate the structure of reflection representations.
In what follows we recall some relevant basic definitions.

By definition, a directed graph (or digraph for short) G = (I, A) consists of a set
I of vertices and a set A of arrows, where each arrow in A is an ordered binary
subset (i, j) of I. We also denote by i → j the arrow (i, j). For our purpose, we
only consider finite digraphs without loops and multiple arrows, that is, (1) I is a
finite set, (2) there is no arrow of the form i → i and (3) each arrow i → j occurs
at most once in A.

Suppose i, j ∈ I are two vertices of a digraph G. A walk in G from i to j is a
sequence of vertices

i = i0, i1, . . . , il−1, il = j
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ON EXTERIOR POWERS OF REFLECTION REPRESENTATIONS, II 5

such that im−1 → im is an arrow in A for each m ∈ [l].
An undirected walk in G from i to j is an alternating sequence

i = i0, a1, i1, a2, i2, . . . , il−1, al, il = j

of vertices i0, i1, . . . , il ∈ I and arrows a1, . . . , al ∈ A such that either am = im−1 →
im or am = im → im−1 for each m ∈ [l].

A digraph G is called weakly connected if for any two vertices i, j there exists
an undirected walk from i to j. In other words, G is weakly connected if the undi-
rected graph obtained by forgetting the directions of all arrows in A is connected.
Moreover, G is called strongly connected if for any two vertices i, j there exists two
walks, one from i to j and the other from j to i.

Suppose J ⊂ I is a subset of the vertices of G. We define a digraph G(J), called
the sub-digraph spanned by J , to be the digraph (J,A(J)) with the set J of vertices,
and the set A(J) := {i→ j | i, j ∈ J, and i→ j is an arrow in A} of arrows.

Definition 2.4. Let G = (I, A) be a digraph and J, J ′ ⊆ I be subsets of vertices.
Suppose there exist vertices i ∈ J and j ∈ J ′ such that i→ j is an arrow in A and
J \ {i} = J ′ \ {j}. Then we say J ′ is obtained from J by a move-forward, and J is
obtained from J ′ by a move-back. We also say uniformly that J or J ′ is obtained
from the other by a move.

Intuitively, we obtain J ′ from J by moving the vertex i to the vertex j along the
arrow i→ j.

The following lemma is essentially [6, Lemma 4.3].

Lemma 2.5. Let G = (I, A) be a weakly connected digraph. Let J, J ′ ⊆ I be two
subsets with the same cardinality. Then J ′ can be obtained from J by finite steps
of moves.

Proof. Forgetting the directions of arrows in A, this lemma follows from [6, Lemma
4.3]. �

Digraphs and reflection representations are related via the following definition.

Definition 2.6. Let W be a group endowed with a finite set of generators S =
{s1, . . . , sk}, and (V, ρ) be a reflection representation of (W,S). For each i ∈ [k], let
αi be an arbitrarily chosen reflection vector of si. For any subset I ⊆ [k], we define
the associated digraph GI to be a digraph (I,A) where I is the set of vertices and

A := {i→ j | i, j ∈ I, sj · αi 6= αi}

is the set of arrows. We also denote simply by G the associated digraph G[k].
Clearly, for subsets J ⊆ I ⊆ [k], the digraph GJ is the sub-digraph GI(J) of GI

spanned by J .

Immediately we have the following fact about the associated digraph.

Lemma 2.7. If i → j is an arrow in the digraph GI , then αj belongs to the
subrepresentation generated by αi.

Proof. By definition, we have sj · αi 6= αi. In view of Lemma 2.2, the vector
αi− sj ·αi is a nonzero multiple of αj . But this vector lies in the subrepresentation
generated by αi. �
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6 HONGSHENG HU

2.3. Some numerical lemmas

We will need the following lemmas.

Lemma 2.8. Let n1, n2, d1, d2 be positive integers and 1 ≤ dι ≤ nι− 1 for ι = 1, 2.
Suppose d1

n1
= d2

n2
and

(
n1

d1

)
=
(
n2

d2

)
. Then n1 = n2 and d1 = d2.

Proof. Without loss of generality, we may assume n1 ≤ n2 and dι ≤ nι
2 for ι = 1, 2.

Suppose n1 < n2. Then d1 < d2. Then we have
(
n2

d2

)
>
(
n2

d1

)
>
(
n1

d1

)
which is a

contradiction. Therefore, n1 = n2 and hence d1 = d2. �

Lemma 2.9. Let n1, n2, d1, d2 be positive integers and 1 ≤ dι ≤ nι− 1 for ι = 1, 2.
Suppose

(2.1)

(
n1 − 1

d1

)
=

(
n2 − 1

d2

)
and

(2.2)

(
n1 − 1

d1 − 1

)
=

(
n2 − 1

d2 − 1

)
.

Then n1 = n2 and d1 = d2.

Proof. By direct computations, for ι = 1, 2 we have(
nι − 1

dι

)
−
(
nι − 1

dι − 1

)
=

(nι − 1)!

dι!(nι − dι − 1)!
− (nι − 1)!

(dι − 1)!(nι − dι)!

=
(nι − 1)!

dι!(nι − dι)!
(nι − 2dι)

=

(
nι
dι

)(
1− 2dι

nι

)
.

By Equations (2.1) and (2.2) we then have

(2.3)

(
n1
d1

)(
1− 2d1

n1

)
=

(
n2
d2

)(
1− 2d2

n2

)
.

Adding the Equations (2.1) and (2.2) together yields

(2.4)

(
n1
d1

)
=

(
n2
d2

)
.

We combine Equations (2.3) and (2.4), then we obtain

d1
n1

=
d2
n2
.

By Lemma 2.8 we have n1 = n2 and d1 = d2. �

3. Exterior powers of reflection representations

In this section we recollect some first results about exterior powers. Let W be a
group endowed with a set of generators S = {s1, . . . , sk} as before. Suppose (V, ρ)

is an n-dimensional representation of W . The action
∧d

ρ of W on the dth exterior

power
∧d

V (0 ≤ d ≤ n) is given by

w · (v1 ∧ · · · ∧ vd) = (w · v1) ∧ · · · ∧ (w · vd), ∀w ∈W, v1, . . . , vd ∈ V.
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In particular,
∧0

V is the one-dimensional W -module with trivial action, and
∧n

V
carries the one-dimensional representation det ◦ρ. If {v1, . . . , vn} is a basis of V ,
then

{vi1 ∧ · · · ∧ vid | 1 ≤ i1 < · · · < id ≤ n}
is a basis of

∧d
V . In particular, dim

∧d
V =

(
n
d

)
. For more details about exterior

powers, see, for example, [3].
Suppose further that (V, ρ) is a reflection representation and αi is a chosen

reflection vector of si with eigenvalue λi (6= 1) for each i ∈ [k] (see Definitions 2.1
and 2.3). We also denote by Hi the reflection hyperplane of si. For each i ∈ [k]
and 0 ≤ d ≤ n, we define

V +
d,i :=

{
v ∈

d∧
V
∣∣∣ si · v = v

}
, V −d,i :=

{
v ∈

d∧
V
∣∣∣ si · v = λiv

}
to be the eigen-subspaces of si in

∧d
V , for the eigenvalues 1 and λi, respectively.

Retain the notations W,V, si, αi, etc.

Lemma 3.1 ([6, Lemma 3.2 and Corollary 3.3]). Let i ∈ [k] and 0 ≤ d ≤ n.

(1) We have V +
d,i =

∧d
Hi and dimV +

d,i =
(
n−1
d

)
. Here we regard

(
n−1
n

)
= 0 if

d = n.
(2) Extend the reflection vector αi arbitrarily to a basis of V , say, αi, v2, . . . , vn.

Then, V −d,i has a basis

{αi ∧ vi1 ∧ · · · ∧ vid−1
| 2 ≤ i1 < · · · < id−1 ≤ n}.

In particular, dimV −d,i =
(
n−1
d−1
)
. Here we regard

(
n−1
−1
)

= 0 if d = 0.

(3) As a vector space,
∧d

V = V +
d,i

⊕
V −d,i. In particular, the only possible

eigenvalues of si on
∧d

V are 1 and λi.

Lemma 3.2 ([6, Proposition 3.5]). Suppose the reflection vectors α1, . . . , αm (m ≤
k) are linearly independent. We extend these vectors to a basis of V , say,

{α1, . . . , αm, vm+1, . . . , vn}.

(1) If 0 ≤ d < m, then
⋂

1≤i≤m V
−
d,i = 0.

(2) If m ≤ d ≤ n, then
⋂

1≤i≤m V
−
d,i has a basis

{α1 ∧ · · · ∧ αm ∧ vim+1 ∧ · · · ∧ vid | m+ 1 ≤ im+1 < · · · < id ≤ n}.

In particular, if d = m, then
⋂

1≤i≤m V
−
d,i is one-dimensional with a basis

vector α1 ∧ · · · ∧ αm.

Lemma 3.3. Suppose m ≤ d, m ≤ k − 1, and the reflection vectors α1, . . . , αm
are linearly independent. Suppose αm+1 is a linear combination of α1, . . . , αm.
Then

⋂
1≤i≤m+1 V

−
d,i =

⋂
1≤i≤m V

−
d,i 6= 0 (that is, sm+1 · v = λm+1v for any v ∈⋂

1≤i≤m V
−
d,i).

Proof. The fact that
⋂

1≤i≤m V
−
d,i 6= 0 follows from Lemma 3.2. Moreover, the

subspace
⋂

1≤i≤m V
−
d,i admits a basis of the form

(3.1) {α1 ∧ · · · ∧ αm ∧ vim+1 ∧ · · · ∧ vid | m+ 1 ≤ im+1 < · · · < id ≤ n}

where {α1, . . . , αm, vm+1, . . . , vn} is a basis of V .
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8 HONGSHENG HU

Suppose αm+1 = c1α1 + · · ·+ cmαm, ci ∈ F. Without loss of generality, we may
assume further c1 6= 0. Then for any basis vector in (3.1) we have

α1 ∧ · · · ∧ αm ∧ vim+1
∧ · · · ∧ vid

= c−11 (c1α1) ∧ α2 ∧ · · · ∧ αm ∧ vim+1
∧ · · · ∧ vid

= c−11 (c1α1 + · · ·+ cmαm) ∧ α2 ∧ · · · ∧ αm ∧ vim+1 ∧ · · · ∧ vid
= c−11 αm+1 ∧ α2 ∧ · · · ∧ αm ∧ vim+1 ∧ · · · ∧ vid .

Note that this is a nonzero vector, and that {αm+1, α2, . . . , αm, vm+1, . . . , vn} is
also a basis of V . By Lemma 3.2 again, we have

αm+1 ∧ α2 ∧ · · · ∧ αm ∧ vim+1 ∧ · · · ∧ vid ∈ V
−
d,m+1.

Therefore,
⋂

1≤i≤m V
−
d,i ⊆ V

−
d,m+1, and thus

⋂
1≤i≤m+1 V

−
d,i =

⋂
1≤i≤m V

−
d,i. �

Lemma 3.4 ([6, Proposition 3.6]). If 0 ≤ d, d′ ≤ n are integers and
∧d

V '
∧d′

V
as W -modules, then d = d′.

Remark 3.5. Lemma 3.4 holds for any representation on which some element s ∈W
acts by a reflection, not necessary a reflection representation. See [6, Proposition
3.6] for details.

Lemma 3.6 ([6, Corollary 3.8]). If the representation (V, ρ) is irreducible, then the

W -module
∧d

V is semisimple for any d = 0, 1, . . . , n.

Remark 3.7. Recall that charF is assumed to be 0. This is used in the proof of
Lemma 3.6. See [6, Lemma 3.7 and Corollary 3.8] for details.

4. Proof of Theorem 1.2

In this section we give the proof of Theorem 1.2.
Recall that W is a group endowed with a set of generators S = {s1, . . . , sk}, and

(V, ρ) is an n-dimensional irreducible reflection representation of (W,S) over a field
F of characteristic 0. We denote by αi the chosen reflection vector of si as before,
and by λi (6= 1) the corresponding eigenvalue, for each i ∈ [k].

By Lemma 3.4, the W -modules {
∧d

V | 0 ≤ d ≤ n} are pairwise non-isomorphic.

Therefore, to prove Theorem 1.2, it suffices to show that
∧d

V is a simple W -module

for each d. But we have seen in Lemma 3.6 that
∧d

V is semisimple, so the problem
reduces to proving

(4.1) any endomorphism of

d∧
V is a scalar multiplication.

Recall in Definition 2.6 that a digraph GI is associated to the reflection repre-
sentation (V, ρ) and an arbitrary subset I ⊆ [k]. We have the following lemma.

Lemma 4.1. There exists a subset I ⊆ [k] such that

(1) the digraph GI is weakly connected, and
(2) {αi | i ∈ I} is a basis of V .

Proof. Suppose we have found a subset J ⊆ [k] such that

(a) the digraph GJ is weakly connected, and
(b) {αi | i ∈ J} is linearly independent.
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ON EXTERIOR POWERS OF REFLECTION REPRESENTATIONS, II 9

For example, any singleton {j} ⊆ [k] is such a subset.
If |J | = n (the dimension of V ), then we are done. Otherwise, suppose |J | < n.

Let VJ :=
⊕

i∈J Fαi, which is a proper subspace of V . Since V is a simple W -
module, there exists j ∈ J and i0 ∈ [k] such that si0 · αj /∈ VJ . By Lemma 2.2,
si0 · αj is of the form

si0 · αj = αj + xαi0

for some x ∈ F. Then we must have x 6= 0 and i0 /∈ J , otherwise si0 · αj would
belong to VJ . Now let J ′ = J t {i0}. Then the associated digraph GJ′ is also
weakly connected since we have an arrow j → i0. Moreover, the set of vectors
{αi | i ∈ J ′} is linearly independent since αi0 /∈

⊕
i∈J Fαi. Therefore, the subset J ′

satisfies the conditions (a) and (b). Moreover, we have |J ′| = |J |+ 1. By induction
on cardinality, there exists a subset I ⊆ [k] satisfying (1) and (2). �

The following corollary of Lemma 4.1 will be used in Section 5.

Corollary 4.2 (See also [6, Claim 5.2]). Suppose (V, ρ) is an n-dimensional ir-
reducible reflection representation of (W,S) with reflection vectors {αi | i ∈ [k]}.
Then the space V is spanned by {αi | i ∈ [k]}, that is, V =

∑
i∈[k] Fαi. In particu-

lar, n ≤ k.

Let I be obtained as in Lemma 4.1. Without loss of generality, we may assume
I = [n], the first n indices of [k] (note that we have n ≤ k by Lemma 4.1). The
vectors {αi | i ∈ I} form a basis of V . For each fixed d with 0 ≤ d ≤ n, the set of
vectors

{αi1 ∧ · · · ∧ αid | 1 ≤ i1 < · · · < id ≤ n}
is a basis of

∧d
V .

For any set of distinct indices 1 ≤ i1, . . . , id ≤ n, by Lemma 3.2, the intersection⋂
1≤j≤d V

−
d,ij

of the d eigen-subspaces is one-dimensional,⋂
1≤j≤d

V −d,ij = Fαi1 ∧ · · · ∧ αid .

Suppose now ϕ ∈ EndW (
∧d

V ) is an endomorphism. Then ϕ preserves the subspace⋂
1≤j≤d V

−
d,ij

. Therefore,

ϕ(αi1 ∧ · · · ∧ αid) = γi1,...,idαi1 ∧ · · · ∧ αid for some γi1,...,id ∈ F.

Notice that αiσ(1) ∧ · · ·∧αiσ(d) = sign(σ)αi1 ∧ · · ·∧αid for any permutation σ ∈ Sd,

and hence that γi1,...,id depends only on the set {i1, . . . , id}, not on the order of
the indices. To prove the statement (4.1), it suffices to show that the coefficients
γi1,...,id are independent of the choice of the indices {i1, . . . , id}. The following
result is essentially the same as [6, Claim 5.5].

Lemma 4.3. Let J = {i1, . . . , id}, J ′ = {j1, . . . , jd} be two subsets of I, both con-
sisting of d elements. Suppose J ′ can be obtained from J by a move (see Definition
2.4) in the digraph GI . Then γi1,...,id = γj1,...,jd .

Proof. Without loss of generality, we may assume that d ≤ n − 1, J = {1, . . . , d},
J ′ = {1, 2, . . . , d− 1, d+ 1}, and d→ d+ 1 is an arrow in GI . Then sd+1 ·αd 6= αd.

For i = 1, . . . , d, by Lemma 2.2 we assume that

sd+1 · αi = αi + ciαd+1, ci ∈ F.
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Then cd 6= 0. We have

sd+1 · (α1 ∧ · · · ∧ αd)
= (α1 + c1αd+1) ∧ · · · ∧ (αd + cdαd+1)

= α1 ∧ · · · ∧ αd +
∑

1≤i≤n

(−1)d−ici · α1 ∧ · · · ∧ α̂i ∧ · · · ∧ αd ∧ αd+1.

Hence,

ϕ
(
sd+1 · (α1 ∧ · · · ∧ αd)

)
= ϕ

(
α1 ∧ · · · ∧ αd +

d∑
i=1

(−1)d−ici · α1 ∧ · · · ∧ α̂i ∧ · · · ∧ αd+1

)
= γ1,...,d · α1 ∧ · · · ∧ αd +

d∑
i=1

(−1)d−iciγ1,...,̂i,...,d+1 · α1 ∧ · · · ∧ α̂i ∧ · · · ∧ αd+1.

This also equals

sd+1 · ϕ(α1 ∧ · · · ∧ αd)
= γ1,...,dsd+1 · (α1 ∧ · · · ∧ αd)

= γ1,...,d · α1 ∧ · · · ∧ αd +

d∑
i=1

(−1)d−iciγ1,...,d · α1 ∧ · · · ∧ α̂i ∧ · · · ∧ αd+1.

Note that cd 6= 0, and that the vectors involved in the summations above are
linearly independent. Thus, we have the desired equality γ1,...,d = γ1,...,d−1,d+1 by
comparing the coefficients of α1 ∧ · · · ∧ αd−1 ∧ αd+1. �

In general, for two subsets J and J ′ of I, if both of them consist of d elements,
then, since GI is weakly connected, one can be obtained from the other by finite
steps of moves by Lemma 2.5. Therefore, the coefficients γi1,...,id are constant
among all choices of the distinct indices 1 ≤ i1, . . . , id ≤ n.

The proof of Theorem 1.2 is completed.

Remark 4.4. We cannot expect the digraph GI in Lemma 4.1 to be strongly con-
nected. For example, let S = {s1, s2, s3} consist of 3 elements, and V = Fα1⊕Fα2

be a two-dimensional vector space. Define three reflections on V by

s1 · α1 = −α1, s1 · α2 = α2,

s2 · α1 = α1 + 2α2, s2 · α2 = −α2,

s3 · α1 = α1, s3 · α2 = −2α1 − α2.

Then the corresponding reflection vectors are α1, α2, and α3 := −α1 − α2, respec-
tively. The associated digraph G[3] is as follows:

1

2

3

In this digraph, each sub-digraph spanned by two vertices is not strongly connected.

https://doi.org/10.4153/S0008414X25000215 Published online by Cambridge University Press

https://doi.org/10.4153/S0008414X25000215


ON EXTERIOR POWERS OF REFLECTION REPRESENTATIONS, II 11

5. Proof of Theorem 1.3

This section is devoted to proving Theorem 1.3.
Recall that W is a group endowed with a set of generators S = {s1, . . . , sk}, and

(Vι, ρι), ι = 1, 2, are two irreducible reflection representations. We use the following
notations.

nι (ι = 1, 2) : dimVι

αi (i ∈ [k]) : the chosen reflection vector of si in V1

λi (6= 1) : the corresponding eigenvalue, si · αi = λiαi

βi (i ∈ [k]) : the chosen reflection vector of si in V2

µi ( 6= 1) : the corresponding eigenvalue, si · βi = µiβi

Suppose

ψ :

d1∧
V1
∼−→

d2∧
V2

is an isomorphism of W -modules, where d1, d2 are certain integers satisfying 1 ≤
dι ≤ nι − 1 (ι = 1, 2). As in Section 3, for each i ∈ [k] we denote by

V +
1,d1,i

:=
{
v ∈

d1∧
V1

∣∣∣ si · v = v
}
, V −1,d1,i :=

{
v ∈

d1∧
V1

∣∣∣ si · v = λiv
}
,

V +
2,d2,i

:=
{
v ∈

d2∧
V2

∣∣∣ si · v = v
}
, V −2,d2,i :=

{
v ∈

d2∧
V2

∣∣∣ si · v = µiv
}

the eigen-subspaces of si.
Before giving the rigorous proof, let us talk a little more about Theorem 1.3

informally. A priori, an isomorphism f : V1 → V2 of reflection representations gives

an isomorphism
∧d

f :
∧d

V1 →
∧d

V2 via( d∧
f
)

(v1 ∧ · · · ∧ vd) = f(v1) ∧ · · · ∧ f(vd), ∀v1, . . . , vd ∈ V1.

It is not difficult to see that f(αi) = ziβi for some zi ∈ F×. Then we have( d∧
f
)

(αi1 ∧ · · · ∧ αid) = zi1 · · · zidβi1 ∧ · · · ∧ βid for any i1, . . . , id ∈ [k].

Conversely suppose in Theorem 1.3 that d = d1 = d2, and that the isomorphism

ψ :
∧d

V1 →
∧d

V2 is given by an isomorphism f : V1 → V2. Suppose further that
we are able to show for any indices i1, . . . , id ∈ [k] that

ψ(αi1 ∧ · · · ∧ αid) = ζi1,...,idβi1 ∧ · · · ∧ βid for some ζi1,...,id ∈ F×.

(This is indeed the case, see Subsection 5.3.) Since the map f is of the form
f(αi) = ziβi, we have ζi1,...,id = zi1 · · · zid , and

zi
zj

=
ζi,i2,...,id
ζj,i2,...,id

for any suitable indices i, j, i2, . . . , id ∈ [k].

This indicates that

the ratio
ζi,i2,...,id
ζj,i2,...,id

only depends on i and j,

but independent of the indices i2, . . . , id.

(5.1)
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We would be close to find the desired isomorphism f if we can prove (5.1) (this is
essentially Lemma 5.9).

We divide the proof of Theorem 1.3 into the following five steps, presented in
Subsections 5.1 to 5.5 respectively:

Step 1. Show that d1 = d2, n1 = n2, and λi = µi for each i ∈ [k].
Step 2. Show that the linear independence of a set of reflection vectors in V1 is

equivalent to that in V2.
Step 3. Show that the two reflection representations have the same associated di-

graphs.
Step 4. Define a linear isomorphism f : V1 → V2 of vector spaces.
Step 5. Show that f is an isomorphism of W -modules.

5.1. A preliminary numerical result

Proposition 5.1. d1 = d2, n1 = n2. Moreover, λi = µi for each i ∈ [k].

Proof. Note that the element s1 ∈ S acts by reflections on both V1 and V2. Since∧d1 V1 ' ∧d2 V2 as W -modules, we have

dimV +
1,d1,1

= dimV +
2,d2,1

, dimV −1,d1,1 = dimV −2,d2,1.

Then we have by Lemma 3.1(1)(2)

(5.2)

(
n1 − 1

d1

)
=

(
n2 − 1

d2

)
,

(
n1 − 1

d1 − 1

)
=

(
n2 − 1

d2 − 1

)
.

Notice that 1 ≤ dι ≤ nι − 1 for ι = 1, 2. By Lemma 2.9, Equations (5.2) imply
d1 = d2, n1 = n2.

By Lemma 3.1(3), we have
∧d1 V1 = V +

1,d1,i

⊕
V −1,d1,i for each i ∈ [k], and the

only possible eigenvalues of si on
∧d1 V1 are 1 and λi. But dimV −1,d1,i =

(
n1−1
d1−1

)
6= 0

since 1 ≤ d1 ≤ n1 − 1. Thus λi is indeed an eigenvalue. Similarly, the only

eigenvalues of si on
∧d2 V2 are 1 and µi. Thus we must have λi = µi. �

Remark 5.2. From the proof of Proposition 5.1, we see that the results hold for two
representations (V1, ρ1), (V2, ρ2) on which ρ1(s) and ρ2(s) are both reflections for
some element s ∈W , not necessary to be reflection representations.

In view of Proposition 5.1, we denote

d := d1 = d2 and n := dimV1 = dimV2

from now on. Note that we have 1 ≤ d ≤ n− 1 by assumption. However, Theorem
1.3 for the case d = 1 is trivial. Thus we may assume 2 ≤ d ≤ n− 1.

5.2. Preliminary results on linear independence of reflection vectors

This subsection aims to prove Propositions 5.5 and 5.6, which transfer linear
independence property of reflection vectors in V1 to those with the same indices in
V2. Recall that k = |S| is the number of chosen generators of the group W , and
αi, βi (i ∈ [k]) are the reflection vectors of the generator si in the space V1 and
V2 respectively. By Corollary 4.2, the n-dimensional vector space V1 is spanned by
α1, . . . , αk, and we have n ≤ k.
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Lemma 5.3. Suppose {α1, . . . , αn} is a basis of V1. Then we have decompositions
of vector spaces

d∧
V1 =

⊕
1≤i1<···<id≤n

( ⋂
1≤j≤d

V −1,d,ij

)
and

d∧
V2 =

⊕
1≤i1<···<id≤n

( ⋂
1≤j≤d

V −2,d,ij

)
.

Proof. The vector space
∧d

V1 has a basis

{αi1 ∧ · · · ∧ αid | 1 ≤ i1 < · · · < id ≤ n}.

Note that by Lemma 3.2 the vector αi1 ∧ · · · ∧ αid is a basis vector of the one-
dimensional space

⋂
1≤j≤d V

−
1,d,ij

, which is the intersection of eigen-subspaces of

sij ’s in
∧d

V1. Therefore, we have a decomposition of vector space

d∧
V1 =

⊕
1≤i1<···<id≤n

F〈αi1 ∧ · · · ∧ αid〉

=
⊕

1≤i1<···<id≤n

( ⋂
1≤j≤d

V −1,d,ij

)
.

Since ψ :
∧d

V1
∼−→
∧d

V2 is an isomorphism of W -modules, we have

ψ
( ⋂
1≤j≤d

V −1,d,ij

)
=

⋂
1≤j≤d

V −2,d,ij

for any set of indices 1 ≤ i1 < · · · < id ≤ n, and hence

d∧
V2 =

⊕
1≤i1<···<id≤n

( ⋂
1≤j≤d

V −2,d,ij

)
as claimed. �

Recall that the number d satisfies d+1 ≤ n. We have the following lemma which
is a “weak version” of Proposition 5.6.

Lemma 5.4. Suppose 1 ≤ j1, . . . , jd+1 ≤ k. If αj1 , . . . , αjd+1
are linearly indepen-

dent, then so are βj1 , . . . , βjd+1
.

Proof. Suppose otherwise that βj1 , . . . , βjd+1
are linearly dependent and the subset

{βj1 , . . . , βjh} (h ≤ d) is a maximal linearly independent set. Then there exists a

nonzero vector v in
∧d

V2 of the form v = βj1 ∧ · · · ∧ βjh ∧ vh+1 ∧ · · · ∧ vd. By
Lemma 3.2, we have

v ∈
⋂

1≤i≤h

V −2,d,ji .

Note that for any index i such that h + 1 ≤ i ≤ d + 1, βji is a linear combination
of βj1 , . . . , βjh . Then by Lemma 3.3, we have

v ∈
⋂

1≤i≤h

V −2,d,ji =
⋂

1≤i≤d+1

V −2,d,ji .
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As in the proof of Lemma 5.3, since ψ :
∧d

V1
∼−→
∧d

V2 is an isomorphism of
W -modules, we have

ψ−1(v) ∈
⋂

1≤i≤d+1

V −1,d,ji .

Note that ψ−1(v) is a nonzero vector. However, the intersection
⋂

1≤i≤d+1 V
−
1,d,ji

is
zero by Lemma 3.2. This is absurd. �

Proposition 5.5. Suppose 1 ≤ j1, . . . , jn ≤ k. If {αj1 , . . . , αjn} is a basis of V1,
then {βj1 , . . . , βjn} is a basis of V2, and vice versa.

Proof. Without loss of generality, we may assume j1 = 1, j2 = 2, . . . , jn = n.
Then {α1, . . . , αn} is a basis of V1. Suppose the space U := F〈β1, . . . , βn〉 spanned
by β1, . . . , βn is a proper subspace of V2, and m := dimU < n. We may assume
further that {β1, . . . , βm} is a basis of U .

For any indices 1 ≤ i1 < · · · < id ≤ n, there exists an index id+1 ∈ [n] \
{i1, . . . , id} since d ≤ n − 1. Note that the vectors αi1 , . . . , αid , αid+1

are linearly
independent. By Lemma 5.4, βi1 , . . . , βid , βid+1

∈ U are linearly independent as
well. In particular, βi1 ∧ · · · ∧ βid 6= 0 and we have by Lemma 3.2 that⋂

1≤j≤d

V −2,d,ij = F〈βi1 ∧ · · · ∧ βid〉 ⊆
d∧
U.

But then by Lemma 5.3 we have

d∧
V2 =

⊕
1≤i1<···<id≤n

( ⋂
1≤j≤d

V −2,d,ij

)
⊆

d∧
U (

d∧
V2

which is a contradiction. Thus, we must have U = V2, m = n, and {β1, . . . , βn} is
a basis of V2. �

As a corollary, we have the following proposition.

Proposition 5.6. Suppose h ≤ n and 1 ≤ i1, . . . , ih ≤ k. If αi1 , . . . , αih are
linearly independent, then so are βi1 , . . . , βih . In particular, if αi and αj are not
proportional for some 1 ≤ i 6= j ≤ k, then so are βi, βj.

Proof. Recall Corollary 4.2 that V1 is spanned by α1, . . . , αk. Thus there exist
reflection vectors αih+1

, αih+2
, . . . , αin such that αi1 , . . . , αih , αih+1

, . . . , αin form a
basis of V1. Then use Proposition 5.5. �

5.3. Coincidence of the associated digraphs

Recall in Definition 2.6 that a digraph is associated to any subset I ⊆ [k] and any
reflection representation. For ι = 1, 2, we denote temporarily by Gι the associated
graph to the full set [k] and the representation (Vι, ρι). In this subsection we will
prove that G1 = G2.

For two distinct indices i, j ∈ [k], we set

si · αj = αj + xjiαi, xji ∈ F,
si · βj = βj + yjiβi, yji ∈ F.

Then j → i is an arrow in G1, G2 if and only if xji, yji 6= 0, respectively.
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For distinct indices 1 ≤ i1, . . . , id ≤ k, if αi1 ∧· · ·∧αid 6= 0, that is, if αi1 , . . . , αid
are linearly independent, then by Proposition 5.6, the vectors βi1 , . . . , βid are lin-
early independent as well. Moreover, we have by Lemma 3.2⋂

1≤j≤d

V −1,d,ij = F〈αi1 ∧ · · · ∧ αid〉, and
⋂

1≤j≤d

V −2,d,ij = F〈βi1 ∧ · · · ∧ βid〉.

Therefore, since ψ :
∧d

V1
∼−→
∧d

V2 is an isomorphism of W -modules, it holds

ψ(αi1 ∧ · · · ∧ αid) = ζi1,...,idβi1 ∧ · · · ∧ βid , for some ζi1,...,id ∈ F×.

By convention, we define ζi1,...,id := 0 if αi1 ∧ · · · ∧ αid = 0.

Remark 5.7. Note that the coefficients ζi1,...,id are independent of the order of
i1, . . . , id, that is, ζi1,...,id = ζiσ(1),...,iσ(d) for any permutation σ ∈ Sd (as γi1,...,id in

Section 4).

Lemma 5.8. Suppose i, j ∈ [k] and i 6= j. There exist distinct indices i2, . . . , id ∈
[k] such that

(1) αi, αj , αi2 , . . . , αid are linearly independent if αi, αj are not proportional;
(2) αi, αi2 , . . . , αid are linearly independent if αi, αj are proportional (thus in

this case the vectors αj , αi2 , . . . , αid are linearly independent as well).

Proof. The existence of the required indices is ensured by the facts that d+ 1 ≤ n
and that V1 is spanned by all the reflection vectors (Corollary 4.2). �

The following lemma is the key in this subsection.

Lemma 5.9. Suppose i, j ∈ [k] and i 6= j. Let i2, . . . , id ∈ [k] be any indices
satisfying the conditions (1)(2) in Lemma 5.8. Then we have

(5.3) ζi,i2,...,idyij = ζj,i2,...,idxij .

Proof. We consider

sj · (ψ(αi ∧ αi2 ∧ · · · ∧ αid))

= ζi,i2,...,idsj · (βi ∧ βi2 ∧ · · · ∧ βid)

= ζi,i2,...,id(βi + yijβj) ∧ (βi2 + yi2jβj) ∧ · · · ∧ (βid + yidjβj)

= ζi,i2,...,id(βi ∧ βi2 ∧ · · · ∧ βid + yijβj ∧ βi2 ∧ · · · ∧ βid)(5.4)

+
∑

2≤l≤d

(−1)d−lζi,i2,...,idyiljβi ∧ βi2 ∧ · · · ∧ β̂il ∧ · · · ∧ βid ∧ βj

which also equals

ψ(sj · (αi ∧ αi2 ∧ · · · ∧ αid))

= ψ((αi + xijαj) ∧ (αi2 + xi2jαj) ∧ · · · ∧ (αid + xidjαj))

= ψ
(
αi ∧ αi2 ∧ · · · ∧ αid + xijαj ∧ αi2 ∧ · · · ∧ αid

+
∑

2≤l≤d

(−1)d−lxiljαi ∧ αi2 ∧ · · · ∧ α̂il ∧ · · · ∧ αid ∧ αj
)

= ζi,i2,...,idβi ∧ βi2 ∧ · · · ∧ βid + ζj,i2,...,idxijβj ∧ βi2 ∧ · · · ∧ βid(5.5)

+
∑

2≤l≤d

(−1)d−lζi,i2,...,̂il,...,id,jxiljβi ∧ βi2 ∧ · · · ∧ β̂il ∧ · · · ∧ βid ∧ βj
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If αi, αj are not proportional, then αi, αj , αi2 , . . . , αid are linearly independent
by our assumption, and then so are βi, βj , βi2 , . . . , βid by Proposition 5.6 (or Lemma
5.4). Therefore, the vectors occurring in (5.4) and (5.5) are nonzero and linearly
independent. By comparing the coefficients of βj ∧ βi2 ∧ · · · ∧ βid in (5.4) and (5.5)
we see that the desired Equation (5.3) holds.

If αi, αj are proportional, then so are βi, βj by Proposition 5.6, and the summa-
tions in (5.4) and (5.5) vanish, that is,

(5.4) = ζi,i2,...,idβi ∧ βi2 ∧ · · · ∧ βid + ζi,i2,...,idyijβj ∧ βi2 ∧ · · · ∧ βid ,
(5.5) = ζi,i2,...,idβi ∧ βi2 ∧ · · · ∧ βid + ζj,i2,...,idxijβj ∧ βi2 ∧ · · · ∧ βid .

As pointed out in Lemma 5.8, the vectors αj , αi2 , . . . , αid are linearly independent,
and so are βj , βi2 , . . . , βid by Proposition 5.6. Therefore, we have Equation (5.3)
again by comparing the two equations above. �

Note that in Equation (5.3) the coefficients ζi,i2,...,id and ζj,i2,...,id are nonzero.
Therefore we have the following corollary.

Corollary 5.10. Suppose i, j ∈ [k] and i 6= j. Then xij and yij are equal or not
equal to zero simultaneously, that is, either xij = yij = 0 or xijyij 6= 0.

By the definition of the associated digraphs G1 and G2, Corollary 5.10 implies

Corollary 5.11. G1 = G2.

From now on, we recover the notation G = G[k] to indicate uniformly the di-
graphs G1 and G2, and GI to be the sub-digraph spanned by a subset I ⊆ [k] (see
Definition 2.6).

We will also need the following corollary of Lemma 5.9.

Corollary 5.12. Let i, j, i2, . . . , id ∈ [k] be as in Lemma 5.9. Suppose xij 6= 0 and
yji 6= 0 (equivalently, yij 6= 0 and xji 6= 0). Then we have

yij
xij

=
ζj,i2,...,id
ζi,i2,...,id

=
xji
yji

.

Proof. The first desired equality is nothing but Equation (5.3). By swapping the
indices i and j in Equation (5.3), we obtain the second equality. �

5.4. The linear isomorphism f from V1 to V2

Remember that our final goal is to find an isomorphism f : V1
∼−→ V2 of W -

modules. For this, let us introduce some notations.
By applying Lemma 4.1 to the reflection representation (V1, ρ1), we choose and

fix a subset I ⊆ [k] such that

(1) GI is weakly connected, and
(2) {αi | i ∈ I} is a basis of V1.

Then by Proposition 5.5, {βi | i ∈ I} is a basis of V2.
For two indices i, j ∈ I such that i 6= j and either i→ j or j → i is an arrow in

GI , we define

zij :=

{
yij
xij
, if i→ j is an arrow

xji
yji
, if j → i is an arrow.

By Corollary 5.12, we have
yij
xij

=
xji
yji

if both i → j and j → i are arrows. So the

element zij ∈ F× is well defined. We have the following lemma.
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Lemma 5.13. Let h ≥ 1 be an integer and

i0, a1, i1, a2, i2, . . . ih−1, ah, ih

be an undirected walk in GI . For any p ∈ [h] and any distinct indices j2, . . . , jd ∈
I \ {i0, ip} (if i0 = ip then we regard {i0, ip} = {i0}) we have

(5.6) zi0i1 · · · zip−1ip =
ζip,j2,...,jd
ζi0,j2,...,jd

.

Note that |I \ {i0, ip}| ≥ n − 2 ≥ d − 1. Therefore such indices j2, . . . , jd exist.
Note also that {αj | j ∈ I} is a basis for V1. Thus ζi0,j2,...,jd and ζip,j2,...,jd are
nonzero.

Proof. We prove by induction on p. Suppose first that p = 1. Then the desired
equality zi0i1 = ζi1,j2,...,jd/ζi0,j2,...,jd follows from Corollary 5.12.

Suppose now p ≥ 2. The induction hypothesis reads

zi0i1 · · · zip−2ip−1
=
ζip−1,j2,...,jd

ζi0,j2,...,jd
for any distinct j2, . . . , jd ∈ I \ {i0, ip−1}.

For distinct indices j2, . . . , jd ∈ I \ {i0, ip} given arbitrarily, we have three cases.
Case one: ip−1 /∈ {j2, . . . , jd}. By the same arguments as in the beginning case

“p = 1”, we have

zip−1ip =
ζip,j2,...,jd
ζip−1,j2,...,jd

whenever ap = ip−1 → ip or ap = ip → ip−1. Therefore by induction hypothesis we
have

zi0i1 · · · zip−2ip−1zip−1ip =
ζip−1,j2,...,jd

ζi0,j2,...,jd
·
ζip,j2,...,jd
ζip−1,j2,...,jd

=
ζip,j2,...,jd
ζi0,j2,...,jd

as claimed in Equation (5.6).
Case two: ip−1 ∈ {j2, . . . , jd} and i0 6= ip. We may assume ip−1 = j2. Then i0,

ip, ip−1 (= j2), j3, . . . , jd are distinct. We have

zi0i1 · · · zip−2ip−1
=
ζip−1,ip,j3,...,jd

ζi0,ip,j3,...,jd

by applying induction hypothesis to the indices ip, j3, . . . , jd, and

zip−1ip =
ζip,i0,j3,...,jd
ζip−1,i0,j3,...,jd

by the same arguments as in the beginning case “p = 1”. Therefore,

(5.7) zi0i1 · · · zip−2ip−1
zip−1ip =

ζip−1,ip,j3,...,jd

ζi0,ip,j3,...,jd
·
ζip,i0,j3,...,jd
ζip−1,i0,j3,...,jd

.

Note that ζi0,ip,j3,...,jd = ζip,i0,j3,...,jd (see Remark 5.7). Therefore Equation (5.7)
reduces to

zi0i1 · · · zip−2ip−1
zip−1ip =

ζip−1,ip,j3,...,jd

ζip−1,i0,j3,...,jd

=
ζip,j2,j3,...,jd
ζi0,j2,j3,...,jd

which is what we want.
Case three: ip−1 ∈ {j2, . . . , jd} and i0 = ip. Then our goal Equation (5.6)

becomes

(5.8) zi0i1 · · · zip−1ip = 1.
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We can still assume ip−1 = j2. Note that in this case i0 (= ip), ip−1 (= j2),
j3, . . . , jd are distinct d indices. But d ≤ n − 1, so there exists an extra index
j ∈ I \ {i0, j2, j3, . . . , jd}. Similar to the former cases, we have

zi0i1 · · · zip−2ip−1 =
ζip−1,j,j3,...,jd

ζi0,j,j3,...,jd

and

zip−1ip =
ζip,j,j3,...,jd
ζip−1,j,j3,...,jd

.

Therefore, we have

zi0i1 · · · zip−2ip−1zip−1ip =
ζip−1,j,j3,...,jd

ζi0,j,j3,...,jd
·
ζip,j,j3,...,jd
ζip−1,j,j3,...,jd

=
ζip,j,j3,...,jd
ζi0,j,j3,...,jd

= 1

which is exactly Equation (5.8). �

Now we are ready to construct a linear map f from V1 to V2. Such a map is
determined by vectors {f(αi) ∈ V2 | i ∈ I} since {αi ∈ V1 | i ∈ I} is a basis of V1.
Because αi and βi are the reflection vectors of si in V1 and V2 respectively, we are
excepted to have

f(αi) = ziβi, for some zi ∈ F× and each i ∈ I.
Below we propose a choice of the coefficients zi.

From now on we fix an index i0 ∈ I and set zi0 := 1. For any other index i ∈ I,
we choose an undirected walk in GI from i0 to i, say,

i0, a1, i1, a2, i2, . . . , il−1, al, il = i,

where i0, i1, . . . , il ∈ I. Then zi is defined to be

zi := zi0i1zi1i2 · · · zil−1il ∈ F×.
We need to show that zi such defined is independent of the choice of the undirected
walk (but it does depend on the choice of the beginning vertex i0).

Proposition 5.14. Fix i0 ∈ I as above. For each i ∈ I, the value of zi only
depends on i, not on the choice of the undirected walk from i0 to i.

Proof. Suppose there exist two undirected walks in GI from 1 to i, say (h > l),

i0, a1, i1, a2, i2, . . . , il−1, al, il = i,(5.9)

i0, ah, ih−1, ah−1, ih−2, . . . , il+1, al+1, il = i.(5.10)

By convention, we also denote ih := i0. We need to show

zi0i1zi1i2 · · · zil−1il = zihih−1
zih−1ih−2

· · · zil+1il .

By definition we have zij−1ij = z−1ijij−1
. Thus our goal becomes

zi0i1zi1i2 · · · zil−1ilzilil+1
· · · zih−2ih−1

zih−1ih = 1.

By extending the first undirected walk (5.9) by the reverse of (5.10), we have an
undirected walk in GI from i0 to i0,

i0, a1, i1, . . . , al−1, il, al+1, . . . , ih−1, ah, ih = i0.

By taking p = h in Lemma 5.13, we have that

zi0i1 · · · zih−1ih =
ζih,j2,...,jd
ζi0,j2,...,jd

= 1
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for any distinct indices j1, . . . , jd ∈ I \ {i0, ih}. This equality is what we want. �

By Proposition 5.14, we have a well defined linear map f : V1 → V2 by setting

f(αi) := ziβi, for each i ∈ I.

Since zi ∈ F× and {αi | i ∈ I}, {βi | i ∈ I} are bases of V1, V2 respectively, the
map f is clearly an isomorphism of vector spaces. It remains to show that f is a
homomorphism of W -modules.

5.5. The map f is a W -isomorphism

To show that f is a homomorphism of W -modules, it suffices to show

f(sh · αi) = sh · f(αi), for any h ∈ [k] and i ∈ I.

We split the proof into two parts (Propositions 5.15 and 5.16), depending on
whether h ∈ I or h /∈ I.

Proposition 5.15. For any h, i ∈ I, we have f(sh · αi) = sh · f(αi).

Proof. In this case we have

f(sh · αi) = f(αi + xihαh) = ziβi + xihzhβh,

and

sh · f(αi) = sh · (ziβi) = ziβi + ziyihβh.

Therefore, we need to show

(5.11) xihzh = ziyih.

If xih = 0, then yih = 0 by Corollary 5.10, and thus Equation (5.11) holds
trivially. Suppose otherwise that xih 6= 0. Then i→ h is an arrow. Recall that the
coefficient zi is computed by taking arbitrarily an undirected walk in GI from the
fixed i0 (∈ I) to i, say,

i0, a1, i1, . . . , al, il = i.

If we set il+1 = h and al+1 = i→ h, then the extended undirected walk

i0, a1, i1, . . . , al, il = i, al+1, il+1 = h

goes from i0 to h. Therefore, by the definitions of zi and zih in Subsection 5.4, we
have zh = zizih = ziyih/xih which is exactly Equation (5.11). �

Proposition 5.16. For any i ∈ I and h ∈ [k] \ I, we have f(sh · αi) = sh · f(αi).

The rest of this subsection is devoted to proving Proposition 5.16. Since {αl |
l ∈ I} is a basis for V1, and so is {βl | l ∈ I} for V2 by Proposition 5.5, we write

αh =
∑
l∈I

alαl, βh =
∑
l∈I

blβl, where al, bl ∈ F.

Then we have

f(sh · αi) = f(αi + xihαh) = f
(
αi + xih

∑
l∈I

alαl

)
= ziβi +

∑
l∈I

xihalzlβl

and

sh · f(αi) = sh · (ziβi) = ziβi + ziyihβh = ziβi +
∑
l∈I

ziyihblβl.
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Therefore, to prove Proposition 5.16 it suffices to show for any j ∈ I that

(5.12) xihajzj = yihbjzi.

For this, we need the following lemma.

Lemma 5.17. Suppose h ∈ [k]\I, j ∈ I. We write αh =
∑
l∈I alαl, βh =

∑
l∈I blβl

as above. If aj 6= 0, then for any distinct i2, . . . , id ∈ I \ {j}, we have

ζj,i2,...,idaj = ζh,i2,...,idbj .

Note that both ζj,i2,...,id and ζh,i2,...,id are nonzero, because both of the two sets
{αj , αi2 , . . . , αid} and {αh, αi2 , . . . , αid} are linearly independent sets.

Proof. Since aj 6= 0, the vectors αh, αi2 , . . . , αid are linearly independent. We write
I = {j, i2, . . . , id, id+1, . . . , in}. Then

(5.13) αh ∧ αi2 ∧ · · · ∧ αid =
(
ajαj +

∑
d+1≤l≤n

ailαil

)
∧ αi2 ∧ · · · ∧ αid .

The image under ψ of the left hand side of Equation (5.13) is

ψ(αh ∧ αi2 ∧ · · · ∧ αid) = ζh,i2,...,idβh ∧ βi2 ∧ · · · ∧ βid
= ζh,i2,...,id

(
bjβj +

∑
d+1≤l≤n

bilβil

)
∧ βi2 ∧ · · · ∧ βid .(5.14)

Moreover, the image under ψ of the right hand side of Equation (5.13) equals

(5.15) ζj,i2,...,idajβj ∧ βi2 ∧ · · · ∧ βid +
∑

d+1≤l≤n

ζil,i2,...,idailβil ∧ βi2 ∧ · · · ∧ βid .

The equality of (5.14) and (5.15) gives ζj,i2,...,idaj = ζh,i2,...,idbj . �

Now we are ready to complete the proof of Proposition 5.16.

Proof of Proposition 5.16. As we mentioned, it suffices to prove Equation (5.12)
for any j ∈ I. We have three cases.

Case one: aj = 0. Then {αh} ∪ {αl | l ∈ I \ {j}} is a linearly dependent set.
Then {βh} ∪ {βl | l ∈ I \ {j}} is also linearly dependent. Otherwise, it would be a
basis for V2, contradicting Proposition 5.5. Therefore, we have bj = 0, and hence
Equation (5.12) holds trivially.

Case two: aj 6= 0 and j = i. In this case Equation (5.12) reduces to

xjhaj = yjhbj .

If αh and αj are proportional, then αh, αi2 , . . . , αid are linearly independent for
any distinct i2, . . . , id ∈ I \ {j}. If αh and αj are not proportional, then aj′ 6= 0
for some j′ ∈ I \ {j}. There exist d− 1 distinct indices i2, . . . , id ∈ I \ {j, j′} since
d ≤ n− 1. In both cases, we have by Lemma 5.9 that

ζj,i2,...,idyjh = ζh,i2,...,idxjh.

By Lemma 5.17 we also have

ζj,i2,...,idaj = ζh,i2,...,idbj .

Therefore xjhaj = yjhbj as desired.
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Case three: aj 6= 0 and i 6= j. By the same arguments as in case one, we have
bj 6= 0. We may further assume xihyih 6= 0 by Corollary 5.10, otherwise Equation
(5.12) reduces to “0 = 0”. Suppose

i0, a1, i1, . . . , ip−1, ap, ip = i

is an undirected walk in GI from i0 to i, and

i = ip, ap+1, ip+1, . . . , iq−1, aq, iq = j

is an undirected walk in GI from i to j. Their concatenation is an undirected walk
from i0 to j. Note that there exist d− 1 distinct indices i2, . . . , id ∈ I \ {i, j} since
d ≤ n− 1. Then by definitions of zi and zj and Lemma 5.13, we have

(5.16)
zj
zi

= zipip+1 · · · ziq−1iq =
ζj,i2,...,id
ζi,i2,...,id

.

Also note that αh, αi, αi2 , . . . , αid are linearly independent since aj 6= 0. Then by
Lemma 5.9 we have

(5.17)
xih
yih

=
ζi,i2,...,id
ζh,i2,...,id

.

Moreover, by Lemma 5.17 we also have

(5.18)
aj
bj

=
ζh,i2,...,id
ζj,i2,...,id

.

Multiplying Equations (5.16), (5.17) and (5.18) together, we obtain
zj
zi
· xih
yih
· aj
bj

= 1.

This is exactly Equation (5.12). �

By Propositions 5.15 and 5.16, f : V1 → V2 is a homomorphism of W -modules.
We have finished the proof of Theorem 1.3.
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