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Abstract

In this paper, we introduce an iterative scheme using an extragradient method for finding a common
element of the set of solutions of a generalized equilibrium problem, the set of fixed points of a
nonexpansive mapping and the set of the variational inequality for a monotone, Lipschitz-continuous
mapping. We obtain a weak convergence theorem for three sequences generated by this process. Based
on this result, we also obtain several interesting results. The results in this paper generalize and extend
some well-known weak convergence theorems in the literature.
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1. Introduction

Let H be a real Hilbert space with inner product (-, -) and induced norm || - ||. Let C
be a nonempty closed convex subset of H. Let F be a bifunction from C x C to R
and let B :C — H be a nonlinear mapping, where R is the set of real numbers.
Then, Takahashi and Takahashi [21] considered the following generalized equilibrium
problem:

Find x € C such that F(x, y) + (Bx,y—x)>0, VyeC. (1.1)

The set of solutions of (1.1) is denoted by GEP(F). If B =0, the generalized
equilibrium problem (1.1) becomes the equilibrium problem for F:C x C — R,
which is to find x € C such that

F(x,y)=0, VyeC. (1.2)
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The set of solutions of (1.2) is denoted by EP(F').

The problem (1.1) is very general in the sense that it includes, as special
cases, optimization problems, variational inequalities, minimax problems, the Nash
equilibrium problem in noncooperative games and others; see, for instance, [5] and [1].

Recall that a mapping S : C — H is nonexpansive [7] if it holds that

[Sx =Syl <llx=yll, Vx,yeC.

We denote the set of fixed points of S by Fix(S). It is known (see [7]) that Fix(S)
is closed convex, but possibly empty. A mapping A of C into H is called monotone if

(Ax —Ay,x —y) =0

for all x, y € C. A mapping A of C into H is called «-inverse-strongly monotone if
there exists a positive real number « such that

(x —y, Ax — Ay) > a||Ax — Ay|?

forall x, y € C. Amapping A : C — H is called k-Lipschitz-continuous if there exists
a positive real number k such that

[Ax — Ayl < kllx — yll

for all x, ye C. It is easy to see that the class of a-inverse-strongly-monotone
mappings does not contain some important classes of mappings even in a finite-
dimensional case.  For example, if the matrix in the corresponding linear
complementarity problem is positively semidefinite, but not positively definite, then
the mapping A will be monotone and Lipschitz-continuous, but not «-inverse-strongly
monotone.

Let the mapping A:C — H be monotone and k-Lipschitz-continuous. The
variational inequality problem is to find a x € C such that

(Axay_x)zo

for all y € C. The set of solutions of the variational inequality problem is denoted by
VI(C, A).
Takahashi and Takahashi [21] introduced the following iterative scheme for finding
a common element of the set of solutions of problem (1.1) and the set of fixed points
of a nonexpansive mapping in a Hilbert space. Starting with an arbitrary u € C and
x1 € C, define sequences {x,} and {u,} by
F(up, y) + (Bxp, y —un) + i()’ — Up, Uy —Xxp) >0, VyeC,
n (1.3)
Xnt1 = BnXn + (1 = Bu)Slayu + (1 — ap)uyl, VneN.

They proved that under certain appropriate conditions imposed on {«;,}, {8,} and {r,},
the sequence {x,} generated by (1.3) converges strongly to z = Prix(S)NGEP(F)U-
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Some methods have been proposed to solve the problem (1.2); see, for instance,
[5, 1, 4, 20, 18, 17, 12]. Recently, Combettes and Hirstoaga [4] introduced an
iterative scheme of finding the best approximation to the initial data when EP(F) is
nonempty and proved a strong convergence theorem. Takahashi and Takahashi [20]
introduced the following iterative scheme by the viscosity approximation method for
finding a common element of the set of solution (1.2) and the set of fixed points of a
nonexpansive mapping in a Hilbert space. Starting with an arbitrary x1 € H, define
sequences {x,} and {u,} by

1
F(up, Y)+a(y—un, Uy — xp) >0, VyGC, (14)
Xn1 =0y f(xn) + (1 — ap)Suy, VneN.

They proved that under certain appropriate conditions imposed on {«,} and {r,}, the
sequences {x,} and {u,} generated by (1.4) converge strongly to z € Fix(S) N EP(F),
where z = Prix(s)nep(r) f (2), where f is a contraction on H. Tada and Takahashi [18]
introduced some iterative schemes for finding a common element of the set of solutions
of problem (1.2) and the set of fixed points of a nonexpansive mapping and proved
a strong convergence theorem and a weak convergence theorem in a Hilbert space.
Su et al. [17] introduced the following iterative scheme by the viscosity approximation
method for finding a common element of the set of solutions of problem (1.2) and the
set of fixed points of a nonexpansive mapping and the set of solutions of the variational
inequality problem for an «-inverse strongly monotone mapping in a Hilbert space.
Starting with an arbitrary x; € H, define sequences {x,} and {u,} by

1
F(uy, y) + —{y —un, uy —x4) >0, VyeC,

n (1.5)
Xnt1 =0on f(xp) + (1 —ay)SPc(uy — AyAu,), VneN.

They proved that under certain appropriate conditions imposed on {«,}, {r,} and {A,},
the sequences {x,} and {u,} generated by (1.5) converge strongly to z € Fix(§) N
EP(F) N VI(C, A), where z = Prix(s)neP(F)nvI(C,A) f (2).

On the other hand, to solve the variational inequality problem in the finite-
dimensional Euclidean R”", Korpelevich [9] introduced the following so-called
extragradient method:

x1=x€eC,
yn = Pc(xn — LAXy), (1.6)
Xnt1 = Pc(xn — AAyn),

for every n=0,1,2,..., where A € (0, 1/k). He showed that if VI(C, A) is

nonempty, then the sequences {x,} and {y,}, generated by (1.6), converge to the
same point z € VI(C, A). The idea of the extragradient iterative process introduced
by Korpelevich was successfully generalized and extended not only in Euclidean but
also in Hilbert and Banach spaces; see, for example, the recent papers of He et al. [8],
Garciga et al. [6], Ceng and Yao [3], Solodov and Svaiter [16], and Solodov [15].
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Moreover, Zeng and Yao [24] and Nadezhkina and Takahashi [10] introduced some
iterative processes by an extragradient method for finding the common element of the
set of fixed points of nonexpansive mappings and the set of solutions of variational
inequality problem for a monotone, Lipschitz-continuous mapping. Yao and Yao [23]
introduced an iterative process based on the extragradient method for finding the
common element of the set of fixed points of nonexpansive mappings and the set
of solutions of variational inequality problem for an «-inverse strongly monotone
mapping. Plubtieng and Punpaeng [12] introduced an iterative process based on the
extragradient method for finding the common element of the set of fixed points of
nonexpansive mappings, the set of solutions of an equilibrium problem and the set
of solutions of the variational inequality problem for a-inverse strongly monotone
mappings.

In the present paper, by using the extragradient methods, we introduce an iterative
process for finding the common element of the set of fixed points of a nonexpansive
mapping, the set of solutions of a generalized equilibrium problem and the set of
solutions of the variational inequality problem for a monotone, Lipschitz-continuous
mapping in a Hilbert space. Then, we obtain a weak convergence theorem for three
sequences generated by this process. Based on this result, we also obtain several
interesting results. The results in this paper generalize and extend some well-known
weak convergence theorems in the literature.

2. Preliminaries

Let H be a real Hilbert space with inner product (-, -) and norm | - ||. Let C be a
nonempty closed convex subset of H. Let symbols — and — denote strong and weak
convergence, respectively. In a real Hilbert space H, it is well known that

IAx + (1 = 2)y12 = Allxl> + A = ) Iy1? =20 = 2)x — y)?

forall x, y e H and A € [0, 1].

For any x € H, there exists a unique nearest point in C, denoted by Pc (x), such that
|lx — Pc(x)|| <|lx — y|| forall y € C. The mapping Pc is called the metric projection
of H onto C. We know that P¢ is a nonexpansive mapping from H onto C. It is also
known that Pcx € C and

(x = Pc(x), Pc(x) —y) =0 2.1)

forallx e Hand y € C.
It is easy to see that (2.1) is equivalent to

Ix = ylI* = llx — Pc)I* + |y — Pc(x)|? (2.2)

forallx € H and y € C. Let A be a monotone mapping of C into H. In the context of
the variational inequality problem the characterization of projection (2.1) implies the
following:

ueVl(C,A) = u=Pc(u—AAu), 1>0,
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and
u=Pc(u—AAu) forsome i >0=uecVI(C, A).

It is also known that H satisfies the Opial’s condition [1 1], that is, for any sequence
{x,} C H with x, — x, the inequality

lim inf ||x, — x| < liminf ||x, — y||
n—oo n—oo

holds for every y € H with x # y.

A set-valued mapping T : H — 2/ is called monotone if forall x, y € H, f € Tx
and g € Ty imply (x — y, f — g) > 0. A monotone mapping T : H — 2/ is maximal
if its graph G(T) of T is not properly contained in the graph of any other monotone
mapping. It is known that a monotone mapping 7 is maximal if and only if for
(x, f)e HxH,{(x —y, f—g)>0forevery (y, g) € G(T) implies f € Tx. Let A
be a monotone, k-Lipschitz-continuous mapping of C into H and let Ncv be normal
coneto C atv € C, thatis, Ncv={w € H | (v —u, w) >0, Vu € C}. Define

Av+ Ncv ifveC,
@ ifvé¢cC.

Tv =

Then T is maximal monotone and O € T'v if and only if v € VI(C, A) (see [13]).
For solving the equilibrium problem, let us assume that the bifunction F satisfies
the following conditions:

(Al) F(x,x)=0forall x € C;
(A2) F is monotone, thatis, F(x, y) + F(y, x) <Oforany x, y € C;
(A3) foreachx, y,z€C,

lif(f)l Ftz+ (1 —0)x,y) < F(x, y);
t
(A4) foreach x € C, y = F(x, y) is convex and lower semicontinuous.

We recall some lemmas that are needed in the rest of this paper.

LEMMA 2.1 [1]. Let C be a nonempty closed convex subset of H, let F be a bifunction
from C x C to R satisfying conditions (Al)—(A4). Let r > 0 and x € H. Then, there
exists z € C such that

1
F(z, y)—i-;(y—z,z—x) >0, VyeC.
LEMMA 2.2 [4]. Let C be a nonempty closed convex subset of H, let F be a bifunction
from C x C to R satisfying conditions (Al)—(A4). For r >0 and x € H, define a
mapping T, : H — C as follows:
1
T (x) = {zeC:F(z, y)+;(y—z,z—x> EO,VyEC}

forall x € H. Then, the following statements hold:

https://doi.org/10.1017/5S0004972708001378 Published online by Cambridge University Press


https://doi.org/10.1017/S0004972708001378

442 J.-W. Peng and J.-C. Yao [6]

(1) T, is single-valued;
(2) T, is firmly nonexpansive, that is, forany x, y € H,

T (x) — T, I* < (Tr(x) = (), x — y);

(3) F(T,) =EP(F),
(4) EP(F) is closed and convex.

LEMMA 2.3 [14]. Let H be a real Hilbert space, let {a,} be a sequence of real

numbers such that 0 <a <o, <b<1 for all n=0,1,2,..., and let {v,} and
{w,} be sequences in H such that limsup,_, ., |[v.]l <c, limsup,_, o lwall <c,
lim sup,,_, o, llotavn + (1 — ap)wy|| = ¢ for some ¢ > 0. Then, lim,_,  |[vy — wy||
=0.

LEMMA 2.4 [22]. Let H be a real Hilbert space, let D be a nonempty closed convex
subset of H. Let {x,} be a sequence in H. Suppose that, for all u € D,

[Xn41 — ull < llxn — ull,

for every n=0,1,2,.... Then, the sequence {Ppx,} converges strongly to some
zeD.

3. A weak convergence theorem

In this section, we show a weak convergence theorem which solves the problem of
finding a common element of the set of solutions of a generalized equilibrium problem,
the set of fixed points of a nonexpansive mapping and the set of the variational
inequality for a monotone, Lipschitz-continuous mapping in a Hilbert space.

THEOREM 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H.
Let F be a bifunction from C x C to R satisfying conditions (Al)—(A4) and let B be
an o-inverse-strongly monotone mapping of C into H. Let A be a monotone and k-
Lipschitz-continuous mapping of C into H. Let S be a nonexpansive mapping of C
into H such that Q = Fix(S) N VI(C, A) N GEP(F) #@. Let {x,}, {u,} and {y,} be
sequences generated by

xXo=x € H,
1
F(Mn,y)-i-(an,y—Mn)-i-r—(y—Mn,Mn—xn)20, VyeC,
n

yn = Pc(up — ApAuy),
X1 = 0pXp + (1 — ay) SPc(un — Ay Ayn),

for every n=0,1,2,.... If {,,} Cla, b] for some a, b e (0, 1/k), {a,} C [c, d]
for some c,d € (0, 1) and {r,} C [y, t] for some y, v € (0, 2a). Then, {x,}, {u,}
and {y,} converge weakly to w € Q, where w = lim,, oo PoXxy.
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PROOF. Putt, = Pc(u, — A, Ay,) foreveryn =0,1,2,.... Letu € Q and let {7, }
be a sequence of mappings defined as in Lemma 2.2. Then

u=Pc(u—r,Au) =T, (u —r,Bu).

From u, =17,,(x, — r,Bx,) € C and the a-inverse-strongly monotonicity of B, we
have
lun — ull® = Ty, (Xn — raBxy) — Ty, (u — 1y Bu)|*
< lIxp — raBxy — (u — ry Bu)||?
< llxa — ull® = 2y {xy — u, Bxy — Bu) + r;|| Bx, — Bul®
< llxn — ull® = 2ru@|| Bx, — Bul® + r; || Bx, — Bul®
= llxn — ull® + ru(ry — 20)|| Bxy — Bul?
< llxn — ull. 3.1)

From (2.2), the monotonicity of A, and u € VI(C, A), we have

tw — wll® < llun — 2nAyn — ull* = lltty — AnAyn — tall®

= Nl — ull* = lln — tall* + 220 (A, u — 1)

= llun — ull® = llun — tall* + 220 ((Ayn — Au, u — y)
+ (Au, u — yn) + (Ayn, Yn — tn))

< llun — ull® = llun — tall* + 220 (AYns Yn — tu)

< llun — ull® =l = Yul* = 2un = Yny Yo — ta) = lyn — tn
+ 200 (AYn, Yn — In)

= llun — ull® = llun — yull* = llyn — tall?
+ 2(upn — A Ayn — Yns tn — Yn)-

2
I

Further, since y, = Pc(u, — A, Auy,) and A is k-Lipschitz-continuous, we have

(U — ApAYn — Yn, th — Yn) = (Un — Ay Aty — Yu, tn — Yn)
+ (AnAuy — Ay Ayn, ty — yn)
< (AMAuy — Ay Ayn, ty — yn)
< hakllun — yullllty — yull.
So,

1w — el < llun — ull® = g — yull* = lyn — tall* + 20nkllttn — yullltn — all
< Nlun — ull® =t = yal* = llyn — tall?
+ A 2K Nl — yull? + it — yall?
_ 2 212 2
= Jlup — ull®> + Gonk% = Dty — yall
< llup — ul?. (3.2)
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Therefore from (3.1) and (3.2), x,+1 = apx, + (1 — o) St and u = Su,

21 — ull® = lletnxn + (1 — o) Sty — ul?
< oyl — ull* + (1 — )| Sty — ull?
< ol — ull® + (1 — o)l — ul®
< ol — ull* + (1 — a)llun — ull* + An?k* — Dl — yull*]
< lxn = ull* + (1 = @) (A 2k* = Dluy — yall*
< llxn —ull?, (3.3)
for every n =0, 1, 2, . ... Therefore, there exists 0 = lim,,_,  ||x, — u| and {x,} is

bounded. From (3.1) and (3.2), we also obtain that {#,} and {u,} are bounded.
By (3.3), we have

||un—yn||25(l Y 2kz)(nxn—unz—||xn+1—u||2>. (3.4)
- Yn — n

Hence, ||u,;, — y,|| — O.
By the same process as in (3.2), we also have
ltw — ull® < Ny — wll =l — yull* = 1yn — tall* + 20kl — ylllltn — ull
< Ny — ull® = Nt — yull* = lyn — tull* + Nt — yull* + 22k Nty — yull*
= Jlup — ull® + Oonk* = Dllyn — tall*

Then, in contrast to (3.3),

g1 — ull* < anllxg — ul® + (1 — o)1ty — ul?
< apllxg — ull? + (1= a)lllun — ull® + Rk = Dllyn — 1111
< llxn — ul? 4+ (1 = ) A2k = Dllyn — tall?

2
=< llxn — ull

and, rearranging as in (3.4),

||tn—yn||2s(1 - A2k2)(||xn—u||2—||xn+1—u||2>.
— Un - Mn

Hence, ||ty — ynll = 0. From [lup, —tyll < lun — yull + llyn — x|l we also have
llup, — tn]l = 0. As A is k-Lipschitz-continuous, we have ||Ay, — At,|| — O.
From (3.3) and (3.1), we have
g1 — ull> < @ llxy — ull® + (A = a)lun — ull® + A2k% = Dlluy — yall?]
< &2 lxn —ull® + (1 — o) |y — ul?
< o2 lxn —ull® + (1 — a)llxy — ull® + ru(rn — 200)|| Bxy — Bul|*]
= lxy — ull® + (1 — &n)ry(ry — 200)|| Bxy, — Bul*.
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It follows that
(1 —d)yQa — 7)|| Bxy — Bu|> < (1 — ap)rn Qe — )| Bxy, — Bu||?
< llxn — ull® = X1 — ull?

Hence, we obtain || Bx,, — Bu|| — 0.
For u € 2, from Lemma 2.2, we have

Ty, (Xn — rn Bxn) — Ty, (u — ry Bu)||?

(T, (xp — ¥y Bxy) — T, (u — ryBu), x, — ry Bx, — (u — r, Bu))
Hlluw — ull® + l1xp — raBxy — (u — ra Bu)||* = |lx, — ru Bxy
— (u — raBu) — (uy — w)|*}

< Hllun — ull® + loxw — ul?

2
lltn — ull

IA I

— X0 — ruBxy — (u — ry Bu) — (un — )|}
1 2 2 2
= llun — ull® + 1xy — > = x40 — unll

+ 2r,(Bx, — Bu, x, — u,) — r2|| Bx, — Bu|*.
Hence,

g — ull* < [l — ull* = llx0 — unll?
+ 27, (Bx, — Bu, X, — u,) — r2||Bx, — Bu|*.
Then, by (3.3) and (3.2),
[%n1 — ull® < otnllxn — ull® 4 (1 — o) |ty — u)?
apllxn — ull® + (1 — o) lun — ull®

nlln — ul® 4+ (1= @)l — ull> = llxn — un |l
+ 2r,(Bx, — Bu, x;, — u,) — r,%llen — Bu||2]

=
=

< llotn — ull® = (1 = &) [lxn — unl?
+ (1 - O511)2’"n||3xn - Bu””xn - un”

Hence,

(1= d)llxn — | < (1 = o) 50 — unll®
< o = ull® = xngs — ul?
+ (I — a)2ry||Bxy, — Bullllx, — unll.
Since ||Bx, — Bu|| = 0, {x,} and {u,} are bounded, we obtain ||x, — u,| — O.

From ||t, — x| < ||ty — un|l + || xn — u,l| we also have ||t, — x,|| — O.
For u € Q, since ||St, — u| < ||t, — ul|| < ||x, — u||, we have

lim sup || St, — u|| <6.
n—oo
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Furthermore,

lim [log, (xp — u) + (1 — o) (St —w) || = lim ||xp41 —ull = 6.

n—oo n—oo

By Lemma 2.3, we obtain lim,_, || St, — x,|| = 0.
Since

1Sxn = xnll < 1Sxn — Stall 4 1St — x|l < l1Xn — tall + 1St — Xl

we have
|Sxn — xnll — 0. 3.5)

As {x,} is bounded, there exists a subsequence {x,,} of {x,} such that x,; — w.
From | x, — u,|| — 0, we obtain that u,; — w. Since {u,;} C C and C is closed and
convex, we obtain w € C.

First, we show w € GEP(F). By u, = T,,(x, — r, Bx,), we know that

1
F(unyy)+<an,y_un>+_(y_unaun_xn>zoﬁ VyEC

Tn
It follows from condition (A2) that
1
<an,y_un>+r_(y_un’ up — xp) > F(y,u,), VyeC.
n

Hence,
Up; — Xn;
<aniay_un,->+<y—’/ln,-, r—>2F(yau}’ll‘)a V)’GC (36)
n;

Fort withO<tr<landyeC,lety,=ty+ (1 —t)w. Since ye C and w € C,
we obtain y; € C. So, from (3.6) we have

(yt — un;s Byt) = (yr — un;s Byr) — (yr — un;, Bxy;)
Uy. — Xp.
- <yt — Up,, u> + F (v, un,)
T'n;
= (yr — un;, Byr — Bup;) + (yt — un;, Bun; — Bxy,)
Uy, — Xp:
- <yt - un,w u> + F(Yn Mni)-
Tn;
Since |un, — xu,; || = 0, we have ||Bu,, — Bxy,;|| — 0. Further, from the inverse-

strongly monotonicity of B, we have (y; —uy,;, By; — Bu,;) >0.  So, from
condition (A4) we have

(yr —w, By;) = F(y;, w), 3.7
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as i — 00. From conditions (A1) and (A4) and (3.7), we also have

0=FQr,y) =tFQ, y)+ A =0)F(Q;, w)
<tF(y, y) + A =)y —w, By)
=1F(y;, y)+ (1 —0)t{y —w, By,)

and, hence,
0<F(Qy, y)+ A —=1){y —w, By).
Letting + — 0, we have, foreach y € C,

F(w, y)+ (y —w, Bw) > 0. (3.8)

This implies that w € GEP(F).
We next show that w € Fix(§). Assume w ¢ Fix(S). Since x,;, — w and w # Sw,
from the Opial theorem and (3.5) we have

liminf ||x,, — w|| < liminf ||x,, — Sw||
1—> 00 1—> 0
< liminf{|lxa, — Sxa, || + [1Sxs, — Swll}
1—> 00

<liminf |x,, — w].
1—> 00

This is a contradiction. So, we obtain w € Fix(S).
Finally, we show w € VI(C, A). Let

{Av+ch ifvedC,

Tv=1y ifveC.

where Ncv is the normal cone to C at v € C. We have already mentioned that in this
case the mapping 7 is maximal monotone, and 0 € Tv if and only if v € VI(C, A).
Let (v, g) € G(T). Then Tv = Av + Ncv and, hence, g — Av € Ncv. So, we have
(v—1t, g — Av) > 0 for all t € C. On the other hand, from t,, = Pc(u, — A, Ay,) and
v € C we have

(U — AnAyn —ty, th —v) 20

and, hence,

t —

<v S — il + Ayn> > 0.

An
Therefore,

(v—1tn;, 8) = (v—1ty, Av)

> (v~ ty,. Av) —<v S —

Iy, — Up,
<v—t,,,.,Av—Aynl. —%>
n

tn; — Un,
V=t AV = Aty + Aty — Ay, — S
n;
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tn, — Un,
=(v—ty,, Av — Aty,) + (v —ty;, Aty, — Ayn;) —<v — tn;, %>
n;
Iy, — Uy,
> (v —ty;, Aty; — Ayn;) — <v — In;s n,—n,>
An;

Hence, we obtain (v — w, g) >0 as i — oco. Since T is maximal monotone, we
have w € T~10 and, hence, w € VI(C, A). This implies w € 2.

Let {xnj} be another subsequence of {x,} such that Xn; = Z. Then z € 2. Let us
show w = z. Assume that w # z. From the Opial condition,

lim |[x, — w|| = liminf |x,, — w| <liminf |x,, — z||
n—oo i—00 i—00
= lim |x, — z|| = liminf ||x,; — z]|
n—oo Jj—>00

< liminf ||x,;, —w| = lim [x, —w].
j—)oo n—oQ

This is a contradiction. Thus, we have w =z. This implies that x, — w € Q.
Since ||x;, — u,|| > 0, we have u,, - w € Q. Since ||y, — u,|| — 0, we also have
Yn — w € Q.

Now put w, = Pqox;,. We show that w = lim,,_, o wj,.

From w, = Pqx, and w € 2, we have

(W — wy, wy — x,) = 0.

From (3.3) and Lemma 2.4, we know that {w,} converges strongly to some wg € 2.
Then

(w — wo, wo —w) >0

and, hence, w = wg. The proof is now complete. O

4. Applications

By Theorem 3.1, we can obtain the following interesting weak convergence
theorems in a real Hilbert space.

THEOREM 4.1. Let C be a nonempty closed convex subset of a real Hilbert space
H. Let F be a bifunction from C x C to R satisfying conditions (Al)—(A4) and B
be an w-inverse-strongly monotone mapping of C into H. Let S be a nonexpansive
mapping of C into H such that Fix(S) N GEP(F) # (. Let {x,} and {u,} be sequences
generated by

xXo=x € H,
1
F(un,y)+<an,y—un)+r—(y—un,un—xn) >0, VyeC,
n
Xnt1 =Xy + (1 — ay)Suy,
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foreveryn=0,1,2,.... If{ay} C [c, d] for some c, d € (0, 1) and {r,} C [y, 7] for
some y, T € (0, 2a). Then, {x,} and {u,} converge weakly to w € Fix(S) N GEP(F),
where w = 1imy,_, o0 PFix($)NGEP(F)Xn-

PROOF. Putting A = 0, by Theorem 3.1 we obtain the desired result. O

THEOREM 4.2 [18, Theorem 4.1]. Let C be a nonempty closed convex subset of a real
Hilbert space H. Let F be a bifunction from C x C to R satisfying conditions (Al )-
(A4). Let S be a nonexpansive mapping of C into H such that Fix(S) N EP(F) #£ @.
Let {x,} and {u,} be sequences generated by

xXo=x € H,
1

F(”nay)+r__(y_unaun —xp) 20, VyeC,
n

Xn+1 =opxy + (1 —ay)Suy,

foreveryn=0,1,2,....If{a,} Clc, d] for some c,d € (0, 1) and {r,,} C [y, +00)
for some y > 0. Then, {x,} and {u,} converge weakly to w € Fix(S) N EP(F), where
w = limy,,_, oo Prix($)NEP(F)Xn-

PROOF. Putting A =0 and B =0, by Theorem 3.1 we obtain the desired result. O
THEOREM 4.3 [10, Theorem 4.1]. Let H be a real Hilbert space. Let A be a

monotone and k-Lipschitz-continuous mapping of C into H. Let S be a nonexpansive
mapping of H into itself such that VI(C, A) N Fix(S) #@. Let {x,} be a sequence

generated by
xo=x€ H,
Xp+l = OpXy + (1 —ap)S(xp — AnA(xy — ApAxy)),
for every n=0,1,2,.... If {\;} Cla, b] for some a, b e (0, 1/k), {o,} C [c, d]

for some c, d € (0, 1). Then, {x,} converges weakly to w € VI(C, A) N Fix(S), where
w = lim,— oo Pyr(c, A)nFix($)Xn-
PROOF. Putting C = H, F =0 and B =0, then Py = I, by Theorem 3.1 we obtain
the desired result.

Let P : H — 2 be a maximal monotone mapping. Then, forany x € H and r > 0,
consider er x={ze€eH|z+rBz>x}. Such JrP is called the resolvent of B and is
denoted by J* = (I +rP)~ L. O

THEOREM 4.4 [10, Theorem 4.2]. Let H be a real Hilbert space. Let A be a
monotone and k-Lipschitz-continuous mapping of C into H. Let P: H — 2 be a
maximal monotone mapping such that A~1(0) N P~1(0) # (. Let JrP be the resolvent
of P for eachr > 0. Let {x,} be a sequence generated by

xo=x € H,
Xp1 =Xy + (1 — an)JrP(xn — A Axy — ApAxy)),
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for every n=0,1,2,.... If {,,} Cla, b] for some a, b e (0, 1/k), {a,} C [c, d]
for some ¢, d € (0, 1). Then, {x,} converges weakly to w € A~1(0) N P~1(0), where
w = llmn_>oo PA—I(O)QP—](O)xn.

PROOF. Putting C = H, F = 0and B = 0, then we have Py = I, A_I(O) =VI(C, H)
and F (JrP )= P~1(0). We also know that JrP is nonexpansive (see [19]); by
Theorem 3.1 we obtain the desired result. O

A mapping T of a closed convex subset C into itself is pseudocontractive if there
holds that

(Tx — Ty, x —y) < lx — y|?

for all x, y € C; see [2]. Obviously, the class of pseudocontractive mappings is more
general than the class of nonexpansive mappings. Now we prove a weak convergence
theorem of a new iterative process for finding a common element of the set of solutions
of a generalized equilibrium problem, the set of fixed points of a nonexpansive
mapping and the set of fixed points of a Lipschitz pseudocontractive mapping.

THEOREM 4.5. Let C be a nonempty closed convex subset of a real Hilbert space H.
Let F be a bifunction from C x C to R satisfying conditions (Al)—(A4) and let B be an
a-inverse-strongly monotone mapping of C into H. Let T be a pseudocontrative and
m-Lipschitz-continuous mapping of C into itself. Let S be a nonexpansive mapping
of C into itself such that Fix(S) N Fix(T) N GEP(F) # 0. Let {x,}, {u,} and {y,} be
sequences generated by

x1=x€H,

1
F(un,y)-i-(an,y—un)+r—(y—un,un —x,) >0, VyeC,
n
Yo =up — Ag(up — Tuy),

Xp1 =Xy + (1 — ) SPc(uy — Ay (yn — Tyn)),

for every n=1,2,.... If {\;} Cla, b] for some a,be (0,1/(m+ 1)), {a,} C
[c, d] for some c,d €(0,1) and {r,} Cly, t] for some y,t € (0, 2a). Then,
{x,}, {un} and {y,} converge weakly to w € Fix(S) NFix(T) N GEP(F), where
w = lim,— 0o PFix(8)NFix(T)NGEP(F)Xn-

PROOF. Let A=1 —T. Let us show the mapping A is monotone and (m + 1)-
Lipschitz-continuous. From the definition of the mapping A, we have

(Ax —Ay,x—y)=x—-y—Tx+Ty, x—y)
= [lx — yI* = (Tx — Ty, x — )
> |lx — ylI> — lx — y|* =0.
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So, A is monotone. We also have

lAx — Ay|)* = |(I = T)x — (I = T)y|
= |lx —yI* + ITx = Ty||* = 2(x — y, Tx — Ty)
< |llx = ylI* + mlx = yI* +2lx — ylITx — Tyl
< llx = yIZ +mlx = yII* + 2m|x — y||I* = (m + D?||lx — y|*.

So, we have ||[Ax — Ay|| < (m + 1)||x — y|| and A is (m + 1)-Lipschitz-continuous.
It is easy to check that Fix(T)=VI(C, A). By Theorem 3.1 we obtain the
desired result. O

THEOREM 4.6. Let C be a nonempty closed convex subset of a real Hilbert space H.
Let T be a pseudocontractive and m-Lipschitz-continuous mapping of C into itself.
Let P : H — 2" be a maximal monotone mapping such that Fix(T) N P~1(0) # @.
Let {x,} and {y,} be sequences generated by

xXx1=x€H,
Y =Xn — A (xy — Txp),
Xpg1 = 0pXy + (1 — an)JrP(xn — A — Tyn)),

foreveryn=1,2,.... If{\;} Cla, b] for some a, b € (0, 1/(m + 1)), {ap} C [c, d]
for some ¢, d € (0, 1) and {r,} C [y, t] for some y, t € (0, 2a). Then, {x,} and {y,}
converge weakly to w € Fix(T) N P~1(0), where w = lim, oo Prix(rynP-1(0)*n-

PRrROOF. Let C=H, F(x,y)=0 for x, y € H, we have u, = x, for every n =0,
1,2,.... We also know that J,P is nonexpansive, F(J,B) =B~1(0) and Py =1,
by Theorem 4.5 we obtain the desired result. U

THEOREM 4.7. Let C be a nonempty closed convex subset of a real Hilbert space H.
Let B be an a-inverse-strongly monotone mapping of C into H. Let A be a monotone
and k-Lipschitz-continuous mapping of C into H. Let S be a nonexpansive mapping
of C into H such that Fix(S) N VI(C, A) N VI(C, B) #@. Let {x,}, {u,} and {y,} be
sequences generated by

xo=x € H,

uy = Pc(xp — rpBxy),

Yn = Pc(up — AyAuy),

Xp1 = Xy + (1 —oap)SPc(u, — )LnAyn)»
for every n=0,1,2,.... If {\;} Cla, b] for some a,be (0,1/k), {a,} C
[c, d] for some c,d € (0,1) and {r,} Cly, t] for some y,t € (0, 2a). Then,
{x,}, {un} and {y,} converge weakly to w € Fix(S) N VI(C, A) N VI(C, B), where
w = limy,— 0o PFix($)NVI(C,A)NVI(C,B)Xn-

https://doi.org/10.1017/5S0004972708001378 Published online by Cambridge University Press


https://doi.org/10.1017/S0004972708001378

452 J.-W. Peng and J.-C. Yao [16]

PROOF. In Theorem 3.1, put F = 0. Then, we obtain that

1
(Bxp, y—up)+ —(y—up,up —x,) >0, VyeC, VneN.

I'n

This implies that
(y —up, up — (xy, —ryBxy)) >0, VyeC,YneN.

So, we obtain that u, = Pc(x,, — rp,Bx,) for all n € N. Then we obtain the desired
result from Theorem 3.1. O
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