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Abstract
The time-of-flight technique coupled with semiconductor detectors is a powerful instrument to provide real-time
characterization of ions accelerated because of laser–matter interactions. Nevertheless, the presence of strong elec-
tromagnetic pulses (EMPs) generated during the interactions can severely hinder its employment. For this reason, the
diagnostic system must be designed to have high EMP shielding. Here we present a new advanced prototype of detector,
developed at ENEA-Centro Ricerche Frascati (Italy), with a large-area (15 mm × 15 mm) polycrystalline diamond
sensor having 150 μm thickness. The tailored detector design and testing ensure high sensitivity and, thanks to the
fast temporal response, high-energy resolution of the reconstructed ion spectrum. The detector was offline calibrated
and then successfully tested during an experimental campaign carried out at the PHELIX laser facility (EL ∼ 100 J,
τL = 750 fs, IL ∼ (1−2.5)× 1019 W/cm2) at GSI (Germany). The high rejection to EMP fields was demonstrated and
suitable calibrated spectra of the accelerated protons were obtained.

Keywords: diamond detector; ion diagnostics; laser–matter interaction; time of flight

1. Introduction

Semiconductor detectors characterized by a wide band-
gap, that is, silicon carbide and diamonds, are commonly
used as time-resolved sensors for time-of-flight (TOF)
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measurements[1–8]. This technique is a valuable instrument
for the real-time characterization of charged particles
accelerated during laser–plasma interaction[9]. In particular,
when coupled to semiconductor detectors, it allows one
to retrieve the particle energy distribution with a good
resolution (according to the temporal response of the
detector, tolerances of the order of about 2% are achieved),
and to reconstruct the associated spectra with high
accuracy[8,10,11]. The latter can be retrieved by exploiting
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Figure 1. (a) A picture of the diamond surface taken with a Leica Wild M8 microscope equipped with the charge-coupled device camera JVC TK-C1480B.
(b) A scheme of the diamond detector structure. The 150 μm polycrystalline diamond wafer is enclosed between two electrodes (made of 4 nm DLC, 4 nm
Pt and 200 nm Au) providing a constant electric field allowing for charge collection.

the working principle of semiconductor detectors. When
ionizing radiation interacts with the bulk of the material, it
releases its energy and produces a certain number of free
electron–hole pairs, accordingly[12]. These charges are then
collected at the electrodes generating the signal. Knowing
the detector response and the ion type, it is possible to
retrieve the number of particles impinging onto the detector
for each energy range[8,13].

The very high purity and crystalline quality of single
crystal diamonds guarantee a considerably high value of
charge carrier mobility and charge collection efficiency
(CCE; up to 98%), resulting in TOF measurements
characterized by a high temporal resolution (down to
∼ 0.5 ns), thus allowing one to retrieve spectra with
remarkable energy resolution[8,12,13]. Nevertheless, single
crystal diamonds can be commonly produced only with
small surfaces (up to 5 mm × 5 mm)[12]. In experiments
of laser–matter interaction, this limits the solid angle of
detection coverage, and thus the overall sensitivity of the
detection system. Indeed, there are several applications,
for instance those characterized by low fluxes of emitted
particles, where instead high sensitivities are required[14].
For other cases, because the ion fluxes decrease with
respect to energy, information about the maximum energy
of the emitted particles can be retrieved accurately only
by detectors with high sensitivity. For this purpose, a
polycrystalline diamond structure of high quality offers
the possibility to produce sensors characterized by a large
area, achieving higher sensitivity while maintaining a
good temporal resolution. In this work a prototype of a
new detector developed at ENEA-Centro Ricerche Frascati
(Italy), based on a commercial 150 μm thick high-quality
(II-a electronic grade) polycrystalline diamond structure,
provided by Diamond Detectors Ltd. (UK), is presented.
The sensor, shown in Figure 1(a), has a wide surface
(15 mm × 15 mm). This allows one to increase the
overall detection area by about one order of magnitude
with respect to classical 5 mm × 5 mm monocrystalline
detectors[5,7,8,13,15], covering a larger solid angle and

enhancing the overall sensitivity of the diagnostic system. As
shown in Figure 1(b), the diamond wafer is enclosed between
two metallic electrodes (consisting of 4 nm diamond-like
carbon (DLC), 4 nm of platinum and 200 nm of gold) placed
on its large surface that, when biased, provide a constant
electric field throughout the diamond thickness, allowing
for efficient charge collection and eventually ion beam
characterization.

When a high-intensity laser (>1016 W/cm2) interacts with
matter, transient electromagnetic waves (spanning over hun-
dreds of nanoseconds after the interaction) of remarkable
intensity (up to the MV/m order) in the radiofrequency–
microwave range are produced[16,17]. The presence of these
strong electromagnetic pulses (EMPs) is a serious threat for
electronic devices placed near the interaction point. Indeed,
for classical TOF ion diagnostics, EMPs can couple both
with the detection system and the acquisition system, often
heavily hindering the effective measurement of accelerated
ions[15]. To avoid this effect, an advanced TOF procedure has
already been developed[8,15]. This offers a good rejection to
the EMPs and allows for the suitable spectral representation
of the detected protons. The employment of a large-area
sensor significantly improves the detector sensitivity but,
on the other hand, makes the detection system more prone
to coupling with EMPs. Particular attention has been thus
dedicated to the design of an advanced housing of the sensor,
with the purpose of achieving high rejection to EMPs. This
will allow it to be fruitfully employed even in the typical
harsh environments of experiments that involve high-energy
lasers interacting with matter, with the future purpose to
successfully employ this type of detector in the new facilities
under development around the world, such as Apollon in
France (τL = 15 fs, EL = 150 J, 10 PW) and L4 ATON in
Czech Republic (τL = 150 fs, EL = 1.5 kJ, 10 PW).

In the following sections we will first introduce the basic
concepts of the TOF technique coupled to semiconduc-
tor detectors. The novel detector design is then accurately
described together with the performed characterization pro-
cedure. Finally, the results obtained during an experimental
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campaign, where remarkable levels of EMPs were produced,
are presented and discussed.

2. Working principle

2.1. Time-of-flight technique and spectrum reconstruction

The TOF technique relies on the measurement of the time
required by a particle for traveling over a known distance
dTOF. Particles emitted from the source are collected by
means of a time-resolved detector. The velocity distribution
of the particles is thus transformed to a temporal distri-
bution[18]. Since ionizing photons (UV-X) are also emitted
during the interaction, their detection instant, tph, is used
as an absolute reference, on the same oscilloscope trace, to
retrieve the actual interaction instant tbang

[8], namely:

tbang = tph − dTOF

c
, (1)

where c is the speed of light in vacuum. The energy of the
particles generating the signal can be then retrieved by using
the classical relativistic relation:

Ei = mi (γi −1) c2, (2)

where mi is the ion mass and γi =
(

1− v2
i

c2

)− 1
2 =(

1− d2
TOF

c2(ti−tbang)
2

)−1/2

is the relativistic parameter.

Actually, ion energies typically achieved in laser–plasma
experiments are well below the relativistic limit; proton
energies up to 10 MeV are routinely achievable with most
laser systems, whereas only in the last years few tens of
MeV have become more and more easily accessible, and
the current record in terms of maximum proton energy is
94 MeV[19]. Thus, the previous relation simplifies to Ei �
1
2 miv2

i . Indeed, for protons up to approximately 10 MeV,
β ≤ 0.15 and the error in considering the classical expression
instead of the relativistic one is lower than 2%.

Once the energy is known, from the amplitude of the sig-
nal, it is possible to obtain the number of particles impinging
onto the detector by using the general relation[8,15]:

Ni = Qcεg

qe

1
Ei CCE

, (3)

where qe is the electronic charge, εg is the radiation-
ionization energy, that is, the average energy needed to
create a free electron–hole pair inside the detector in use;
for diamond detectors it is 13.1 eV[12]. CCE is the charge
collection efficiency of the detector[12] and Qc is the amount
of collected charge that can be estimated by performing a
numerical integration of the detected signal V(t)[7,8]:

Qc = kA

∫ tf

ti
V(t)dt. (4)

Here, kA = A
R , where R is the load impedance of the

acquiring system and A is the link attenuation. The time step
to perform the integration is determined by the temporal res-
olution of the detection system, which is strongly dependent
on the time response of the detector in use.

From the previous considerations it is therefore clear that
for the spectrum estimation it is necessary to know the
actual detector characteristics in terms of temporal response
and CCE. For this purpose, the polycrystalline diamond
was characterized by exposure to monochromatic α particles
having Eα = 5.486 MeV, emitted by the 241Am radioactive
source.

2.2. Time response and charge collection efficiency
measurements

To appreciate the temporal response by single particle detec-
tion, the output of the diamond detector was connected
to the biasing fast amplifier model Cividec (nominal gain
G = 40 dB, bandwidth = 2 GHz) and to the LeCroy 620
Zi scope (bandwidth = 2 GHz, sample rate = 20 GS/s). The
fast amplifier was necessary to both bias the detector and to
increase the amplitude of the fast-varying signals to levels
detectable by the scope.

The signal shown in Figure 2 has been obtained by aver-
aging over several acquisitions performed with the detector
biased at +250 V, typical bias used to feed the detector. The
value of the applied voltage was chosen in order to use the
sensor in the velocity saturation regime, that is, when the
carrier velocity does not increase for a further increment of
the suffered electric field[12].

From this kind of signal it is possible to retrieve the
detector temporal response by estimating its full width at half
maximum (FWHM), which resulted to be 4.1 ns.

The CCE was estimated by exposing the detector to the
241Am sample for 300 s. Thus, several events were detected
by the diamond detector during the acquisition time. The
output signals were processed by a conventional charge-
sensitive electronic chain[12,13,20]. They were first integrated
by a charge-sensitive preamplifier (ORTEC 142A). Then,
the resulting voltage pulse was sent to a shaping amplifier
(ORTEC 671) with gain and shaping time fixed to 200
and 6 μs, respectively. Finally, a multichannel analyzer
connected to a computer sorted the input pulses in different
bins according to their amplitude, given by the amount of
collected charges, allowing one to obtain a pulse height
spectrum (PHS). The spectrum acquired by the diamond
detector is reported in Figure 3.

The 100% CCE bin corresponds to a collected charge
equal to the number of charges ideally expected in the
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Figure 2. The typical signal provided by the polycrystalline diamond when exposed to single α particles of 5.486 MeV. This was obtained by averaging
over approximately 100 acquisitions and was used to retrieve the temporal response of the detector (4.1 ns).

Figure 3. The pulse height spectrum obtained after 300 s of exposure to the 241Am radioactive sample. The estimated charge collection efficiency is
approximately 42% ± 21%.

detector for a single incoming α particle, which can be
computed by exploiting the following relation[12]:

Qg = qe Eα

εg
= 6.7×10−14 C. (5)

Therefore, an ideal detector would produce a delta-like
signal, peaked on the 100% bin, meaning that all the events
produce the same amount of collected charge. Nevertheless,
in the case of the polycrystalline diamond detector a broader
spectrum is obtained with the peak shifted to lower values

of CCE. This effect is due to several factors: trapping recom-
bination centers, dislocations and grain boundary defects of
polycrystalline diamond as well as fluctuations of the charge
generation process, as reported in the literature[21–23].

The broadening of the spectrum means that even when
detecting particles having the same energy that should gener-
ate the same number of charges inside the detector, the value
of the collected charges varies. From the FWHM of the PHS
it is therefore possible to infer the variability of the measured
CCE. In this case a CCE value of approximately 42% with a
tolerance of 21% was estimated.
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Figure 4. The inner detector layout: (a) the diamond wafer mounted on a thin strip together with the electrical connection, where the bias to the electrodes
is sent through an SMA connector; (b) the strip with the polycrystalline diamond detector is mounted on a support that allows its vertical alignment and is
then fixed onto a stainless steel cap provided with SMA to BNC feedthroughs for vacuum.

In a previous work[13] the response of two typical single
crystal diamond detectors presenting different electrodes
layouts was characterized by using this methodology. The
diamond with sandwich electrode configuration gave an
almost ideal response with CCE (98 ± 2)%, whereas the
interdigital electrodes layout showed a lower and broader
CCE (68 ± 18)%.

2.3. Sensitivity enhancement estimation

The improved sensitivity of this detector with respect to the
mentioned typical single crystal structures is due to the wider
surface of the detector itself. This allows one to cover a larger
solid angle, resulting in an overall greater sensitivity of the
detection system.

In a TOF scheme, the sensitivity is given by the capability
of the detector to supply a signal with intensity high enough
to be effectively detected by the scope used for the measure-
ment, according also to its noise floor.

A quality factor to express the actual sensitivity of the
detector in schemes of laser–matter interaction could be
defined as the product of CCE per detector area.

This relation allows for inferring the actual improvement
in sensitivity of the polycrystalline by computing the ratio
CCEpolycrystallineAreapolycrystalline

CCEsinglecrystalAreasinglecrystal
.

As already mentioned, single crystal diamond detectors
have higher CCE (68%–98%) but lower area (5 mm ×
5 mm). According to data supplied in the previous section,
the achieved sensitivity improvement by using the wide area
polycrystalline diamond detector is in the range of 3.9–5.7,
depending on the specific single crystal detector considered
for the comparison.

2.4. EMP shielding

To be effectively employed in environments characterized by
high levels of EMPs, the diamond sensor was mounted in a
case optimized for optimal EMP rejection.

As shown in Figure 4(a), the diamond detector is located
on a thin strip where all the electrical connections are
built-in. In the developed detector design, these electrical
connections are kept at a minimal length and are provided
with an optimized grounding system and double-shielded
cabling. The strip is then fixed on an ad hoc support that
allows for its vertical alignment and mounting it onto a
stainless steel cap (Figure 4(b)).

The whole assembly is then inserted into the final holder.
This consists of two cylindrical structures, one containing
the other. In Figures 5(a) and 5(b), it is possible to see
that the assembly hosting the diamond detector fits into the
inner cylinder that, when properly closed, works as a Faraday
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Figure 5. (a) The external case in which the support shown in Figure 4(b) is mounted. It is possible to see the inner Faraday cage and the two grids. (b) The
scheme of the whole detector layout.

Figure 6. The two copper grids placed in front of the diamond detector: (a) the polarized grid can be biased up to 5 kV and has a mesh with a 4.5 mm step;
(b) the grounded grid is characterized by a denser mesh (2 mm step), which is suitable for effective closing of the inner Faraday cage.

cage, providing an effective shielding to the detector from
the external environment. The closure of the cage can be
provided either with a thin metallic sheet or with a metallic
grid designed with appropriate geometrical characteristics
suitable for the shielding from the external electromagnetic
waves.

Indeed, the detector holder is designed to allow the posi-
tioning of two grids mounted parallel to each other and to
the diamond, as it is possible to see in Figures 5(a) and
5(b). Both the grids are made of copper and the diameter
of the wires used for the mesh is 0.5 mm. The distance
between the two grids and the distance between internal
grid and diamond sensor are both of 40 mm. These values
were due to mechanical and electrical reasons in the device
development, to get reliable working operations. The first
grid, shown in Figure 6(a), can be biased with voltages up
to 5 kV through an internal cable with an MHV connector.

The step of the mesh is 4.5 mm. This grid is isolated from the
rest of the structure through a thermoplastic support made of
white Delrin. The second internal grid, shown in Figure 6(b),
is characterized by a denser wire mesh having a step of
2 mm. The grid material and geometrical parameters are
chosen to be effectively used as closing components of the
internal Faraday cage. Indeed, this grid is directly connected
to the ground of the structure, and it is an integral part of
the internal metallic shield, as can be seen in Figures 5(a)
and 5(b).

We designed the grids by taking into account Ref. [24].
The internal grid (with 2 mm mesh step), meant for the actual
electromagnetic shielding of the diamond, was designed to
have transmission lower than 100 dB up to 10 GHz. This is
the frequency range where EMP fields are known to be more
intense[16]. The external grid, with a 4.5 mm mesh step, is
also capable of giving good shielding, but it has been rather
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designed to have high particle transparency and yet to be
robust for maintaining suitable biasing when required.

When the external grid is biased, the two-grid assembly
provides a static electric field, which is useful to separate
the electron contribution from the ionic component. As
mentioned, the maximum biasing voltage is 5 kV, allowing
electrons up to about 5 keV to be inhibited to reach the
diamond. In this way ions with mass mi and energies up to
Emax= 5 keV × (mi/me), where me is the electron mass, will
be separated from the co-moving electrons.

The dimensions of the two squared grids are 18 mm
× 18 mm (the external one) and 16 mm × 16 mm (the
internal one). So, both are larger than the actual diamond.
For particles having penetration ranges in Cu lower than the
wire diameter, the employment of both of these grids would
reduce the actual active surface of the diamond by a factor of
approximately 25%, due to the area covered by the projection
of the wires of the two grids on the diamond plane. Neverthe-
less, thanks to the large area of the polycrystalline diamond,
this reduction does not remarkably affect the overall detector
sensitivity and allows one to use the detector also without
the necessity to use any further conductive shielding foil.
However, the holder foresees the possibility to replace the
inner grid with a thin foil filter right in front of the diamond
detector, in order to cut the TOF contribution given by heavy
ion detection, when necessary[8]. The combined action of the
biased grid and the filter allows only protons to reach the
detector, leading to an easier spectrum reconstruction.

All of these components are located in the external cylin-
drical case, made of stainless steel with walls having 2 mm
thickness. These walls provide an additional shielding for
electromagnetic waves with frequency down to approxi-
mately 500 Hz, exploiting the electromagnetic skin effect[25].

3. Experimental results

The performances of the described detector were success-
fully tested during an experimental campaign carried out
at the PHELIX laser facility (GSI, Germany)[26,27]. During
the experiment two laser pulses were combined to study the
effect of controlled pre-plasma on laser-driven acceleration.
A hydrodynamically stable, long scale-length near-critical
density plasma was generated by irradiating low-density
polymer foams with a nanosecond pulse kept at an intensity
of approximately 5 × 1013 W/cm2. Then, with a delay of 2–
3 ns, a short pulse of 750 fs having 100 J energy before
compression, was used to irradiate this plasma, delivering up
to approximately 20 J on target in an elliptical focal spot with
FWHM diameters of 18 ± 2 μm and 12 ± 2 μm reaching
an intensity of approximately (1−2.5)×1019 W/cm2[28]. The
nanosecond pulse was used to trigger a super-sonic ioniza-
tion wave and to prepare the near-critical density plasma for
the subsequent main pulse. This was achieved with a long-
focusing parabola having a focal length of 150 cm, which

provided a long Rayleigh length keeping the intensity of
the ns-pulse constant inside the entire thickness of the foam
target[28]. The same long-focusing parabola was used also for
the main pulse, resulting in the mentioned laser intensity of
the 1019 W/cm2 order.

This configuration, including the short and energetic laser
pulse, is recognized to be one of the main scenarios where
the produced EMP fields are most intense[16]. Thus, it rep-
resented a very good test to prove the EMP rejection of the
developed detector assembly.

The EMP level was monitored by means of a custom
D-Dot differential electric-field probe[16]. In Figure 7 the
EMP spectrum for typical shot conditions is reported. It was
acquired by a D-Dot probe placed behind a 10 cm thick
Teflon shield at about 120 cm from the interaction point,
where a cellulose triacetate (TAC, C12H16O8) cylindrical
foam target (thickness = 425 μm, density 2 mg/cm3) fixed
inside a Cu-washer of 2.5 mm in diameter[29] was irradiated
with a first ns laser pulse followed, after 3 ns, by the 750 fs
laser pulse having energy of 82.4 J (delivering on target
14.6 J). During this shot, the associated electric field esti-
mated by the procedure reported in Ref. [30] exceeded the
value of 100 kV/m. The signal covered the whole bandwidth
of the scope used for the measurement (Lecroy 735 Zi,
3.5 GHz bandwidth)[31].

During a shot performed in similar conditions (for this
shot the energy of the 750 fs laser pulse before compression
was 86.1 J and the TAC foam thickness was 425 μm), the
polycrystalline diamond detector provided the signal shown
in Figure 8. The detector was biased at +300 V and placed
on the horizontal plane at 90 cm from the interaction point at
37 degrees from the target normal axis. The signal provided
by the diamond was collected by means of the Lecroy HDO
8108 scope (bandwidth = 1 GHz, effective number of bits
(ENOB) = 8.6, sampling rate = 10 GS/s).

During this shot the diamond detector was covered with a
20 μm thick aluminum filter. This allowed to cut the heavier
ion contribution at the expense of the loss of information
in the lower energy region of the proton spectrum (below
∼1.2 MeV).

The collected signal clearly presents a high signal-to-
noise ratio, estimated to be 17.6 dB. The latter was inferred
by comparing this signal with one acquired on a different
channel of the same scope closed on a 50 � termination
that allowed us to estimate the noise level due to the EMP
coupling with the scope. The signal shown in Figure 8 was
acquired with the channel scale set on 1 V/div, whereas the
channel monitoring the noise level was set on 500 mV/div. In
the signal, the temporal position of the photopeak is clearly
recognizable as well as the instant when the protons with
maximum energy are detected.

If necessary, to enhance the EMP shielding effectiveness
while increasing the temporal resolution of the system,
the TOF line can be extended by means of an aluminum
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Figure 7. (a) The signal acquired by the D-Dot probe in the time domain. (b) The spectrum retrieved from the reported signal by suitable Fourier transform.

Figure 8. The raw-time domain signal collected by the polycrystalline
diamond detector during the described shot.

pipe with a diameter of a few tens of mm mounted on a
KF-40 flange on the chamber wall. This would enhance
the effective shielding to the produced EMP thanks to the
waveguide action performed by the pipe itself[25]. Indeed, a
pipe having 40 mm provides a cut-off frequency of 4.39 GHz
under which no electromagnetic wave can propagate[8,15,25].
Actually, as the pipe is not made of a perfect conductor,
there is a steep exponential profile in the frequency domain
for the attenuation toward frequencies lower than the cutoff.
The same reason causes the electromagnetic waves having
frequencies higher than the cutoff to be also attenuated
according to the relation E(z) ∝ E0 e−αmnz, where z is the
length of the pipe and the coefficient αmn is defined as[25]:

αmn =
√

ε

μ

1
Rwgσδ

√
f

fcutoff

1√
1− f 2

cutoff
f 2

(
ξmn +ηmn

(
fcutoff

f

)2
)

.

(6)

Here, ε and μ are the electric permittivity and magnetic
permeability of the medium filling the waveguide, respec-
tively, Rwg is its radius, σ is the conductivity of the pipe, δ is
the associated skin depth, and the dimensionless parameters
ξmn and ηmn are of the order of unity and depend on the
considered propagation mode. In particular, TMmodes have
ξmn= 1 and ηmn= 0, whereas TE modes have ηmn= 1
and ξmn = 1

(
χ2′

mn −m2
)

, where χ ′
mn is the nth root of the

derivative of the mth Bessel function.
In Ref. [15] it was shown that without suitable care for

EMP issues the diamond signal can be heavily affected by
noise due to them, to the point where the photopeak is no
more detectable and it is not possible to retrieve any spectra
from the stored data. That campaign was performed at the
FLAME facility (30 fs pulse, 3 J maximum energy and
5 × 1019 W/cm2 intensity on target), where a maximum value
of 20 kV/m was achieved for typical EMPs produced. As
reported in Ref. [16], for the FLAME regimes the produced
EMPs are expected to be much lower than for the present
PHELIX campaign. In fact, as previously mentioned in this
manuscript, EMP values up to 100 kV/m were measured
here, about five times higher than for the FLAME campaign.
This gives the idea of the high quality of the typical signal
shown in Figure 8 that was effectively obtained with the
present detector.

The calibrated proton spectrum, shown in Figure 9
together with the associated tolerances, was then retrieved
by following the procedure described in Ref. [8]. For this
purpose the information on the detector temporal response
and CCE obtained during the detector characterization was
used, as shown in the previous section. Given the temporal
resolution of the system 
t, the tolerance on the estimated
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Figure 9. The proton spectrum obtained by the signal in Figure 8. The measured maximum proton energy is 2.6 ± 0.3 MeV. The black dashed line highlights
the cutoff energy of the 20 μm aluminum filter.

energies is defined as 
Ei
Ei

= 2
√

2 
t
dTOF

√
Ei
mi

[8], whereas the
one on the number of particles takes into account the CCE
variability, the error in estimating the filter attenuation factor,
the error in the voltage value provided by the scope and the
error related to the integration bin.

The maximum measured proton energy was 2.6 ±
0.3 MeV and, as usual, the number of detected protons
decreases for increasing energy. The reason why the
observed ion energies are relatively low if compared to
the laser energy and intensity on the target has to be found
in the main acceleration mechanism. This is not a classical
target normal sheath acceleration (TNSA) but rather more
a Coulomb explosion of the relativistic plasma channel,
formed by the laser interacting with the long scale-length
near-critical plasma[32]. Moreover, the main purpose of
the experimental campaign was to study the enhancement
in the electron acceleration exploiting the mechanism of
direct laser acceleration[28]. The foam thickness was thus
not optimized for ion acceleration, and this can explain the
observed low energies. The same polycrystalline diamond
detector has been recently used in a campaign performed
at the VEGA 3 laser on TNSA ion acceleration and was
capable of effectively detecting protons with energies up
to a few tens of MeV[33]. A Thomson spectrometer was also
mounted on a similar angle, and the maximum proton energy
detected by the two diagnostics (TOF and Thomson) had a
remarkable agreement[33]. So, the low maximum energy of
the detected protons was physical, and not due to a limitation
of the detector that can indeed sense much higher proton
energies.

As already mentioned, the information for energies lower
than 1.2 MeV was lost due to the presence of the 20 μm
Al filter used for excluding the contribution of heavier ions,

Figure 10. The attenuation coefficient obtained by SRIM computation for
the aluminum filter having nominal thickness of 20 μm.

mounted in place of the inner grid. Nevertheless, the feature
of the spectrum for higher energies was retrieved with high
accuracy. These particles lost part of their energy on the
Al foil, and to reconstruct their accurate spectrum it was
necessary to make an estimation of the energy loss for
each energy of the incoming particle. This was performed
by means of SRIM[34] calculations, and the results for this
attenuation are shown in Figure 10. The attenuation factor
katt(Ein) was obtained by computing the Eout over Ein ratio,
where Eout is the value of the energy of a particle with initial
energy Ein after crossing the aluminum filter having nominal
thickness of 20 μm. Each katt value was obtained by Monte
Carlo SRIM simulation by averaging the number of total
events and the reported uncertainty is given by the standard
error. As expected, the uncertainty grows when approaching
the filter cutoff, which for protons is 1.2 MeV. The range of
these particles is in fact almost equal to the filter thickness.
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They are almost stopped inside the aluminum foil and, due
to the associated straggling, the spread in the Eout values is
higher with respect to more energetic particles, whose range
is sensibly larger than the filter thickness.

4. Conclusions

In the last decades the field of laser–matter interaction
underwent a rapid expansion. The growing availability of
powerful laser systems paved the way for the application of
laser-driven ion sources to different scenarios, from inertial
confinement fusion to material analysis for security and
cultural heritage[35–38]. This growth needs to be accompanied
by the development of suitable diagnostic systems able to
effectively characterize the interaction. To do this, it is
crucial to face some challenges, for instance to work at a
high repetition rate while maintaining a high sensitivity of
the measurements, often hindered by the remarkable EMP
fields typical of these scenarios.

In this work, we have described a novel detector design
based on a 150 μm thick polycrystalline diamond sensor
having a surface of 15 mm × 15 mm, characterized by a
fast temporal response (FWHM = 4.1 ns) and a CCE of
approximately 42%. This was employed in a TOF scheme
during an experimental campaign held at the PHELIX laser
facility at high pulse intensity and energy. This is recognized
to be one of the main configurations where produced EMP
fields are most intense[16] and in these conditions the detector
assembly effectively proved its high EMP rejection. As
a result, it was thus capable of providing high sensitiv-
ity together with a fast temporal response. According to
Ref. [16], EMP levels scale with laser energy and mostly
with laser intensities. The parameters used in the present
campaign gave a significant number of generated EMPs, up
to 100 kV/m at approximately 1 m distance from the target
chamber center (TCC)[31]. Of course, EMPs up to the MV/m
order can be expected at the same distance from the TCC
for future experiments with laser intensities increased up to
1021 W/cm2 and beyond. Nevertheless, the present detector
has demonstrated a very high rejection to the EMP fields
and has the potential to supply high signal-to-noise ratios
of the acquired signals and thus accurate real-time spectral
characterization of ions in these extreme regimes.

The characteristics of this detector, in particular its high
sensitivity, make it perfectly suitable to monitor processes
characterized by low fluxes such as, for instance, the α

particles produced by laser-initiated p-11B fusion reactions[14]

or laser interactions with gas-jet targets. Moreover, thanks
to the compactness and the easy handling of the detector
structure, it is also possible to position a set of them at
different angles and distances from the interaction point.
This would allow one to obtain simultaneous measurements
of the accelerated ions along different directions and to have
a more complete reconstruction of the interaction process.
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