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Abstract

Supersonic gas jets generated via a conical nozzle are widely applied in the laser wakefield acceleration of electrons.
The stability of the gas jet is critical to the electron injection and the reproducibility of the wakefield acceleration. Here
we discussed the role of the stilling chamber in a modified converging—diverging nozzle to dissipate the turbulence
and to stabilize the gas jets. By the fluid dynamics simulations and the Mach—Zehnder interferometer measurements, the
instability originating from the nonlinear turbulence is studied and the mechanism to suppress the instability is proposed.
Both the numerical and experimental results prove that the carefully designed nozzle with a stilling chamber is able to

reduce the perturbation by more than 10% compared with a simple-conical nozzle.
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1. Introduction

Laser wakefield acceleration (LWFA) is attractive and
promising to provide sources of radiation. It is expected
to be a more compact facility compared with conventional
accelerators'”). A short pulse laser with ultra-high
intensity (I > 10'® W/cm?) drives the plasma wave by
expelling the electrons with its ponderomotive force.
Background electrons in the plasma can be trapped and
accelerated by the longitudinal electric fields of the
waves to high energies over short distances. LWFA has
experienced rapid development in the past decades and
various mechanisms have been proposed for injection
control, laser guidance and beam quality improvement*~>!!,
Milestone achievements, including monoenergetic electron
production and X-ray source beam generation, have been
demonstrated in experimentsi>’=!1. State-of-the-art laser—
plasma accelerators can already address the peak electron
energy of approximately 7.8 GeV with the beam charge of
tens of picocoulombs'*>*3!. The energy spread of the electron
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beam can be well controlled within several percent, while
the lowest record is less than 1%**%1. All of these boost
the development of laser wakefield accelerators as a novel
branch of the accelerator family.

Apart from delivering more accessible high-energy elec-
tron beams, LWFA 1is expected to have potential applications
in tomography and bright X-ray sources in material sciences,
as well as in radiation therapy and pharmacology. However,
the stability of LWFA is still far away from that required
for applications. Similar to vacuum accelerators, LWFA
devices consist of the common injection and acceleration
parts that can constitute a staging system. The injection and
acceleration processes in plasma are essentially nonlinear.
Both processes, driven by a laser pulse, depend nonlin-
early on its characteristics as well as on the characteris-
tics of the target plasma. Therefore, the investigation of
the entire acceleration process is extremely complicated.
Usually investigations of the injection and acceleration pro-
cesses are focused on optimizing the final parameters of the
electron bunches, such as the peak energy, beam charge,
emittance and energy spread. For that purpose, the laser
pulse parameters, such as the pulse intensity, duration and
waist, as well as the gas target parameters, such as the gas
density, density profiles and gas compounds, are carefully
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chosen to provide the required characteristics of electron
beams.

However, optimizing the laser and target parameters
cannot thoroughly solve the problem of stability and
reproducibility in the LWFA process. Even with the fixed
parameters one observes essential fluctuations by a factor of
2-3 of electron bunch energy, bunch charges, energy spreads
and beam emittances. Moreover, the poor pointing stability
of bunches sometimes transfers to beam decomposition. It is
apparent that the study of the sources for such instabilities
differs from that of parameter optimization.

Owing to the nonlinearity of the injection and acceleration
processes, there are many parameters resulting in the plasma
dynamics. Therefore, the best way of seeking the sources
of instabilities is to extract the phenomena responsible for
different stages, such as the formation of targets, laser
pulse focusing and propagation, electron self-injection and
acceleration. Target formation is the first stage of LWFA.
To maintain the reproducibility of the accelerated electron
beam, it requires a stable gas target in the vacuum chamber
with a precise density distribution profile. It guarantees that
the laser and plasma interact in a proper density region
(1018 —10" cm™?) and the relative laser focal position does
not shift too much from shot to shot. Usually, the stability
and reproducibility of gas jets being formed for plasma
are naturally assumed. However, shock waves and acoustic
waves propagating in the gas flow may become the critical
sources of instabilities. Thorough examination of the dynam-
ics of the gas target is necessary to confirm and to exclude the
possible sources of instability in LWFA.

In this paper, we numerically and experimentally studied
the instability originating from the gas jet due to the non-
linear fluid dynamics in the supersonic nozzle. In LWFA,
supersonic nozzles are commonly used to provide spatially
well-defined supersonic gas targets with a plateau den-
sity profile and sharp gas-vacuum boundaries. The design
and application of supersonic nozzles have been proposed
in many theoretical and experimental works!***?l. Costa
et al.™! studied the behaviour of the gas outflow with the
variations of nozzle throat narrowing via both simulations
and experiments. Their results point out that having a super-
sonic gas flow out of the nozzle is a better way to be able
to influence the flow density. Furthermore, the smoothing
angle of the nozzle throat has an influence on the output flow
density value.
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2. Theories and simulations

When the high-velocity flow shear is combined with a con-
fining nozzle wall, the corresponding velocities significantly
decrease due to the boundary effect. Such boundary effect is
not only a singularity of the flow field providing the seed of
the vortex and turbulence, but also partially blocks the cross-
section of the nozzle, resulting in significant variations of gas
pressure. Therefore, the gas target becomes unstable and the
laser focal position may exceed the allowable misalignment.
According to fluid dynamics simulations, the density uncer-
tainty perturbation in a simple-conical nozzle reaches more
than 10% and the longitudinal electron density profile shift
is of the magnitude of submillimetres. However, if a stilling
chamber is employed between the reservoir and the nozzle
throat, the growth of the fluid instabilities can be effectively
suppressed. The turbulences dissipate along the propagation
in the stilling chamber. It results in a density profile uncer-
tainty perturbation of less than 3% at the nozzle exit and
the corresponding longitudinal shift is of the magnitude of
micrometres. In this case, a more stable gas target prepared
for laser irradiating can be expected. Here, the numerical
calculations are proved by the experimental measurements
via the Mach—Zehnder interferometric method'**~°!,

The fluid dynamics simulations are launched with ANSYS
Fluent code, in which the Navier—Stokes equations are solved
based on the finite volume method. To describe the turbu-
lence, a shear-stress transport (SST) k-w model™”), including
the transport equations of the turbulence kinetic energy
(k-equation) and the specific rate of dissipation (w-equation),
is solved in addition to the conservation equations. Blending
functions are applied to transit from the k-w model in the
near-wall region to the free-stream independence of the k-¢
model in the far-field region.

A simple-conical nozzle is first examined here. The cor-
responding design and the numerical sketch are presented
in Figures 1(a) and 1(b), respectively. The connection tube
has a diameter of ¢, = 1.5 mm, the same as the nozzle
throat. Above the throat, there is an expansion region for
the gas flow until the nozzle exit, which has a diameter
of ¢, =3 mm. The lengths of the connection tube and the
expansion region are L, = 6 mm and Ly = 8§ mm, respec-
tively. To calculate the density distributions above the nozzle
exit, a free fluid domain is employed in the numerical model
with the outlet boundary condition on the top of the nozzle

(b) Nozzle Exit — Outlet.
(¢p = 3mm) Boundaries
\Expansion Region
Connection Tube
(o = 1.5mm)/' Nozzle Throat

Inlet — Q “— Reservoir
Boundary

Figure 1. (a) Sketch of the simple-conical nozzle. (b) Schematic of the fluid dynamics simulation domains for the simple-conical nozzle.
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(shown by the red dashed line in Figure 1(b)). The bottom
domain in the numerical model represents the reservoir tank
of the gas, which is not included in the corresponding sketch
in Figure 1(a).

The complicated mechanical structure of the solenoid
valve is simplified by a circular obstacle inside the tank in
the fluid dynamics simulations. In experiments, a high-speed
solenoid valve from SMARTSHELL Co., Ltd. (Ref. A2-
6443-FL-403713) is employed. It has a gas inlet with 4 mm
diameter and a gas exit with 1.5 mm diameter, which is equal
to the nozzle throat. The gas is initially blocked by a conical
stopping plug when the solenoid is not in operation. Once
it is triggered, the plug can be detached 5 mm away from
the gas exit, leaving enough space for the gas to be pumped
without being choked. The solenoid valve is designed for
pulsed control and the stopping plug reaches the maximum
displacement within 100 ps after being triggered. The fast
motion guarantees a clean environment inside the chamber
and relatively steady gas flow due to the fast gas loading.
The opening state can be adjusted from 1.8 to 10 ms. In
experiment, the opening time is set to be minimum, which
is sufficient for gas loading. The closing action can be
accomplished within 2 ms. The fluid dynamics simulation
parameters are consistent with the experimental solenoid
valve with a similar time scale for the steady flow formation.

The gas is pumped into the nozzle from the left-hand inlet
(indicated by the black dashed line in Figure 1(b)) with the
pressure input boundary condition, which is equivalent to
that connected with a constant pressure reservoir. The initial
pumping pressure is set to be a constant at py = 0.6 MPa in
all the fluid dynamics simulation cases, which corresponds
to a jet duration of 2 ms. According to the 1D isentropic
flow modell*®!, the evolution of the Mach number, density
and pressure of the gas along the nozzle can be predicted
as follows:
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where A* represents the cross-section at the nozzle throat and
po, To and py are the initial density, temperature and pressure
for the gas, respectively. In all the simulations, the initial gas
flow is selected to be ideal hydrogen at room temperature,
Ty = 300 K. Therefore, the specific heat ratio of the gas is
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Figure 2. (a) Profiles of gas density, pressure and Mach number along

the vertical direction from the connection tube to the exit. The density and
pressure are normalized to the initial condition.

y = 1.41. The grid resolution varies from 20 to 100 pm
according to the characteristic size of the specified domain.
The total amount of the grid is typically of the magnitude
of 10°.

For an ideal isentropic nozzle with the exit size double that
of the throat, the hydrogen flow becomes supersonic with the
Mach number of M = 2.9 based on Equation (1). The gas
density and pressure decrease after the nozzle throat. In the
simple-conical nozzle case, the isentropic condition is not
fully satisfied. The gas flow expansion is non-adiabatic with
the frictional and dissipative losses. Therefore, the Mach
number at the exit is about M = 2.4, as seen in Figure 2,
which is slightly lower than the ideal isentropic prediction. In
principle, with the gas jet having the obtained Mach number
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Figure 3. (a) Velocity distribution (normalized to the sound speed) and
streamlines in the gas reservoir part. (b) Distribution of the turbulent kinetic
energy in the gas reservoir part with a logarithmic scale. (c), (d) Velocity
distributions and streamlines for the cases of left and down shift in the
reservoir, respectively.
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Figure 4. (a) Gas density and (b) pressure profiles at the nozzle throat obtained in the different initial shift cases (black-none, red-up, blue-down, green-left,
orange-right), respectively. The triangle marker directions refer to the shift directions of the central obstacle.

and the density shown in Figure 2, it is possible to have laser—
plasma interaction, such as wakefield acceleration, with
shock injections. However, the stability of the gas jet from
the simple-conical nozzle is rather poor. It is necessary to
understand the potential mechanism of such instability and
then to suppress or dissipate it.

To generate the supersonic jet, the hydrogen gas is first
pumped into the reservoir and then injected into the nozzle
with the control of the solenoid valve. Due to the com-
plicated structure of the reservoir and the valve motion,
it is difficult to control the flow state from shot to shot
during the pulse pumping. Figure 3(a) shows the veloc-
ity distribution of the gas flow with the streamlines (in
black) in the reservoir. Vortex structures and eddies are
clearly formed due to the interaction of the high-velocity
flow and the static wall. Between the boundary walls and
the central obstacle, there is a narrow steady flow with
relatively high velocity. From the streamlines, one finds
that the eddy regions have low flow velocities referring to
local stagnation, which changes the pressure and the density
distributions. The turbulent kinetic energy measured by the
root mean square of the fluctuation in the flow velocity, k =
¥ (u; —%;)*/2, in the corresponding region is presented in
Figure 3(b). The intensity of turbulence around the eddies is
two orders of magnitude higher than that of the steady flow
part. The eddies and strong turbulent kinetic energy make
the accurate prediction of the flow quite challenging, that is,
the gas jet generated from the nozzle becomes unstable and
unreproducible.

An initial perturbation is introduced into the fluid dynam-
ics simulations to describe the stochastics of the valve
motion. A group of simulations is launched by slightly
shifting the central obstacle in the reservoir by 2 mm in
the up, down, left and right directions, respectively. All of
the other conditions are identical in these simulations. Two
typical cases corresponding to the left-hand side and down-
side shift are presented in Figures 3(c) and 3(d). The vortex
distributions and the flow paths are significantly changed in
these cases, as seen in Figures 3(a), 3(c) and 3(d). As a result,
the gas flows being pumped into the nozzle are actually not
identical under different conditions. In Figures 4(a) and 4(b),
the gas density and pressure under different conditions are
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Figure 5. (a) Sketch of the converging—diverging nozzle. (b) Schematic of
the fluid dynamics simulation domains for the converging—diverging nozzle.
(c) Velocity distributions (normalized to the sound speed) and streamlines
inside the stilling chamber part. The subplots from left to right correspond
to the non-, up-, down-, left- and right-shift cases, respectively. (d) The
density profiles in the converging region, diverging region and 1 mm above
the exit are compared between the up-shift and down-shift cases.

compared. The profiles are taken along the cross-section of
the nozzle throat averaged within 0.5 mm in the vertical
direction. The density perturbations reach 10%, while the
density peak position shifts about 1 mm. For laser—plasma
experiments, such as shock injections, the acceleration effect
relies on the stability of the shock formation and the density
downramp profile, which is very sensitive to the outflow
angle and the Mach number of the gas jet.

In order to stabilize the gas flow, a stilling chamber with
a length of 20 mm and a diameter of ¢g = 4 mm is added
above the connection tube. A converging—diverging shape is
employed, as seen in Figures 5(a) and 5(b). The converging
and diverging parts have the lengths of 10.5 and 8.5 mm,
respectively. The nozzle throat has a diameter of ¢, = 1 mm
and the exit diameter is ¢, = 3 mm. Here, the nozzle throat
is set to be smaller than that of the solenoid valve exit. The
reservoir and inlet boundaries are identical to the previous
simple-conical nozzle case. To connect the reservoir with the
stilling chamber, a tube with ¢, = 1.5 mm diameter and 3 mm
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Figure 6. Experimental schematic diagram of the Mach—Zehnder interferometer setup.

height is employed. Similar to the operations applied in the
simple-conical nozzle case, the central obstacle here is also
shifted to introduce similar initial perturbations. Figure 5(c)
presents the velocity distributions and streamlines inside
the stilling chamber for all shift cases. The different vortex
and the eddy structures originate from the uncertainty in
the reservoirs, as discussed in the simple-conical case. The
incoming gas flows keep the velocity components disturbed
by the vortex in the reservoir, resulting in different bending
directions in the chamber. However, the turbulent struc-
tures show a clear dissipative tendency along the chamber.
Once the gas flow enters the converging region, the fluids
become similar in all cases. To prove this, the density
profiles in the converging, diverging and exit regions are
compared between the up-shift and down-shift cases (shown
in Figure 5(d)). The density discrepancy in the converging
region is about 2.4%, which is already significantly smaller
than that of the previous simple-conical nozzle case. In
the region of 1 mm above the exit (blue lines), that is, the
common laser—plasma interaction region, the corresponding
discrepancy further drops to 1.8%. Therefore, the gas jet
prepared by a converging—diverging nozzle with a stilling
chamber becomes much more stable to reproduce similar
density profiles from shot to shot.

3. Experimental results

The stabilization effect of the converging—diverging nozzle
is also confirmed by the experimental measurement. We
characterize our supersonic nozzles with a Mach—Zehnder
interferometer method, as seen in Figure 6. A continuous-
wave (CW) He-Ne laser (A = 633 nm) was used as a
probe beam. To obtain the complete picture of the gas
jet, a beam expander was installed in the laser beam line.
The beam size after the beam expander was 20 mm in
diameter. The expanded laser beam was split and rejoined
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Table 1. S-C nozzle and C-D nozzle represent the simple-conical
nozzle and the converging—diverging nozzle, respectively. (Values
not in bold are taken from the fluid dynamics simulations, while
those in bold are obtained from the experimental measurements.
Std. represents the standard deviation from 20 shots in the experi-
ment and five cases in simulations. Max. represents the maximum
discrepancy in the 20 shots in the experiment and five cases in
simulations.)

S-C nozzle C-D nozzle
Std. (%) 4.7/4.5 1/1.3
Max. (%) 13.5/13 2.5/3

by using two beam splitters (BS1 and BS2, Thorlabs).
The gas jet image was generated by an f/12.5 image lens
(f =750 mm) and picked up by a complementary metal-
oxide-semiconductor (CMOS) camera (The Imaging Source,
DMK33GX174e). The camera exposure time was set to
the minimum, which equals 30 ps. Since the reflective
index of the gas target is different from air, this causes the
interference fringes to bend in the gas jet region. From the
phase change of the interferometry patterns, the gas density
of the nozzle can be calculated. For safety concerns, we use
nitrogen for the target gas since nitrogen and hydrogen have
similar y values at room temperature. From the previous
simulations, we noticed that changing the reservoir tank
pressure from 0.6 to 3 MPa would not affect the supersonic
gas jet shape. Only the absolute density value will be
changed. To get enough phase shift on the interferometry
pattern, we set the tank pressure to 3 MPa since the phase
shift is related to the gas density. To compare the stability
of those two gas jets as the plasma targets for LWFA, 20
consecutive shots at 2 mm above the nozzle are measured.
To obtain the gas density distribution, the Abel inversion
is operated to generate the phase map. The experimental
results for the gas density perturbation are summarized in
Table 1, together with the simulation results. Values not in
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Figure 7. Electron beam pointing distributions obtained in experiments with (a) the simple-conical nozzle and (b) the converging—diverging nozzle.

bold are taken from fluid dynamics simulations, while those
in bold are obtained from the experimental measurements.
Std. represents the standard deviation from 20 shots in the
experiment and five cases in the simulations. Max. represents
the maximum discrepancy ratio. The statistical results from
the experimental measurements are well consistent with the
simulations. Both of them show that the density uncertainty
in the converging—diverging nozzle is much lower.

To further confirm the stabilizing effect by adding
the stilling chamber, the simple-conical nozzle and the
converging—diverging nozzle are both tested in the LWFA
experiments with the shock injection scheme!>®!, which
were carried out with the Laser Acceleration Platform
(LAPLACIAN) Ti:sapphire laser system (Amplitude
Technologies) at RIKEN SPring-8 Center based on a chirped
pulse amplification (CPA) technique. An ultra-short laser
pulse (t = 24 fs) with a peak power of 50 TW is delivered.
Details of the experimental setup can be found in Ref. [49].
The electron bunch obtained with this proposed supersonic
gas jet has a typical length of about 3 pwm. The electron
pointing stability results obtained within 20 shots for each
type of nozzle are presented in Figure 7. The 20 shots with
the converging—diverging nozzle are concentrated, while
the 20 shots with the simple-conical nozzle have a more
than 10 times larger standard deviation in both the x- and y-
directions. Since the irradiating laser conditions are identical
in both cases, the pointing fluctuations from the laser system
are excluded here. Therefore, one can draw the conclusion
that the improvement of the electron pointing stability is
contributed by the nozzle design, that is, the dissipation
process in the stilling chamber.

4. Conclusions

In summary, a method for generating stable and reproducible
supersonic gas jets for laser—plasma interaction is proposed.
The stilling chamber in a modified converging—diverging
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nozzle plays an important role in dissipating the nonlinear
instabilities originated from the fluid boundary effects and
the uncertainties of the solenoid valve pumping. Both the
fluid dynamics simulations and the experimental measure-
ments confirm that the density profiles of the converging—
diverging nozzle have much lower perturbations than that
of a simple-conical nozzle. In the LWFA experiments with
a shock injection mechanism, the high electron pointing
stability is obtained in the converging—diverging nozzle case.
As such, the study proves the validity of the stilling chamber
in stabilizing the gas jet, which will be useful and important
to potential laser—plasma applications.
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