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We investigate the one-dimensional non-relativistic Weibel instability through the cap-
ture of anisotropic pressure tensor dynamics using an implicit 10-moment fluid model
that employs the electromagnetic Darwin approximation. The results obtained from the
10-moment model are compared with an implicit particle-in-cell simulation. The lin-
ear growth rates obtained from the numerical simulations are in good agreement with
the theoretical fluid and kinetic dispersion relations. The fluid dispersion relations are
derived using Maxwell’s equations and the Darwin approximation. We also show that
the magnetohydrodynamic approximation can be used to model the Weibel instability if
one accounts for an anisotropic pressure tensor and unsteady terms in the generalised
Ohm’s law. In addition, we develop a preliminary theory for the saturation magnetic field
strength of the Weibel instability, showing good agreement with the numerical results.
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1. Introduction

Plasmas with anisotropic velocity distribution functions (VDFs) are common both
in astrophysical and laboratory plasmas when the collisional time scale is long
compared with the dynamical time scales. Within magnetised plasmas, modified
transport across magnetic field lines often results in different temperatures parallel
and perpendicular to the magnetic field (Krall, Trivelpiece & Gross 1973). Even
in the absence of strong magnetic fields, velocity space anisotropy can arise from
interacting beams, shocks and radiative effects. The ultimate equilibrium state is
isotropic, which can be achieved through intraspecies Coulomb collisions. However,
collective effects like instabilities can often be more effective at driving the system
towards equilibrium in regions of low collisionality.

The Weibel instability (Weibel 1959) is an electromagnetic plasma instability aris-
ing from anisotropy in velocity space. It has attracted attention in recent years due
to its implications for the dynamics within astrophysical shocks (Nishikawa et al.
2003, 2006; Huntington et al. 2015), potentially generating strong magnetic fields to
accelerate cosmic rays, and within laser-produced fusion-capable laboratory plasmas
(Tatarakis et al. 2003; Ren et al. 2004; Mondal et al. 2012; Fiúza et al. 2012; Zhang
et al. 2020).
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Previous work has studied the evolution and saturation of the Weibel instabil-
ity in detail through grid-based direct kinetic (Califano et al. 1998; Cagas et al.
2017a,b; Ghizzo, Sarrat & Del Sarto 2017) and particle-in-cell (PIC) simulations
(Morse & Nielson 1970; Okada & Ogawa 2007; Chen & Chacón, 2014; Kaang, Ryu
& Yoon 2009). Simulations in multiple spatial dimensions demonstrate how oblique
propagating modes can cause damping and equipartition of energy in an electro-
magnetic plasma (Morse & Nielson 1970; Romanov et al. 2004; Ruyer et al. 2015).
Certain laboratory and astrophysical plasmas also have a background equilibrium
magnetic field; studies have found that such a field can affect the saturation ampli-
tude of the Weibel instability, by trapping particles and modifying transport (Ji-Wei
& Wen-Bing 2005; Stockem et al. 2007, 2008; Grassi et al. 2017).

Early work by Bychenkov, Silin & Tikhonchuk (1989) and Basu (2002) developed
a fluid approach to studying the Weibel instability by retaining full pressure tensor
dynamics. As opposed to an anisotropic temperature, the first numerical studies in
the fluid regime considered two distinct cold populations, i.e. transverse two-stream
and current filamentation instabilities (Pegoraro et al. 1996; Califano, Pegoraro
& Bulanov 1997). The fluid model was then expanded to a full three-dimensional
model, which demonstrated how the fluid approach couples the Weibel instability
to two-stream and current-filamentation instabilities, predicting the thermal oblique
propagating modes (Sarrat et al. 2016, 2017). However, there has been little study
into implementing a computational warm plasma fluid model and comparing the
linear growth and saturation dynamics with the kinetic model.

In this paper, we derive equivalent dispersion relations for the Weibel instabil-
ity from various electromagnetic 10-moment fluid frameworks, including Maxwell’s
equations and the Darwin approximation, which are compared with the kinetic dis-
persion relation. Furthermore, we develop an implicit 10-moment numerical fluid
model under the non-relativistic electromagnetic Darwin approximation and com-
pare the 10-moment simulation results to PIC simulations and the fluid and kinetic
theories. This paper is structured as follows. In § 2, we present derivations of the
dispersion relation for the one-dimensional Weibel instability from kinetic and fluid
perspectives. In § 3, we compare the growth rates obtained from the kinetic and
fluid models for the electron and ion Weibel instabilities. In § 4, we present a brief
discussion on the saturation of the Weibel instability. In § 5, we describe our numer-
ical methods for the fluid and kinetic models. Finally, in § 6, we present numerical
results for the electron Weibel instability.

2. Linear dispersion theory of the Weibel instability

To study the electromagnetic Weibel instability, we perform linear analyses of the
instability from kinetic and 10-moment (full pressure tensor) fluid perspectives.

2.1. Kinetic theory
The Weibel instability arises from initially considering a Maxwellian plasma with

anisotropic temperatures, wherein the initial equilibrium plasma VDF is assumed to
be of the form

fs,0 =
(

ms

2πkB

)3/2 1√
Ts,‖T 2

s,⊥
exp

⎡
⎣− msv2

x

2kBTs,‖
−

ms

(
v2
y + v2

z

)
2kBTs,⊥

⎤
⎦ , (2.1)
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where ms is the mass of species s, kB is the Boltzmann constant, vi is the species
velocity in the ith direction, i.e. i = {1, 2, 3} = {x, y, z}, and we have assumed, with-
out loss of generality, that the plasma species has temperature Ts,‖ = Ts,x in the
x (‖) direction, different from the temperature Ts,⊥, where ⊥ refers to the directions
perpendicular to x (i.e. y and z), and that we are in the reference frame where the
species is at rest (i.e. there is no bulk velocity).

The electromagnetic perturbation analysis of this distribution function is presented
in the literature (Weibel 1959) and textbooks (Krall et al. 1973), and is reproduced
here for completeness. The dispersion relation is found by finding the zeros of the
dielectric function (Krall et al. 1973) for perturbations in the x direction:

DK(kx, ω) = 1 − k2
xc

2

ω2
−
∑

s

ω2
s,p

ω2

[
1 +

∫
v2⊥
(
∂fs,0/∂vx

)
vx − ω/kx

dv

]

= 1 − k2
xc

2

ω2
−
∑

s

ω2
s,p

ω2

[
1 + Ts,⊥

2Ts,‖
Z′ (ξs)

]
= 0, (2.2)

where ωs,p =√nse2/(msε0) is the species plasma frequency, where ns is the species
number density, e is the fundamental charge and ε0 is the permittivity of free space,
ξs = ω/

(
kx
√

2Ts,‖/ms
)
, and Z′(ξ ) is the first derivative of the plasma dispersion

function (Fried & Conte 2015). Note that ξ may be interpreted as the wave speed
normalised by the thermal velocity; or, in the case for imaginary ω, a normalised
growth rate. It is oftentimes useful to employ the following asymptotic expansions
for Z′(ξ ):

Z′(ξ ) �

⎧⎪⎨
⎪⎩

−2i
√

πξe−ξ2 + 1
ξ2 + 3

2ξ4 + 15
4ξ6 + · · · for |ξ | � 1,

−2i
√

πξe−ξ2 − 2 + 4ξ2 − 8ξ4

3 + · · · for |ξ | � 1.

(2.3)

2.2. Ten-moment fluid – Maxwell theory
To determine the fluid dispersion relation, we begin with the collisionless

10-moment fluid equations for a charged fluid using the primitive variables (Hakim
2008; Kuldinow et al. 2024b):

dρ

dt
+ ρ

∂ui

∂xi
= 0, (2.4)

dui

dt
+ 1

ρ

∂pij

∂xj
= q

m

(
Ei + εijkujBk

)
, (2.5)

dpij

dt
+ pij

∂uk

∂xk
+ pjk

∂ui

∂xk
+ pki

∂uj

∂xk
+ ∂qijk

∂xk
= q

m

(
εikmpjkBm + εjkmpikBm

)
, (2.6)

where d
dt = ∂

∂t + ui
∂

∂xi
is the Lagrangian derivative, ρ is the species mass density,

ui is the species bulk velocity, pij is the species pressure tensor, qijk is the species
heat flux tensor, Ei and Bi are the electric and magnetic fields, respectively, the
species has charge q and mass m, and εijk is the Levi–Civita symbol, employing the
Einstein summation convention.
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Note that conventional 5-moment models, which solve for ρ, ui and a total energy
E , require closure for the isotropic pressure, p, and deviatoric stress tensor, τij.
The pressure is usually closed by the equation of state, which is usually described
using a polytropic index, and the stress tensor is typically described using a consti-
tutive model (e.g. viscosity and shear). However, the 10-moment model explicitly
formulates the pressure tensor evolution, which eliminates the use of an equation of
state for the pressure and now only requires closure in the heat flux (third velocity
moment).

For the derivation of a Weibel-type instability, we will assume a one-dimensional
slab geometry in the x direction, i.e. ∂y = ∂z = 0, and we will only need equations
for uy and pxy, which will lead to only to field components Bz and Ey. It is to be
noted that perturbations to the density, ρ, longitudinal velocity, ux, and diagonal
pressure elements, {pxx, pyy, pzz}, only couple to the growth of the Weibel instability
through second-order terms. For linear perturbations, only the transport equations
for uy and pxy need to be considered, which can be written from (2.5) and (2.6) as

duy

dt
+ 1

ρ

∂pxy

∂x
= q

m

(
Ey + uzBx − uxBz

)
, (2.7)

dpxy

dt
+ 2pxy

∂ux

∂x
+ pxx

∂uy

∂x
+ ∂qxxy

∂x
= q

m

[
pxzBx + (pyy − pxx

)
Bz − pyzBy

]
. (2.8)

These equations must now be coupled with the Maxwell equations for the evolution
of the electric and magnetic fields. In particular, we take linear perturbations of
Faraday’s law and Ampère’s law for the magnetic field in only the z direction:

∂Bz

∂t
= −∂Ey

∂x
, (2.9)

−∂Bz

∂x
= μ0

∑
s

qsρs

ms
us,y + μ0ε0

∂Ey

∂t
, (2.10)

where μ0 is the vacuum permeability. Now, we may take perturbations around an
initially uniform, stationary, field-less, but anisotropic initial condition:

ρ = ρ0 + ρ′	, ui = u′
i	, (2.11)

pxx = pxx,0 + p′
xx	, pyy = pyy,0 + p′

yy	, pzz = pzz,0 + p′
zz	, (2.12)

pxy = p′
xy	, pxz = p′

xz	, pyz = p′
yz	, (2.13)

qxxy = 0, Ei = E′
i	, Bi = B′

i	, (2.14)

where quantities subscripted with 0 are invariant in space, primed quantities are
assumed small and the linear perturbations are assumed as 	 = exp

[
i (kxx − ωt)

]
.

The assumption that qxxy = 0 is justified by comparing with the theory presented by
Kuldinow et al. (2024b), where qxxy ∝ ∂yT . Since we are assuming no variation in
the y direction, the estimate for the fluid heat flux vanishes. Note that this argument
is independent of whether we are in the linear or nonlinear regime. For collisionless
plasmas, spectral or non-local heat flux models, like those developed by Hammett &
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Perkins (1990) and Sharma et al. (2006), may provide better agreement with kinetic
results. The magnetic field suppresses cross-field transport (Mitchner & Kruger Jr.
1973), also limiting the importance of heat flux. However, studying the effect of heat
flux closures on the behaviour of the fluid Weibel instability is reserved for future
work.

Substituting these forms of the variables into (2.7)–(2.10) and keeping only terms
to first order, we obtain

−iωu′
y + ikxp′

xy

ρ0
= q

m
E′

y, (2.15)

−iωp′
xy + ikxpxx,0u′

y = qB′
z

m

(
pyy,0 − pxx,0

)
, (2.16)

−iωB′
z = −ikxE′

y, (2.17)

−ikxB′
z = μ0ε0

∑
s

qsρs,0

msε0
u′

s,y − iμ0ε0ωE′
y. (2.18)

Algebraic manipulations yield the following dispersion relation for the 10-moment
Maxwell Weibel instability:

D10M (kx, ω) = 1 − k2
xc

2

ω2
−
∑

s

w2
s,p

ω2

(
1 + Ts,⊥

2Ts,‖
1

ξ2
s − 1/2

)
= 0. (2.19)

Equation (2.19) is consistent with previous work (Sarrat et al. 2016, 2017) and care
has been taken to express the dielectric function in a form reminiscent of the kinetic
dispersion relation. By comparing with the kinetic dispersion relation, i.e. (2.2), we
observe that for large ξ , DK(kx, ω) = D10M(kx, ω) + O

(
ξ−4
)
. Recalling that ξ is a

normalised wavespeed, this indicates good agreement between the two models at
large values of ω/kx ∝ ξ . It is discussed later that Re(ω) ≈ 0 � Im(ω) for the Weibel
instability, so large values of ω correspond to large Weibel growth rates.

2.3. Ten-moment fluid – Darwin approximation
In the Darwin approximation, the plasma is assumed to be non-relativistic, that is,

the bulk velocity in (2.10) obeys u � c, and also that the thermal speed
√

kBT/m � c.
Thus, the displacement current is negligible in the frequencies of interest (ω � ckx).
The Darwin equations are written in terms of the electric scalar potential, φ, and the
magnetic vector potential, Ai, as

∂2φ

∂xk∂xk
= −

∑
s

qsρs

msε0
, (2.20)

∂2Ai

∂xk∂xk
= μ0ε0

∂2φ

∂t∂xi
−
∑

s

μ0qsρsus,i

ms
, (2.21)

from which the electric and magnetic fields are found as

Ei = − ∂φ

∂xi
− ∂Ai

∂t
, Bi = εijk

∂Ak

∂xj
. (2.22)
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In one spatial dimension, (2.20) and (2.21) reduce to

∂2φ

∂x2
= −

∑
s

qsρs

msε0
, (2.23)

∂2A⊥
∂x2

= −
∑

s

μ0qsρsus,⊥
ms

. (2.24)

As the perturbations of ρ are second-order effects, the perturbations of φ are also
second order from (2.23). Similar to Maxwell’s equations, we only need the pertur-
bations of Ey and Bz for the linear perturbation analysis. The linear perturbations of
(2.22) and (2.24) yield

E′
y = iωA′

y = ω

kx

(
ikxA′

y

)
= ω

kx
B′

z (2.25)

and

B′
z = ikxA′

y = iμ0ε0

kx

∑
s

qsρs,0

msε0
u′

s,y, (2.26)

respectively. By comparison to the Maxwell system in the previous section, (2.25)
and (2.17) are identical, while (2.26) is equivalent to (2.18) but sans the displacement
current term. Substituting the Darwin model ((2.25) and (2.26)) into the 10-moment
fluid equations ((2.15) and (2.16)), we obtain the dispersion relation for the 10-
moment Darwin Weibel instability:

D10D (kx, ω) = −k2
xc

2

ω2
−
∑

s

w2
s,p

ω2

(
1 + Ts,⊥

2Ts,‖
1

ξ2
s − 1/2

)
= 0. (2.27)

It is to be noted that the first term on the right-hand side of (2.19) is elim-
inated using the Darwin approximation in (2.27) under the assumption that
k2

xc
2/ω2 � 1.

2.4. Magnetohydrodynamic approximation
Another common assumption in the plasmadynamics community is the magneto-

hydrodynamic (MHD) approximation. The plasma is considered as a single fluid,
rather than a sum of individual fluids. The equations are then written in terms of the
total mass density, ρ̄, mass velocity, Ui, and net current density, ji:

ρ̄ =
∑

s

ρs = n̄
∑

s

ms, (2.28)

Ui = 1

ρ̄

∑
s

ρsus,i, (2.29)

ji =
∑

s

qsρsus,i

ms
. (2.30)

The MHD equations of motion are derived by summing or differencing the indi-
vidual fluid species equations of motion to obtain equations for the bulk plasma
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quantities {ρ̄, Ui, ji}. The field dynamics are modified to use Ampère’s equation
(neglecting the displacement current) and the generalised Ohm’s law, which is equiv-
alent to the fluid momentum equations, assuming that me/mi � 1 and Ti � Te,
where e and i refer to electron and ion species, respectively. The evolution and
field equations in MHD are written (Krall et al. 1973)

∂ρ̄

∂t
+ Ui

∂ρ̄

∂xi
+ ρ̄

∂Ui

∂xi
= 0, (2.31)

ρ̄
∂Ui

∂t
+ Uj

∂Ui

∂xj
= εijkjjBk − ∂pe,ij

∂xj
, (2.32)

Ei + εijkUjBk = − 1

en̄
∂pe,ij

∂xj
+ me

n̄e2

dji
dt

, (2.33)

εijk
∂Bk

∂xj
= μ0ji, (2.34)

where the final term in (2.33), i.e. the unsteady component in Ohm’s law, provides
feedback from the magnetic field to the currents and is important in recovering the
correct Weibel instability dynamics. The electron inertia terms (∝ u∂xu) are negligi-
ble for the linear perturbation theory assuming an initially stationary electron fluid,
i.e. �ue,0 = 0. The generalised Ohm’s law in (2.33) can be inserted into Faraday’s
equation to obtain

∂Bi

∂t
= εijk

∂

∂xj

(
εklmUlBm + 1

en̄
∂pe,kl

∂xl
− me

n̄e2

∂ jk
∂t

)
. (2.35)

This conclusion is similar in form to previous work discussing the role of the so-
called ‘canonical battery effect’ in magnetic reconnection (Yoon & Bellan 2019) and
magnetogenesis (Laishram, Yun & Yoon 2024).

Taking perturbations of (2.31)–(2.35) and coupling them to the pressure evolu-
tion equation, (2.16), yields the linear dispersion relation for the 10-moment MHD
Weibel instability:

D10MHD(kx, ω) = −k2
xc

2

ω2
− ω2

e,p

ω2

(
1 + Te,⊥

2Te,‖
1

ξ2
e − 1/2

)
= 0. (2.36)

Here, it can be seen that (2.36) is consistent with (2.27) when only accounting
for the electron susceptibility, s = e. Without the unsteady component to Ohm’s
law, the parenthetical term in (2.36) becomes 1 − T⊥/T‖ − 2ξ2, which is incon-
sistent with the kinetic solution for all ξ . Including the unsteady component,
however, achieves an equivalent dispersion relation to the 10-moment model with
Darwin equations. Thus, to accurately capture the Weibel instability using the
MHD approximation, the unsteady component must be retained in the gener-
alised Ohm’s law. Furthermore, our theory suggests that for extended MHD-type
simulations, including a full pressure tensor but not retaining the unsteady compo-
nent to Ohm’s law may lead to unphysical instability growth from the incorrect
dispersion relation. A full derivation and discussion of (2.36) is presented in
Appendix A.
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FIGURE 1. Theoretical growth rates, γ̃ = γ /ωe,p for the electron Weibel instability with T̃e,‖ =
6.25 × 10−4, showing the cutoff wavenumber (dashed line) and using the (a) kinetic dispersion
relation, (2.2), (b) 10-moment Maxwell dispersion relation, (2.19), and (c) 10-moment Darwin
dispersion relation, (2.27).

3. Comparison of kinetic and fluid dispersion relations

We present normalised results, where each quantity is normalised by a reference
value

ω̃ = ω

ωe,p
, k̃x = kxc

ωe,p
, m̃ = m

me
, q̃ = q

e
, Ẽ = eE

mecωe,p
, B̃ = eB

meωe,p
,

ñ = ne2

meε0ω2
e,p

, ũ = u
c
, T̃s = 2kBTs

msc2
, ξ̃s = ω̃

k̃
√

T̃s,‖/m̃s

. (3.1)

The kinetic dispersion relation, (2.2), is solved by evaluating Z(ξ ) = i
√

πw(ξ ), where
w(ξ ) is the Fadeeva function, which is numerically calculated using the methods
of Gautschi (1970) and Zaghloul & Ali (2012). The fluid dispersion relations, i.e.
the 10-moment Maxwell and 10-moment Darwin models, are solved analytically by
inverting the degree-four polynomials in (2.19) and (2.27), respectively.

3.1. Electron Weibel growth rate
Figure 1 shows the electron Weibel growth rate, i.e. γ̃ = Im (ω̃), as a function

of k̃x and Te,⊥/Te,‖ for T̃e,‖ = 6.25 × 10−4 or
√

T̃e,‖/m̃e = 0.025 for k̃x ∈ [0.01, 10]
and Te,⊥/Te,‖ ∈ [1, 100]. Here, the ion susceptibility is neglected. There is negligible
difference (<1 % for the entire plot) between the Maxwell and Darwin fluid growth
rates for the parameters chosen, as shown in figures 1(b) and 1(c), respectively, since√

T̃e,‖/m̃e � c̃ = 1. While good qualitative agreement can be observed between all
the models, the 10-moment fluid dispersion relations (figures 1(b,c)) predict slightly
higher growth rates than the kinetic dispersion relation (figure 1(a)). It is to be noted
that the real frequency ωr = Re (ω̃) � 0 in each of these plots, because (2.2), (2.19)
and (2.27) are functions of ω2 in the high-ξ limit and thus admit purely imaginary
solutions.

For every wavenumber k̃x, we note that there is a cutoff temperature ratio, T⊥/T‖,
under which the instability does not grow. Or conversely, for a given temperature
ratio, there is a maximum wavenumber above which there is no instability. The
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FIGURE 2. Plot of γ̃K (solid lines; kinetic) and γ̃F (dashed lines; 10-moment Darwin, which is
almost identical to 10-moment Maxwell) for the electron Weibel instability as a function of the
wavenumber for various values of the temperature ratio T⊥/T‖.

cutoff condition occurs when ξ = 0 solves the dispersion relation. Multiplying (2.2)
by ω2 and taking the limit of {ω, ξ} → 0, noting that Z′(0) = −2, since Z′(ξ ) =
−2 [1 + ξZ(ξ )] (see also (2.3)), we find that the cutoff condition can be written as

(kx)cutoff =
√√√√∑

s

ω2
s,p

c2

(
Ts,⊥
Ts,‖

− 1

)
= ωe,p

c

√∑
s

me

ms

(
Ts,⊥
Ts,‖

− 1

)
, (3.2)

which describes the cutoff kx for a given T⊥/T‖ for each species. For the electron
Weibel instability, we can also write the cutoff temperature ratio for a given kx as(

T⊥
T‖

)
cutoff

= 1 +
(

kxc
ωp

)2

. (3.3)

Furthermore, by performing a similar treatment to the above with the 10-moment
dispersion relations, (2.19) and (2.27), one obtains the exact same cutoff condition
as the kinetic result. The cutoff condition is plotted as a dotted line in figure 1.

In figure 2, we present plots of the kinetic and fluid growth rates for various
choices of the temperature ratio to provide a quantitative comparison. For a partic-
ular kx (e.g. k̃x < 0.3), as the temperature ratio increases, the agreement between the
kinetic and fluid predictions converge. This is due to the fact that the growth rate γ
(and ξ ∝ γ ) increases with T⊥/T‖ and thus the fluid dispersion relation more closely
approximates the kinetic one. It can be seen from figure 2 that the cutoff condition
occurs as predicted in (3.2).

We also note that the fluid models provide good order-of-magnitude estimates for
the maximum growth rate and the wavenumber at which the growth rate is largest.
Using the 10-moment Darwin (10D) theory (2.27) and solving for dω/dk = 0, we can
analytically determine the wavenumber of the maximum growth rate, i.e. (kx)max,
and the maximum growth rate, γmax:

(kx)max,10D = ωp

c

(√
T⊥
T‖

− 1

)1/2

, γmax,10D = ωp

c

√
T‖
m

(√
T⊥
T‖

− 1

)
. (3.4)

To determine these values for the full kinetic dispersion relation, one would need to
solve the plasma dispersion function, for which there is no closed-form solution.
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FIGURE 3. Relative discrepancy between kinetic and 10-moment Maxwell fluid growth rates
� = |γF/γK − 1|(%). The dashed line denotes the cutoff wavenumber.

To quantify the discrepancy between the kinetic and fluid dispersion relations,
figure 3 presents the relative error of the linear growth rates between the fluid and
kinetic theories. The relative error is defined as

� =
∣∣∣∣γF − γK

γK

∣∣∣∣=
∣∣∣∣ γF

γK
− 1

∣∣∣∣ ,
where γK is is the growth rate calculated from the kinetic theory, (2.2), and γF is
the growth rate calculated from the fluid theory, (2.19). The relative error is greatest
near to the cutoff wavenumber, where both growth rates go to zero. However, the
error decreases linearly with T⊥/T‖ at large temperature ratios (e.g. T⊥/T‖ > 3 and
k̃x < 0.3). By combining (2.27) and (3.3), we can estimate for the fluid dispersion
relations for T⊥/T‖ � 1:

ξ2 = 1

2

[
1 − T⊥/T‖(

T⊥/T‖
)
cutoff

]
� −1

2

T⊥/T‖(
T⊥/T‖

)
cutoff

, (3.5)

where
(
T⊥/T‖

)
cutoff is given in (3.3). Furthermore, we can relate the relative error

in the growth rate between the kinetic and fluid dispersion relations to the relative
error in the estimate of the dispersion function:∣∣∣∣δγγ

∣∣∣∣=
∣∣∣∣δξξ
∣∣∣∣�
∣∣∣∣δZ′

2Z′

∣∣∣∣ , (3.6)

where the final equality is obtained by estimating Z′ � 1/ξ2. By comparing the first
two terms of the kinetic Z′ (2.3) with the 10-moment Darwin dispersion relation
(2.27), we find that ∣∣∣∣δZ′

Z′

∣∣∣∣=
∣∣∣∣ 1

Z′(ξ )

(
Z′(ξ ) − 1

ξ2 − 1/2

)∣∣∣∣� 1

ξ2
. (3.7)
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FIGURE 4. Theoretical growth rates, γ̃ = γ /ωe,p, for the ion Weibel instability as a function
of the ion temperature ratio and wavenumber. Here, T̃e,‖ = T̃e,⊥ = 6.25 × 10−4 and T̃i,‖ = 1 ×
10−6. (a) Kinetic dispersion relation, (2.2). (b) Ten-moment Maxwell dispersion relation, (2.19).
(c) Ten-moment Darwin dispersion relation, (2.27).

Substituting (3.5) into (3.6) and (3.7), we find that the relative error in the growth
rate between the kinetic and fluid dispersion relations can be written as

� ≈
(
T⊥/T‖

)
cutoff

T⊥/T‖
(3.8)

for large temperature ratios, T⊥/T‖ � 1. It is for this reason that in figure 3, we see,
for instance, an error of approximately 10 % for T⊥/T‖ = 10 at small kx away from
the cutoff wavenumber, e.g. kx � (kx)cutoff /10.

It is to be noted that, by combining (3.3), (3.4) and (3.8), the relative error in the
growth rate estimate at the wavenumber of maximum growth can be obtained as

�max = 1 + (kmaxc/ωp
)2

T⊥/T‖
=
(

T⊥
T‖

)−1/2

. (3.9)

3.2. Ion Weibel growth rate
The previous analysis considered hot electrons with anisotropic temperature and

cold (immobile) ions, that is, ions do not participate in the dynamics or the growth
rate. The ion Weibel instability arises when there is a strong temperature anisotropy
in the ions, rather than electrons. Due to their heavy mass, ions often require longer
times to suffer sufficient collisions to come to equilibrium and thus can often retain
more anisotropy than electrons (Ng et al. 2020). Ion populations with different
drift velocities can act as a large effective temperature anisotropy, leading to ion
Weibel-like instabilities (Chang, Wong & Wu 1990).

Figure 4 shows the ion Weibel growth rate, i.e. γ̃ = Im(ω̃), as a function of k̃x
and Ti,⊥/Ti,‖; the cutoff condition as defined in (3.3) is plotted as a dotted line. We
assume a hydrogen plasma (i.e. mi/me = 1836) and set Te,‖ = Te,⊥, so that the elec-

tron Weibel instability does not occur. Here,
√

T̃e,‖/m̃e =
√

T̃e,⊥/m̃e = 0.025 and√
T̃i,‖/m̃i = 0.001 for k̃x ∈ [0.1, 300] and Ti,⊥/Ti,‖ ∈ [1, 105

]
. This study includes
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FIGURE 5. Plot of γ̃K (solid lines; kinetic) and γ̃F (dashed lines; 10-moment Darwin, which
is almost identical to 10-moment Maxwell) for the ion Weibel instability as a function of the
wavenumber for various values of the temperature ratio Ti,⊥/Ti,‖.

both warm electrons and ions where Ti,‖/Te,‖ ≈ 2.94. We note that the ion Weibel
growth rate (γiW) is much smaller than the electron Weibel growth rate (γeW);
namely, γeW/ωe,p = 0.1 is achieved in the electron Weibel instability for electron tem-
perature ratios of approximately Te,⊥/Te,‖ = 25; however, γiW/ωi,p = 0.1 is achieved
for ion temperature ratios Ti,⊥/Ti,‖ � 104. Similar to the electron Weibel instability,
the discrepancy between the Maxwell and Darwin fluid growth rates is < 1 % for the
parameters chosen here, since the thermal speeds of each species are much less than
the speed of light. The small value of γ also ensures that (kxc/ω)2 � 1 and that the
Darwin approximation is valid.

In figure 5, we present the kinetic and fluid growth rates for the various choices of
the ion temperature ratio, Ti,⊥/Ti,‖, to provide a quantitative comparison. Note
that the behaviour here is different from the electron Weibel instability in fig-
ure 2. Most notably, the fluid growth rates (dashed lines) do not converge to the
kinetic growth rate (solid lines) as Ti,⊥/Ti,‖ increases for all kx, while the cutoff
condition obtained from the kinetic and 10-moment dispersion relations is identi-
cal, as explained in § 3.1. The discrepancy even at small kx can be explained by
noting that the kinetic dispersion relation reduces to the fluid theory only when
both ξe � 1 and ξi � 1. For the electron Weibel instability, indeed ξe � 1, result-
ing in the convergence of kinetic and fluid theories at small k̃x, as shown in
figure 2. However, for the ion Weibel instability, the values of ξ are reduced com-
pared with the electron Weibel instability because (1) |γ̃ | = |ω̃| < 10−2 is small (note:
ωr = 0) and (2) the growth rates are positive for higher k̃x. These factors lead to
ξe � 1, contributing to the discrepancies between the fluid and kinetic theories.
Nonetheless, the fluid theories predict the correct cutoff condition, and we note
qualitatively good agreement in the magnitude of the ion Weibel instability growth
rate obtained from the 10-moment dispersion relation with the kinetic theory due to
ξi � 1.

4. Nonlinear saturation of the Weibel instability

Linear theories cannot directly predict saturation properties. However, the energy
for the linear growth of the Weibel instability derives from the difference in parallel
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and perpendicular temperatures. This state decays towards isotropic thermal equi-
librium and in doing so, produces magnetic fields. Although the plasma is initially
assumed to be an anisotropic Maxwellian, there is no reason to assume that a col-
lisionless plasma will remain so after saturation of the Weibel instability. Thus, the
analysis from a fluid standpoint, neglecting heat flux, provides an estimate of the
saturation properties based on extending the behaviour of linear perturbations to
saturation.

One could estimate that saturation occurs when the two temperatures p‖, p⊥
equilibrate to one another. However, the perturbations to the diagonal pressure
elements are second-order; thus, determining when the temperatures relax to one
another would require second-order analysis. Still, a good heuristic for when satu-
ration occurs can be obtained by considering only one warm species and studying
the amplitude of the off-diagonal pressure element pxy. Using (2.15)–(2.18), and
substituting ω = iγ since ωr = 0, we find that

B′
z = p′

xy

p⊥,0

γ m
q

(
1 + k2

x

γ 2

p‖,0
ρ0

)
. (4.1)

Approximating that max (p′
xy) � p⊥,0 − p‖,0, the average magnetic field energy

density for a sinusoidal perturbation with wavenumber kx can be written as

〈
B2

2μ0

〉
= kx

2π

∫ 2π/kx

0

1

2μ0
B2

zdx = ρ0c2

4

γ 2

ω2
p

[(
1 − T‖,0

T⊥,0

)(
1 + k2

x

γ 2

p‖,0
ρ0

)]2

. (4.2)

In the limit of large temperature ratios (i.e. T⊥/T‖ � 1), where the fluid approxima-
tion is most valid, we can analytically solve (2.27) to obtain that

γ 2 � p⊥,0 − p‖,0
ρ0

ω2
p

c2 + ω2
p/k2

x
. (4.3)

Then, substituting (4.3) into (4.2) and taking T⊥/T‖ → ∞,〈
B2

2μ0

〉
� p⊥,0 − p‖,0

4

1

1 + ω2
p/c2k2

x
. (4.4)

This analysis has been for a known perturbation wavenumber kx. However, for large
enough system sizes, the wavenumber of maximum growth will be excited so we can
directly substitute the formulae in (3.4) into (4.2), doing so yields an estimate for the
maximum magnetic field saturation amplitude:〈

B2

2μ0

〉
max

� p⊥,0

4

(
1 − T‖,0

T⊥,0

)2

. (4.5)

This relation implies that the maximum energy (density) extractable from a pressure
difference is approximately one-quarter of the transverse pressure.

5. Numerical methods

To demonstrate the ability of 10-moment fluid models to capture the Weibel insta-
bility, we present kinetic (i.e. PIC) and fluid (i.e. 10-moment) simulations for the
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electron Weibel instability. As noted in previous work (Nielson & Lewis 1976), due
to its elliptic nature, the Darwin system is unconditionally unstable for explicit time
integration and kmin �ωe,p/c, i.e. Lx � c/ωe,p. Since this can be a strong limit on
the maximum domain size, we employ implicit models in both the kinetic and fluid
settings.

5.1. Kinetic model
We use an implicit charge-, canonical momentum- and energy-conserving Darwin

electromagnetic particle-in-cell (EM-PIC) model, described by Chen & Chacón
(2014). The model has been tested against Weibel instability theory and other
standard electromagnetic test cases.

The EM-PIC model employs a Crank–Nicolson discretisation for the particle
update:

xν+1
p − xν

p

�τν
= v

ν+ 1
2

p,x , (5.1)

vν+1
p,i − vν

p,i

�τν
= qp

mp

(
E

ν+ 1
2

p,i + εijkv
ν+ 1

2
p,j B

ν+ 1
2

p,k

)
, (5.2)

where {xp, vp,i} is the particle position and velocity, �τν is the νth substep within �t,

E
ν+ 1

2
i,p = Ei

(
x
ν+ 1

2
p , tν+ 1

2

)
and B

ν+ 1
2

i,p = Bi

(
x
ν+ 1

2
p , tν+ 1

2

)
are the electric and magnetic

fields interpolated to the particle position at the half-substep time, and following
a Crank–Nicolson-type discretisation, X ν+ 1

2 = (X ν+1 + X ν
)
/2 for all quantities X .

The particle velocity is updated using the Boris method. Note that both the particle
positions and velocities are defined on the full-substep times, and the velocity update,
(5.2), requires the fields at xν+ 1

2 , which itself is dependent on vν+ 1
2 , and thus vν+1.

Thus, the particle evolution equations, (5.1) and (5.2), are solved implicitly using
Picard iteration. The particle updates are coupled with the electromagnetic field
updates using the Darwin model:

ε0

En+1
x,�+ 1

2
− En

x,�+ 1
2

�t
+
∑

s

j̄
n+ 1

2

s,x,�+ 1
2
−
〈
j̄
n+ 1

2
x

〉
= 0, (5.3)

1

μ0

A
n+ 1

2⊥,�−1 − 2A
n+ 1

2⊥,� + A
n+ 1

2⊥,�+1

�x2
+
∑

s

j̄
n+ 1

2
s,⊥,� −

〈
j̄
n+ 1

2⊥
〉
= 0, (5.4)

where the current components j̄s,i,l are orbit averaged over the substeps for each
species, s. Here,

j̄
n+ 1

2

x,�+ 1
2
= 1

�t�x

∑
p

∑
ν

qpv
ν+ 1

2
p,x Sm

(
x
ν+ 1

2
p − x

�+ 1
2

)
�τν, (5.5)

j̄
n+ 1

2⊥,� = 1

�t�x

∑
p

∑
ν

qpv
ν+ 1

2
p,⊥ Sl

(
x
ν+ 1

2
p − x�

)
�τν, (5.6)

where Sm and Sl are B-spline shape functions used for consistency with the field-
to-particle interpolation to achieve energy conservation, 〈j̄i〉 =∑s,� j̄s,i,�/Nx is the
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spatial average of the net current density (i.e., adding both ion and electron current
densities) and is necessary in periodic geometries to enforce periodicity of the fields
(Chen, Chacón & Barnes 2011; Chen & Chacón, 2014), and Nx is the number of
cells in the x direction.

5.2. Fluid model
The 10-moment plasma model solves the coupled set of fluid equations, which are

written in one dimension using conservative variables:

∂U
∂t

+ ∂F
∂x

= S, (5.7)

where the vector of conservative variables U = {ρ, ρui, ρuiuj + pij} = {ρ, �i, Sij}, the
vector of conservative fluxes F = {ρux, ρuiux + pix, ρuiujux + uipjx + ujpxi + uxpij}
and the vector of conservative sources S = {0, ρEi + εijkρujBk, ρuiEj + ρujEi +
εikl
(
pjk + ρujuk

)
Bl + εjkl (pik + ρuiuk) Bl}. Note that this conservative form of the

equations is consistent with the primitive form which was used in the derivation
of the dispersion relations in § 2. The fluid equation is coupled with the Darwin
equations, given in (2.23) and (2.24).

5.2.1. Numerical scheme
For the numerical solver, we employ a finite volume approach, in which the state
variables are defined at the cell centres (Kuldinow et al. 2024a,b; Sahu, Mansour
& Hara 2020). The fluid equations in one dimension are discretised using a Crank–
Nicolson scheme:

Un+1
� − Un

�

�t
+

F
n+ 1

2

�+ 1
2

− F
n+ 1

2

�− 1
2

�x
= S

n+ 1
2

� , (5.8)

while the Darwin equations are similarly discretised:

ε0
En+1

x,� − En
x,�

�t
+
∑

s

j
n+ 1

2
s,x,� −

〈
j
n+ 1

2
x

〉
= 0, (5.9)

1

μ0

A
n+ 1

2⊥,�−1 − 2A
n+ 1

2⊥,� + A
n+ 1

2⊥,�+1

�x2
+
∑

s

j
n+ 1

2
s,⊥,� −

〈
j
n+ 1

2⊥
〉
= 0, (5.10)

where � is the cell index and � + 1
2 are cell interface positions, the superscript n

denotes the time step, js,i = qs�s,i/ms and 〈ji〉 =∑s,� js,i,�/Nx. All quantities are
defined at cell centres; interfacial values obtained using the monotonic upwinding
scheme for conservation laws (MUSCL) with the van Leer harmonic limiter (van
Leer 1979) are used to calculate the flux quantities.

Equations (5.8)–(5.10) can be written in the form

F
(
Mn+1, En+1

x , An+1
⊥
)

=F
(
Vn+1

)
= R ⇒ 0, (5.11)

where M= {ρ, �i, Sij} is the vector of fluid moments at all grid points and all
quantities at time t = tn are assumed to be known for the nonlinear function F ,
and R is the residual which we want to vanish. The root of (5.11) is solved by a
preconditioned Jacobian-free Newton Krylov iteration (Kelley 1995; Knoll & Keyes
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2004). Given an initial guess for the solution at iteration κ , Vn+1,(κ), we can calculate
the residual and update the solution vector as

Vn+1,(κ+1) = Vn+1,(κ) + δV(κ), (5.12)

where the update to the solution vector satisfies[
∂F
∂V

](κ)

δV(κ) = −R(κ). (5.13)

The inversion of the Jacobian matrix is handled through the preconditioned gen-
eralised minimum residual method (GMRES), and the Jacobian-vector product is
estimated by a finite difference:[

∂F
∂V

](κ)

δV(κ) � 1

ε

[
F
(
V(κ) + εδV(κ)

)
−F

(
V(κ)
)]

(5.14)

for a small value of ε � 10−8. The iteration (κ) is performed until convergence,
determined by the magnitude of the residual |R| < tol = 10−8.

5.2.2. GMRES preconditioner
The GMRES preconditioner modifies (5.13) as

M−1

([
∂F
∂V

](κ)

δV(κ)

)
= M−1

(
−R(κ)

)
, (5.15)

where M−1 is a function that is an approximate inverse of ∂F
dV , i.e. M−1(X) �(

∂F
dV

)−1
X, allowing for faster convergence of the GMRES method. The function

M−1 is determined by solving a simplified form of (5.13) and (5.14). To simplify
and make the equations analytically invertible, we neglect the fluxes, F, in (5.8) and
neglect the effect of magnetic field coupling on the transverse momenta. Specifically,
writing out the components of the simplified Newton step, we find

−Rρ,� = δρ�

�t
, (5.16)

−R�x,� = δ�x,�

�t
− q

2m

(
δρ�E

n+ 1
2

x,� + ρ
n+ 1

2
� δEx,�

+ δ�y,�B
n+ 1

2
z,� − δ�z,�B

n+ 1
2

y,� + �
n+ 1

2
y,� δBz,� − �

n+ 1
2

z,� δBy,�

)
, (5.17)

−R�⊥,� = δ�⊥,�

�t
− q

2m

(
δρ�E

n+ 1
2⊥,� + ρ

n+ 1
2

� δE⊥,�

)
, (5.18)

−RSij,� = δSij,�

�t
− q

2m

[
δ�i,�E

n+ 1
2

j,� + �
n+ 1

2
i,� δEj,� + δ�j,�E

n+ 1
2

i,� + �
n+ 1

2
j,� δEi,�

+ εikl

(
δSjk,�B

n+ 1
2

l,� − δSjk,�B
n+ 1

2
l,�

)
+ εjkl

(
S

n+ 1
2

ik,�
δBl,� − S

n+ 1
2

jk,�
δBl,�

) ]
, (5.19)
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−REx,� = ε0
δEx,�

�t
+
∑

s

qs�x,�

ms
− 〈jx〉, (5.20)

−RA⊥,� = 1

μ0

δA⊥,�−1 − 2δA⊥,� + δA⊥,�+1

�x2
+
∑

s

qs�⊥,�

ms
− 〈j⊥〉, (5.21)

where RQ,� is the residual of the equation for quantity Q, and δQ are the components
of δV. In addition, the field quantities are updated as

δE⊥,� = −δA⊥,�

�t
, (5.22)

δBi,� = εixk
δAk,�+1 − δAk,�−1

2�x
. (5.23)

Equations (5.18), (5.21) and (5.22) form a closed set, equivalent to a tridiago-
nal matrix-vector product, through which the preconditioner updates δA⊥ can be
obtained and thus, δE⊥, δ�⊥ and δBi. Once those updates are known, (5.16), (5.17)
and (5.20) are closed, and can be solved to obtain δρ, δ�x and δEx. Finally, the pre-
viously determined quantities can be be substituted into (5.19) to solve for δSij. This
approximate inversion provides an approximate solution to (5.13), which is used as
a preconditioner to the GMRES solution of the nonlinear Newton step, (5.15).

6. Numerical results

In this section, we present numerical results using 10-moment fluid and kinetic
models, and compare to the theory presented above.

6.1. Initialisation
The set-up is an electron Weibel instability; all presented quantities are normalised

as described in (3.1); we drop the tilde on all variables for the remainder of this sec-
tion. We assume a periodic domain of length Lx = 32 (i.e. the domain wavenumber
is kL = 2π/Lx ≈ 0.196) with Nx = 128 uniformly spaced cells, using the normalised
units defined above. The kinetic simulations employ 2000 particles per cell and both
models employ a time step of �t = 1 (recall that time is normalised with ω−1

e,p).
The initial electron distribution function is assumed to be a shifted bi-Maxwellian
distribution:

fe(x, vi; t = 0) = 1√
2πve,th,‖v2

e,th,⊥
exp

[
v2
x

2v2
e,th,‖

+
[
vy − ue,y(x)

]2 + v2
z

2v2
e,th,⊥

]
, (6.1)

where ve,th,i =
√

Te,i is the thermal velocity in the i direction and ue,y(x) = δ cos (kLx)
is a small initial transverse velocity perturbation, where δ = 1 × 10−5 and kL =
2π/Lx. We consider two test cases where T⊥/T‖ = 2.56 and T⊥/T‖ = 25.6. For
both test cases, T‖ = Tx = 6.25 × 10−4. As shown in figure 1, for T⊥/T‖ = 2.56,
γK = 4 × 10−3 and γ10M = 6 × 10−3 (|ξ | ∼ 0.6), approximately a 50 % discrepancy
between the kinetic and 10 M dispersion relations. However, for T⊥/T‖ = 25.6,
γK = 2.30 × 10−2 and γ10M = 2.38 × 10−2 (|ξ | ∼ 3.3), which results in only an
approximately 3 % discrepancy, despite the moderate size of ξ .

In both cases, the initial conditions seed the fundamental wavenumber (m = 1),
determined by the domain size, which is not the wavenumber of maximum growth,
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(a) (b)

FIGURE 6. Temporal variation of magnetic field energy obtained from kinetic and fluid mod-
els. Comparisons are made to linear growth rate predictions, (2.2) and (2.27), and estimates of
saturation field strength, (4.2), for (a) T⊥/T‖ = 2.56 and (b) T⊥/T‖ = 25.6.

kmax, predicted by (3.4). For T⊥/T‖ = 2.56, the growth rate is maximum at kmax =
0.775, which is 3.9 times larger than kL and the growth rate evaluated for kL is 3.7
times smaller than the maximum growth rate. Additionally, for T⊥/T‖ = 25.6, the
growth rate is maximum at kmax = 2.01, which is 10.3 times larger than kL, resulting
in a growth rate 4.3 times smaller than γmax. The initial conditions are kept ‘quiet’,
i.e. noise-less, so that the fundamental kL remains dominant through saturation. It
is to be noted that in simulations with multimode or noisy initial conditions, the
wavenumber of maximum growth, as predicted by the linear theory, is dominant.

The kinetic simulations each took approximately 4.5 hours, while the fluid simu-
lations each took approximately 0.5 hours, using a single processor. It is however
noted that the comparison of computational cost is highly dependent on the num-
ber of particles per cell in the kinetic simulation, and likewise, how important finite
particle noise is to the system dynamics.

6.2. Comparison of results to linear and saturation theory

Figure 6 shows the total magnetic field energy,
∫
�x

1
2μ0

|B|2dx = �x
2μ0

∑
� |B�|2, as

a function of time for the two T⊥/T‖ cases.
In figure 6(a), we find good agreement between the simulation results and the

linear growth rates obtained from both kinetic and fluid theories for T⊥/T‖ = 2.56.
It is to be noted that both computational models use the Darwin equations, thus
neglecting the displacement current. For the non-relativistic set-ups (c � ω/k) pre-
sented in this work, the discrepancy between the theoretical Maxwell and Darwin
growth rates is less than 1 %, and does not drastically affect the saturation proper-
ties. We also find that, despite the different growth rates, the results obtained from
the kinetic (PIC) and 10-moment fluid models saturate at approximately the same
magnetic field energy, consistent with the field strength predicted by the saturation
theory, as shown in (4.2).

Figure 6(b) shows good agreement between the simulation results and theory for
the higher anisotropy case, i.e. T⊥/T‖ = 25.6. The difference between the two pre-
dicted growth rates obtained from PIC and 10-moment dispersion relations agree
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FIGURE 7. Symmetric logarithm of the magnetic field profile (6.2) for T⊥/T‖ = 2.56: (a) kinetic
simulation and (b) 10-moment fluid simulation.

to within 2.5 %, and again the results from both models saturate at nearly the same
field strength, similar to that predicted by theory.

6.3. Comparison of magnetic field profiles
To provide a qualitative comparison of the fluid and kinetic results outside of

the global metric of total magnetic field energy, we present the contour plots of the
magnetic field in space and time. However, the magnetic field spans many scales due
to the linear exponential growth phase and admits positive and negative values. Thus,
for visualisation purposes, we will plot the symmetric logarithm of the magnetic
field:

symlog [B(x), C] = sgn [B(x)] log10 [1 + C |B(x)|] . (6.2)

Unlike the common logarithm, the symmetric logarithm is continuous at zero but
has the same asymptotic behaviour. For the remainder of this study, we will employ
C = 103. This comes at the cost of losing information at scales smaller than 10−3, for
this choice of the constant. However, since we will be directing our attention towards
the saturation properties of the magnetic field, this will not affect our discussion.
Note that for |B| � 10−3, symlog

[
B(x), 103

]� sgn [B(x)]
[
3 + log10 |B(x)|].

6.3.1. Low temperature ratio: T⊥/T‖ = 2.56
Figure 7 shows symlog

[
B(x), 103

]
for the initial temperature ratio T⊥/T‖ = 2.56.

Recall that for this lower temperature ratio, the growth rates of the kinetic and
fluid descriptions of the Weibel instability differ by approximately 50 %, as shown
in figure 6(a). The kinetic result, shown in figure 7(a), does not reach the peak
magnetic field until t � 1250, while the 10-moment result in figure 7(b) saturates
early at approximately t � 800. This is because the growth rates are estimated as
γK = 4 × 10−3 and γ10M = 6 × 10−3 for kinetic and 10-moment dispersion rela-
tions, respectively. We note that the kinetic simulation, due to wave mixing and
non-thermal particles, generates high-kx waves that look like ripples in the contour
plots. These high-kx structures born from individual particle dynamics eventually
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FIGURE 8. Symmetric logarithm of the magnetic field profile (6.2) for T⊥/T‖ = 25.6: (a) kinetic
simulation and (b) 10-moment simulation.

come to dominate the dynamics at saturation. In contrast, the 10-moment sim-
ulations capture neither the non-thermal particles nor significant deviations from
Maxwellian; near saturation, the fluid model harmonics of the initial m = 1 mode
also saturate and we observe less structured behaviour. Despite such a difference,
the linear growth and nonlinear saturation is captured using the 10-moment fluid
model.

6.3.2. High temperature ratio: T⊥/T‖ = 25.6
Figure 8 shows symlog

[
B(x), 103

]
for the initial temperature ratio T⊥/T‖ = 25.6.

Recall that for this higher temperature ratio, the growth rates of the kinetic
and fluid descriptions of the Weibel instability agree well, as shown in figures 1
and 3. Furthermore, we can see that the profiles of the kinetic and fluid models at
saturation (t � 275) in figure 8 show approximately m = 3 modes (kx = 3kx,0, where
kx,0 = 2π/Lx) before both models predict that higher kx modes also saturate, leading
to fine structure in the magnetic field profiles.

As with the lower temperature case, in figure 7, we note many small-amplitude,
high-kx ripples in the kinetic simulation, which grow to share nearly the same
magnetic field energy as the fundamental mode at saturation. However, the fluid
simulation is more ordered in the sense that after saturation, we observe a large-
amplitude m = 3 mode near t = 310, then an m = 5 mode near t = 350, rather than
the spectrum visible in the kinetic simulation. Again, this is most likely due to there
being no damping mechanism in the fluid simulation (e.g. phase mixing), while the
kinetic simulation necessarily exhibits particle–wave resonance and non-thermal dif-
fusion. However, despite the fact that we are not capturing these inherently kinetic
effects, it is remarkable that the 10-moment fluid model can accurately capture the
linear growth and saturation level.

7. Conclusion

In this work, we have re-derived the dispersion relation for the Weibel instabili-
ties from kinetic and multiple fluid frameworks which include full pressure tensor
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dynamics (i.e. 10-moment fluid dispersion relation). We have quantified the error
between the kinetic and fluid estimates for Weibel growth rates as a function
of the perpendicular–parallel temperature ratio. In addition, we present an esti-
mate of the saturation magnetic field derived from the 10-moment fluid theory and
compare the 10-moment numerical simulations to the above. We find that the simu-
lations are in excellent agreement with both linear and saturation theories, and thus
consider the 10-moment fluid model to be verified against the theories presented
above.

This work demonstrates the ability of the 10-moment fluid model that retains full
pressure-tensor dynamics to accurately resolve the Weibel instability. In particular,
the fluid and kinetic theories converge for the electron Weibel instability in the
high perpendicular–parallel temperature ratio regime. In the low-temperature-ratio
regime, although there is a discrepancy between the fluid theory the kinetic theory,
the 10-moment fluid model is shown to capture approximately the correct saturation
field strength.

Higher order moment models, e.g. the 13-moment model which directly evolves
the heat flux, can capture the distribution function more accurately and thus retains
more kinetic dynamics. Such models may be able to attain even better agreement
with the kinetic results. Future work will investigate the Weibel instability in mul-
tiple spatial dimensions, its connection to the current filamentation instability, and
the applicability of the 10-moment and other higher-order fluid moment models to
capture magnetic field growth and saturation in astrophysical and laser-produced
plasmas.

Acknowledgements

Editor Luís O. Silva thanks the referees for their advice in evaluating this article.

Funding

This work was supported by the U.S. Department of Energy National Nuclear
Security Administration Stewardship Science Graduate Fellowship under coopera-
tive agreement DE-NA0003960.

Declaration of interest

The authors report no conflict of interest.

Author contributions

D.A.K. derived the theory, made the numerical model and code, and visualised
the results; K.H. contributed to data analysis and administered the project; all con-
tributed to discussions during the research and to the writing and editing of the
manuscript.

Data availability

The data that support the findings of this study are available from the correspond-
ing author upon reasonable request.

Appendix A. Derivation of the MHD dispersion relation
To derive the Weibel dispersion relation in the MHD framework, we begin with

MHD momentum equation, (2.32), the generalised Ohm’s law, (2.35), Ampère’s
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law, (2.34):

ρ̄
∂Ui

∂t
+ Uj

∂Ui

∂xj
= εijkjjBk − ∂pe,ij

∂xj
, (A.1)

∂Bi

∂t
= εijk

∂

∂xj

(
εklmUlBm + 1

en̄
∂pe,kl

∂xl
− me

n̄e2

∂ jk
∂t

)
, (A.2)

εijk
∂Bk

∂xj
= μ0ji. (A.3)

Then, considering only Uy, jy, Bz and kx, and taking linear perturbations around a
stationary isotropic plasma, we obtain

−iωmin̄U ′
y = −ikxp′

e,xy ⇒ U ′
y = kx

ωmin̄
p′

e,xy, (A.4)

−iωB′
z = ikx

(
1

en̄
ikxp′

e,xy + i
ωme

n̄e2
j′y
)

= −k2
x

e

p′
e,xy

n̄
− kxωme

n̄e2
j′y, (A.5)

−ikxB′
z = μ0j′y ⇒ j′y = − ikx

μ0
B′

z. (A.6)

The term corresponding to the unsteady term in Ohm’s law has been underlined to
keep track of how it influences the equations. Now, we combine these results with
the linearised fluid equation for p′

e,xy, (2.16):

−iωp′
e,xy + ikxpe,‖u′

e,y = −eB′
z

me

(
pe,⊥ − pe,‖

)
. (A.7)

However, since the MHD approximation does not solve for us directly, we must
solve for it in terms of U and j. Assuming that mi � me, (2.29) reduces to ui,k = Uk
and thus,

ue = ui − en̄ui − en̄ue

en̄
= U − j

en̄
. (A.8)

Plugging (A.8) into (A.7), we find that

p′
e,xy = eB′

z

imeω
pe,‖

(
Te,⊥
Te,‖

− 1

)
+ pe,‖

kx

ω

(
U ′

y − j′y
en̄

)
. (A.9)

Likewise, plugging (A.4), (A.6) into (A.9), we have that

p′
e,xy = eB′

z

imeω
pe,‖

(
Te,⊥
Te,‖

− 1

)
+ pe,‖

kx

ω

(
kx

ωmin̄
p′

e,xy + ikxB′
z

μ0en̄

)
. (A.10)

Isolating pe,xy, we find

p′
e,xy =

(
1 − k2

xpe,||
ω2min̄

)−1

pe,‖
eB′

z

imeω

(
Te,⊥
Te,‖

− 1 − k2
xc

2

ω2
e,p

)
. (A.11)
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Then, putting (A.6) and (A.11) into (A.5), we obtain

−iωB′
z = −k2

x

en̄

(
1 − k2

xpe,||
ω2min̄

)−1

pe,‖
eB′

z

imeω

(
Te,⊥
Te,‖

− 1 − k2
xc

2

ω2
e,p

)
+ k2

xc
2

ω2
e,p

iωB′
z. (A.12)

Then, dividing through by iωB′
z and simplifying yields that

−1 = −
(

1 − k2
xpe,||

ω2min̄

)−1
k2

xpe,‖
ω2men̄

(
k2

xc
2

ω2
e,p

− Te,⊥
Te,‖

+ 1

)
+ k2

xc
2

ω2
e,p

. (A.13)

Recalling that ξ2 = ω2men̄/(2k2
xpe,‖) and me � mi, we can write

−1 = 1

2ξ2

(
k2

xc
2

ω2
e,p

− Te,⊥
Te,‖

+ 1

)
+ k2

xc
2

ω2
e,p

. (A.14)

Now, we can rewrite this equation as

−k2
xc

2

ω2
e,p

(
1 − 1

2ξ2

)
−
(

1 − 1

2ξ2

)
− 1

ξ2

Te,⊥
2Te,‖

= 0. (A.15)

Multiplying through by ω2
e,p/

[
ω2
(
1 − 1/2ξ2

)]
to isolate (kxc/ω)2 yields the desired

result:

D10MHD(kx, ω) = −k2
xc

2

ω2
− ω2

p

ω2

(
2ξ2 − 1

2ξ2 − 1
+ T⊥

2T‖
1

ξ2 − 1/2

)
= 0, (A.16)

where we have dropped the electron species subscript. Recalling that the green terms
are associated with the unsteady term in Ohm’s law, we can find that

D10MHD(kx, ω) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−k2
xc2

ω2 − ω2
p

ω2

(
1 + T⊥

2T‖
1

ξ2−1/2

)
= 0 with unsteady Ohm’s law,

−k2
xc2

ω2 − ω2
p

ω2

(
1 − T⊥

T‖
− 2ξ2

)
= 0 without unsteady Ohm’s law.

(A.17)
Let us compare this to the (Darwin) kinetic dispersion relation for the electron
Weibel instability:

DK(kx, ω) = −k2
xc

2

ω2
− ω2

p

ω2

[
1 + T⊥

2T‖
Z′ (ξ)

]
= 0, (A.18)

and using the asymptotic expansions for Z′(ξ ),

DK(kx, ω) ≈

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−k2
xc2

ω2 − ω2
p

ω2

(
1 + T⊥

2T‖
1
ξ2

)
= 0 for ξ � 1,

−k2
xc2

ω2 − ω2
p

ω2

(
1 − T⊥

T‖
+ 2ξ2 T⊥

T‖
− 2i

T⊥
T‖

√
πξe−ξ2

)
= 0 for ξ � 1.

(A.19)
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We note that only the MHD dispersion relation that includes the unsteady term in
Ohm’s law is asymptotically consistent with the large ξ limit of the kinetic dispersion
relation. The MHD dispersion relation that does not include the unsteady term in
Ohm’s law is similar in form to the small ξ limit of the kinetic dispersion relation,
but has the wrong coefficient on the second order term, and so is only consistent at
ξ = 0 (cutoff condition), but will predict incorrect linear behaviour for all finite ξ .
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