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Abstract

We classify hyperbolic polynomials in two real variables that admit a transitive action
on some component of their hyperbolic level sets. Such surfaces are called special homo-
geneous surfaces, and they are equipped with a natural Riemannian metric obtained by
restricting the negative Hessian of their defining polynomial. Independent of the degree of
the polynomials, there exist a finite number of special homogeneous surfaces. They are either
flat, or have constant negative curvature.

2020 Mathematics Subject Classification: 53A15 (Primary); 51N35, 14M17, 53C30,
53C26 (Secondary)

1. Introduction and main results

The aim of this work is to classify all special homogeneous surfaces. A special homo-
geneous surface is a two-dimensional homogeneous space H that is contained in the level
set {h = 1} of a homogeneous polynomial h : R3 →R of degree τ at least three, such that
at any point p ∈H the negative Hessian of h at p, −∂2hp, has Minkowski signature. Real
homogeneous polynomials h admitting such a point p are called hyperbolic, and p is called
a hyperbolic point of h. In general dimension, hypersurfaces that are contained in

hyp1(h) := {h = 1} ∩ hyp(h),

where hyp(h) denotes the cone of hyperbolic points of h, are called generalised projective
special real (GPSR) manifolds for τ ≥ 4, or simply projective special real (PSR) manifolds
if h is cubic [12]. The restriction of −∂2h/τ to the tangent bundle of a (G)PSR manifold
H⊂ {h = 1} is a Riemannian metric, which follows from the hyperbolicity of points in H
and the homogeneity of h. For more details and an explanation of the scaling factor 1/τ see
[7, Proposition 1·3]. The study of (G)PSR manifolds is motivated by both pure mathematics
and theoretical physics, more specifically supergravity.

C© The Author(s), 2024. Published by Cambridge University Press on behalf of Cambridge Philosophical Society.

https://doi.org/10.1017/S0305004124000252 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004124000252
https://doi.org/10.1017/S0305004124000252


334 D. LINDEMANN AND A. SWANN

When studying compact Kähler τ -folds X, the volume function on the real (1,1)-
cohomology,

h : H1,1(X, R) →R, [ω] �→
∫
X

ωτ ,

is one tool in order to understand the geometry of the Kähler cone K⊂ H1,1(X, R) of X.
The real homogeneous polynomial h of degree τ has the property that every point p in K
is a hyperbolic point. The curvature of the hypersurfaces {h = 1} ∩K has been studied in
[19] for certain Calabi–Yau 3-folds. In general, it is not well understood which homoge-
neous polynomials h can be realised in this manner. A reasonable approach is to try and
find fitting Kähler manifolds for the subset of homogeneous polynomials that admit a tran-
sitive automorphism group. From this perspective, our work extends [15] in which special
homogeneous curves have been classified.

In 4 + 1-dimensional supergravity, level sets of hyperbolic cubic polynomials play the
role of the target space of the vector multiplets. Such hypersurfaces are called projective
special real (PSR) manifolds. Using the supergravity r- and c-map constructions [1, 2, 6,
8, 17], one can obtain explicit examples of projective special Kähler and quaternion Kähler
manifolds [5]. In [8] homogeneous PSR manifolds have been completely classified, and their
r- and q = c ◦ r-map images are studied. For a general classification of all homogeneous
polynomials, independent of the number of variables, that contain a homogeneous space in
their level set {h = 1}, such that every point in that space is hyperbolic, we currently lack the
necessary technical tools. In our main Theorem 1·1 of this work we successfully solve this
problem in dimension two.

THEOREM 1·1. Let H be a special homogeneous surface. Then H is contained in the level
set {h = 1} of precisely one of the following hyperbolic polynomials h : R3 →R of degree
τ ≥ 3:

(i) For τ even: h = (x2 − y2 − z2
) τ

2 , hyp1(h) has two isometric connected components,
each homothetic to SO(2, 1)+/SO(2). In particular, every hyperbolic point of h has
one-dimensional stabiliser. The automorphism group of h is given by O(2, 1).

(ii) For any τ : h = (x + z)τ−2k
(
x2 − y2 − z2

)k
for precisely one k with 1 ≤ k < τ/2,

hyp1(h) has one connected component if τ is odd, and two isometric connected com-
ponents for τ even. The identity component of the automorphism group Gh

0 of h is
isomorphic to the two-dimensional affine Lie group, the full group is Gh ∼= Gh

0 �Z2

for τ odd and Gh ∼= (Gh
0 ×Z2) �Z2 for τ even. In any of these cases the stabiliser of

hyperbolic points is isomorphic to Z2.

(iii) For any τ : h = xaybzc for precisely one triple (a,b,c) with 1 ≤ a ≤ b ≤ c ≤ τ − 2 and
a + b + c = τ . The set hyp1(h) has 8 isometric connected components for a, b, and
c even, and 4 isometric connected components otherwise. The automorphism groups
Gh for different values of a,b,c are listed in (3·24) and (3·25).

A question that naturally arises when studying homogeneous polynomials is to ask
whether the corresponding projective varieties are singular. In the setting of hyperbolic poly-
nomials h, we might run into the situation where the connected components of hyp(h) are not
pairwise equivalent, and one has a singular point in its boundary while the other does not.
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Figure 1. The zero sets {h = 0} of Theorem 1·1 for (i) on {x = 1}, (ii) on {x = 1} and (iii) on
{x = 1 + u + v, y = 1 − u, z = 1 − v}.

Thus we say that a connected component of hyp(h), or a connected component H⊂ hyp1(h)
depending on the context, is singular at infinity if its boundary contains a singular point
of h. That means that there exists p ∈ ∂ (R>0 ·H), such that dhp = 0. Note that singular
at infinity implies (h = 0) being singular as a real projective variety. In the case of special
homogeneous surfaces, we obtain the following result.

PROPOSITION 1·2. Special homogeneous surfaces are singular at infinity.

Note that H⊂ {h = 1} being singular at infinity is a stronger condition than just requiring
that (h = 0) is a singular algebraic curve. While in the case of homogeneous (G)PSR sur-
faces, that is special homogeneous surfaces, we have shown that it is in fact equivalent, this
might not hold for homogeneous (G)PSR manifolds in higher dimension.

We also study the curvature of special homogeneous surfaces. This is motivated by [19]
where the scalar curvature of hyperbolic level sets in the Kähler cone of intersection Calabi–
Yau 3-folds were studied, and furthermore by the results of [13]. In the latter, the asymptotic
behaviour of PSR manifolds that are closed in the ambient space are studied, and one par-
ticular result [13, Theorem 1·15] is that asymptotically, closed PSR manifolds that are not
singular at infinity behave asymptotically as a metric space like precisely one of the homo-
geneous PSR manifolds. While the implications for the asymptotic curvature behaviour for
PSR manifolds, closed or not, is not completely understood yet, this result points to the
importance of understanding the curvature of homogeneous (G)PSR manifolds in order to
describe asymptotics of (G)PSR manifolds in general. The two-dimensional case that we are
studying in this work represents the simplest non-trivial case in that regard.

PROPOSITION 1·3. The scalar curvatures S of the special homogeneous homogeneous
surfaces H⊂ {h = 1} in Theorem 1·1 with respect to the centro-affine metric g =
−(1/τ )∂2h|TH×TH is given by:

Theorem 1.1(i): S = −2,

Theorem 1.1(ii): S = − τ 2

2k(τ−k) , 1 ≤ k < τ
2 ,

Theorem 1.1(iii): S = 0 for all values a, b, c.

Note that the scalar curvature of the surfaces in Theorem 1·1 (ii) is strictly smaller than −2
for all 1 ≤ k < τ/2, see Figure 2. For every fixed degree τ of the polynomials, the minimum
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Figure 2. Scalar curvatures of the surfaces in Theorem 1·1 (ii) for 3 ≤ τ ≤ 10. The connected
dots represent a fixed value τ with 1 ≤ k < τ/2.

of the scalar curvatures of special homogeneous surfaces is obtained by Theorem 1·1 (ii) for
k = 1 with S = −τ 2/2(τ − 1).

2. Preliminaries

In the following we will introduce the definitions and technicalities necessary to prove
our results. We start out with the definition of the type of polynomials that we are studying.

Definition 2·1. Let h : Rn+1 →R be a homogeneous polynomial. Then h is called hyper-
bolic if there exists a point p ∈ {h > 0}, such that the negative Hessian −∂2hp is of
Minkowski type, that is has one negative and n positive eigenvalues. Such a point p is then
called hyperbolic point of h, and we will denote the set of hyperbolic points of a hyperbolic
polynomial h with hyp(h). Two hyperbolic polynomials h, h are called equivalent if they are
related by a linear transformation of the ambient space, that is if there exists A ∈ GL(n + 1),
such that A∗h = h.

The above definition implies that hyperbolic polynomials are of degree at least two.
Also note that there is a canonical identification of real symmetric τ -tensors on R

n+1 and
homogeneous polynomials on R

n+1.

Remark 2·2. Hyperbolic polynomials in particular contain the set of strictly Lorentzian
polynomials, which have recently gained much traction in pure mathematics [3]. This inclu-
sion follows from [3, Theorem 2·16]. There is a more direct way however to see that this
holds, which we will present now. Let h be a strictly Lorentzian polynomial of degree τ ≥ 2
in n real variables x1, . . . , xn. By definition, h has only positive coefficients, and for any
fixed 1 ≤ j ≤ n, the bilinear form −∂n−2

xj
h(·, ·) is of Minkowski type. If h(ej) > 0, where ej

denotes the j-th vector in the standard orthonormal basis of Rn, it follows that h is hyper-
bolic. If h(ej) = 0, we use that up to a positive scale −∂n−2

xj
h(·, ·) and −∂2hej coincide by

Euler’s theorem for homogeneous functions. Hence, −∂2hej having n − 1-dimensional light
cone and all coefficients of h being positive implies that in any open neighbourhood of ej

there exists some point p, such that −∂2hp is of Minkowski type and h(p) > 0. Thus p is a
hyperbolic point of h.

https://doi.org/10.1017/S0305004124000252 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004124000252


Special homogeneous surfaces 337

Further note that there is another common use for the term hyperbolic polynomial. In [9,
10] a complex homogeneous polynomial h : Cn →C is called hyperbolic with respect to a
vector v ∈R

n, if h(x + tv) has has deg(h) real zeros in t for all x ∈R
n ⊂C

n. Our definition is
consistent with previous works in our setting, and [16].

Next we will introduce the manifolds that we will be working with, which are defined to
be contained in certain level sets of hyperbolic polynomials.

Definition 2·3. Let h : Rn+1 →R be a hyperbolic polynomial of degree τ ≥ 3. A hypersur-
face H contained in the level set {h = 1} of a hyperbolic polynomial h : Rn+1 →R is called
projective special real (PSR) manifold if τ = 3, and generalised projective special real
(GPSR) manifold if τ ≥ 4. When not restricting the degree to be either equal to or greater
than 3, we will write (G)PSR manifolds instead. Similarly, for their defining polynomials,
we call two (G)PSR manifolds equivalent if they are related by a linear transformation of
their ambient space.

Note that two (G)PSR manifolds being equivalent automatically implies that their defining
polynomials are equivalent via that same transformation. The other direction does in general
not hold without further assumptions regarding the geometry of the involved (G)PSR man-
ifolds. This can be seen by observing that any (G)PSR manifold is in no case equivalent to
an open subset of itself that does not coincide with it.

(G)PSR manifold carry a natural Riemannian metric given by the restriction of the nega-
tive Hessian of their respective defining polynomials to their tangent space. In symbols, this
means that for any (G)PSR manifold H⊂ {h = 1}, g = −∂2h|TH×TH is Riemannian. This
is a consequence of the hyperbolicity of h and Euler’s theorem for homogeneous functions.
The latter implies that −∂2hp(p, p) = τ (τ − 1) for all p ∈H, where τ = deg(h). Together
with −∂2h being of Minkowski type, and TpH and R · p being orthogonal with respect to
−∂2h, this precisely means that g > 0. The metric g is referred to as the centro-affine metric
[7] of H. As mentioned in the introduction, we will introduce a refinement of the term sin-
gular that incorporates information about connected components of hyp1(h) for a hyperbolic
polynomial h.

Definition 2·4. A (G)PSR manifold H⊂ {h = 1} ⊂R
n+1 is called singular at infinity if

there exists p ∈ (R>0 ·H) ∩ {h = 0}, such that dhp = 0.

As mentioned in the introduction, H⊂ {h = 1} being singular at infinity implies that the
real projective algebraic variety (h = 0) is singular. Compared to the latter, our definition
allows us to keep track of where the singularity is located, since the other direction need
not necessarily hold even if we are assuming H to be a connected component of hyp1(h).
A concept related to the above definition is so-called regular boundary behaviour of
(G)PSR manifolds. Following [7], a (G)PSR manifold H⊂ {h = 1} is said to have regu-
lar boundary behaviour of it is not singular at infinity and −∂2h is positive semi-definite on
T ((R>0 ·H) \ {0}) with only one-dimensional kernel.

There are no general classification results for homogeneous real polynomials of degree
at least three. Restricting to hyperbolic polynomials or, equivalently, (G)PSR manifolds is
too lax of a restriction to obtain such results with currently available tools. However, by
further restricting either the degree of the polynomials, the dimension of the ambient space,
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or geometrical aspects of the (G)PSR manifolds, partial results have been obtained. The
following definition details the restriction to homogeneous spaces in our setting.

Definition 2·5. A (G)PSR manifold H⊂ {h = 1} of dimension n is called homogeneous if
there exists a Lie subgroup G ⊂ GL(n + 1) that acts transitively on H.

The reason to restrict to subgroups of the linear transformations in the above definition is
as follows. Linear transformations that leave the defining polynomial of a (G)PSR manifold
H invariant preserve the centro-affine metric g and consequently its Levi-Civita connection,
and preserve the centro-affine connection ∇ca, which is defined by the centro-affine Gauß
equation

DXY = ∇ca
X Y + g(X, Y)ξ

for all X, Y ∈X(H), where D denotes the flat connection of the ambient space and ξ denotes
the position vector field in the ambient space. For the other direction, we have the following
lemma.

LEMMA 2·6. Let H⊂ {h = 1} be a (G)PSR manifold and F an isometry of H. If F preserves
the centro-affine connection of H, there exists a linear transformation A of the ambient
space, such that A|H = F.

Proof. If F is an isometry of H⊂R
n+1 that additionally preserves ∇ca, we obtain from the

centro-affine Gauß equation that

DF∗X(F∗Y) = F∗DXY

for all X, Y ∈X(H). Let F denote the homogeneous extension of F degree one to the cone
U =R>0 ·H spanned by H, so that F(rp) = rF(p) for all r > 0 and all p ∈H. Choose a
frame {X1, . . . , Xn} of X(H ∩ V), where V ⊂ U is a possibly smaller open cone, such that
such a choice is possible. Then we define a frame {ξ , Y1, . . . , Yn} of X(V), where ξ again
denotes the position vector field and (Yi)rp = (rXi)p for all r > 0, p ∈H ∩ V , and all 1 ≤ i ≤ n.
The vector fields Y1, . . . , Yn are tangential to the level sets of h, and we have (F∗Yi)rp =
r(F∗Xi)p for all r > 0, p ∈H ∩ V , and all 1 ≤ i ≤ n, and we obtain DF∗Yi

(F∗Yj) = F∗DYiYj

for all 1 ≤ i, j ≤ n. Observe that (F∗ξ )q = dF
F

−1
(q)

(ξ
F

−1
(q)

) = F(F
−1

(q)) = ξq for all q ∈ V .

Hence, we have for all Z ∈X(V)

DF∗Z(F∗ξ ) = DF∗Zξ = F∗Z = F∗DZξ .

We further calculate using the torsion-freeness of the flat connection, F∗ξ = ξ , and
[F∗X, F∗Y] = F∗[X, Y] for all X, Y ∈X(V),

DF∗ξ (F∗Yi) = DF∗Yi
ξ + [F∗ξ , F∗Yi] = F∗ (Yi + [ξ , Yi]) = F∗

(
DYiξ + [ξ , Yi]

)= F∗Dξ Yi

for all 1 ≤ i ≤ n. This shows that F preserves the flat connection on V . From V being open in
the ambient space it follows that F is indeed a restriction of a linear map A, and that A|H = F
as claimed.

Remark 2·7. Homogeneous PSR manifolds and their defining hyperbolic cubics have been
completely classified for any dimension in [8]. The authors additionally study the homo-
geneous projective special and quaternionic Kähler manifolds that can be obtained via the
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supergravity r- and q-map, respectively, from homogeneous PSR manifolds. When restrict-
ing to curves, all hyperbolic polynomials h : R2 →R of degree τ ≥ 3 so that hyp1(h) is a
homogeneous space have been classified in [15]. Such curves are called special homogenous
curves, and any such polynomial is equivalent to

h = xτ−kyk

for precisely one k ∈ {1, . . . , �τ/2�}. Furthermore, there are complete classifications of PSR
curves [6], PSR surfaces [4], PSR manifolds with reducible defining polynomial [5], and
of GPSR curves with quartic defining polynomial [14]. When restricting to homogeneous
(G)PSR manifolds, it has been shown in [12] that homogeneous PSR manifolds are singular
at infinity, and the same has been shown for homogeneous GPSR manifolds with quartic
defining polynomial in [14]. It is at this stage unknown if a similar statement holds for
higher degrees of the hyperbolic defining polynomials, but we carefully expect a positive
answer. At least for GPSR surfaces we will show that this in fact holds in Proposition 1·2.

In this work, we will extend known classifications to homogeneous (G)PSR surfaces
independent of the degree of the defining polynomials.

Definition 2·8. A homogeneous (G)PSR surface defined by a hyperbolic polynomial
h : R3 →R of degree at least three is called special homogeneous surface.

For hyperbolic cubics in three variables, the classification of PSR surfaces in [4] techni-
cally already includes a classification of the two homogeneous cases, see [4, Theorem 1·1
(a) and (b)]. Our way of proving Theorem 1·1 will reproduce these two cases.

The next result is of technical nature. It allows us to study changes in the metric centro-
affine metric g near a given point, and furthermore an easy calculation of the curvature of
the centro-affine metric g.

PROPOSITION 2·9. Let h : Rn+1 →R be a hyperbolic polynomial of degree τ ≥ 3 and let
(x, y1, . . . , yn) = (x, yT) denote linear coordinates on R

n+1. Then for every hyperbolic point
p of h, there exists a linear transformation of the ambient space A ∈ GL(n + 1), such that
A
(

1
0

)= p, where
(

1
0

)= (1, 0, . . . , 0)T, and

A∗h = xτ − xτ−2〈y, y〉 +
τ∑

k=3

xτ−kPk(y), (2·1)

where 〈·, ·〉 denotes the induced standard Euclidean inner product on R
n and Pk : Rn →R,

3 ≤ k ≤ τ , are homogeneous polynomials of degree k, respectively.

Proof. [12, Proposition 3·1]

If a hyperbolic polynomial h is of the form (2·1), we say that h is in standard form.
This name, however, is not supposed to imply that bringing h to standard form is either
unique in general, as in the terms Pk(y) in general depend on the choice of the hyperbolic
point p, or necessarily the cure-all for solving different types of problems. For classification
problems in this work and e.g. in [5, 15], it is, more often than not, not a good starting
point. It has, however, been successfully used in the classification of hyperbolic quartics in
two variables, cf. [14]. Moreover, when not restricting to homogeneous spaces, the standard
form of hyperbolic polynomials will most likely be a good tool in understanding moduli

https://doi.org/10.1017/S0305004124000252 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004124000252


340 D. LINDEMANN AND A. SWANN

space structures. First results in this direction for a subset of hyperbolic cubics, independent
of the dimension, can be found in [13]. The advantage of having h in the form (2·1) is
that the centro-affine metric g at the point

(
1
0

)
is up to scale simply the scalar product

〈·, ·〉. Furthermore, the point
(

1
0

)
locally minimises the Euclidean distance of {h = 1} and

the origin. Additionally, the transformation A can be chosen to be smooth, at least locally
when ignoring possible monodromy issues that might arise globally on hyp1(h), leading to
an infinitesimal version of the terms Pk(y) and consequently for partial derivatives of g at(

1
0

)
. For technical details see [12, section 3]. Since the point p ∈ hyp(h) in Proposition 2·9

is arbitrary, this allows us to obtain the following formula of the scalar curvature of (G)PSR
manifolds. Note at this point that if h is in standard form, the point

(
1
0

)
is contained in

hyp1(h).

LEMMA 2·10. Let h : Rn+1 →R be a hyperbolic polynomial in standard form. Then the
scalar curvature S of the centro-affine metric on hyp1(h) at p = ( 1

0

)
is given by

S(p) = n(1 − n) + 9τ

8

n∑
i,j,k=1

(−P3(∂i, ∂i, ∂k)P3(∂j, ∂j, ∂k) + P3(∂i, ∂j, ∂k)2),
where we have identified the cubic polynomial P3 : Rn →R with its symmetric trilinear form
in Sym3 (Rn)∗, that is P3(∂i, ∂j, ∂k) = (1/6)∂i∂j∂kP3(y) for all 1 ≤ i, j, k ≤ n, and denote by
∂k = ∂yk the kth unit vector in R

n for all 1 ≤ k ≤ n.

Proof. [12, Proposition 3·9].

Note that the scalar curvature at
(

1
0

)
only depends on the term P3(y) in (2·1). For closed

PSR surfaces, the two homogeneous examples minimise, respectively maximise, the scalar
curvature in the following sense. For any closed PSR surface H, the scalar curvature S with
respect to the centro-affine metric takes values in

[−9/4, 0
]
. The extreme values are realised

by the two homogeneous PSR surfaces corresponding to

h1 = x3 − x
(
y2 + z2)+ 2

3
√

3
y3 + 1√

3
yz2, S = −9

4
,

h2 = x3 − x
(
y2 + z2)+ 2

3
√

3
y3 − 2√

3
yz2, S = 0.

The polynomial h1 belongs to Theorem 1·1 (ii), and h2 belongs to Theorem 1·1 (iii). For
any other closed PSR surfaces, the scalar curvature has only values in (−9/4, 0). For details
and proofs of these statements see [11, Proposition 5·12]. It is thus a natural question to ask
whether a similar kind of result holds for higher degree polynomials as well. The problem
is that even for quartics, closed quartic GPSR surfaces are not classified yet, and the diffi-
culty spike when comparing the classification of cubic curves [6] with quartic curves [14]
indicates that such a classification is a by no means easy task. We are however optimistic
that it will eventually be obtained, and our present results will at least help with formulating
conjectures about the respective scalar curvature behaviour. Also note that in [18, section 4]
the curvature of a GPSR surface with quartic defining polynomial is studied. This is, to
our knowledge, the only explicit study of a hyperbolic quartic in three real variables in this
context.
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Lastly in this section, we will introduce two Lemmas which are very helpful in excluding
polynomials during the proof of Theorem 1·1.

LEMMA 2·11. Let h : Rn+1 →R be a hyperbolic polynomial. Then the intersection of any
line L in the ambient space R

n+1 with any connected component H of hyp1(h) contains at
most finitely many points.

Proof. When restricted to L, (h − 1) is a real polynomial in one variable and thus has either
only finitely many or no zeros, or is identically zero along L. Suppose that the latter holds.
Then we can write L = {p + tv | t ∈R} for some v ∈R

n+1 \ {0} and some p ∈ hyp1(h). Since
h is constant along L, v is tangent to hyp1(h) at p since dhp(v) = 0, and so −∂2hp(v, v) = 0.
This is a contradiction to −∂2h restricted to Tphyp1(h) being positive definite, and to thus
the hyperbolicity of h.

LEMMA 2·12. Let h : Rn+1 →R be a hyperbolic polynomial and let H be connected com-
ponent of hyp1(h). Then in any linear coordinates of the ambient space, H is bounded away
from the origin with respect to the induced Euclidean norm.

Proof. By linear transformation being continuous, it suffices to prove this statement for a
fixed choice of linear coordinates on R

n+1. Suppose that H is not bounded away from the
origin 0 ∈R

n+1. This implies that 0 ∈H, which in turn by the continuity of h would imply
h(0) = 1. This is a contradiction to h being a homogeneous polynomial.

3. Proofs of our results

We will start with proving Theorem 1·1 and Proposition 1·3. We split the proof in two
cases, depending on the stabiliser of the polynomials being either one- or zero-dimensional.
In the one-dimensional stabiliser case, our ansatz is to fix the generator A of the stabiliser
of the studied polynomials, which by the hyperbolicity condition restricts A to be a genera-
tor of the circle group. We then classify all three-dimensional Lie subalgebras of gl(3) that
contain A and permit the polynomials to be hyperbolic, and subsequently study the corre-
sponding invariant polynomials. In the case of the stabiliser being discrete, we start with
fixing the generators of the two-dimensional Lie algebra that our polynomials are supposed
to be invariant under so that hyperbolicity cannot a priori be excluded, classify the different
possibilities in terms of explicit generators, and then check that the invariant polynomials are
hyperbolic. In any case, we then need to study which of the invariant polynomials h in each
considered case are pairwise inequivalent and describe the geometry of hyp1(h). It is then a
straight forward task to calculate the scalar curvature of the obtained special homogeneous
surfaces. Thereafter we will prove Proposition 1·2.

Proof of Theorem 1·1 and Proposition 1·3:

3·1. One-dimensional stabiliser

Suppose that H⊂ {h = 1} is a special homogeneous surface with one-dimensional sta-
biliser. For any p ∈H, the stabiliser with respect to p as a subgroup H of GL(3) in particular
preserves the bilinear form −∂2hp|TpH×TpH, which is positive definite by p being a hyper-
bolic point of H. Hence, the identity component H0 of H is a subgroup of SO(2), and for
dimensional reasons coincides with the latter. In the following, we will assume without
loss of generality that (x, y, z)T = (0, 0, 1)T ∈H and that H0 with respect to that point in
generated by
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A =
⎛
⎝0 −1 0

1 0 0
0 0 0

⎞
⎠ . (3·1)

We now write

h =
τ∑

k=0

zτ−kPk,

where Pk is a homogeneous polynomial of degree k in x, y for all 0 ≤ k ≤ τ . Then h being
invariant under A is equivalent for all Pk to be SO(2)-invariant under the standard represen-
tation. The antisymmetry of homogeneous polynomials of odd degree hence implies that
Pk = 0 for all odd k. The real valued function r =√x2 + y2 is homogeneous of degree 1,
SO(2)-invariant, and for even k we have that rk is a polynomial. Then Pk/rk being constant
on R

2 \ {0} implies that for k even, Pk and rk coincide up to scale. We can thus write

h =
� τ

2 �∑
�=0

c�zτ−2�(x2 + y2)�, (3·2)

where c� ∈R for all 0 ≤ � ≤ �τ/2�. We now need to find all such coefficients c�, such that the
connected component of {h = 1} containing (x, y, z)T = (0, 0, 1)T is a homogeneous space.

To do so, we will first determine all 3-dimensional Lie subalgebras of gl(3) that contain A
(3·1). For B = (Bij) ∈ gl(3) \ {0} we have

[A, B] =
⎛
⎜⎝−B12 − B21 B11 − B22 −B23

B11 − B22 B12 + B21 B13

−B32 B31 0

⎞
⎟⎠ , (3·3)

[A, [A, B]] =
⎛
⎜⎝−2B11 + 2B22 −2B12 − 2B21 −B13

−2B12 − 2B21 2B11 − 2B22 −B23

−B31 −B32 0

⎞
⎟⎠ . (3·3)

The first commutator [A, B] is symmetric in the upper left 2 × 2 block. We can without loss
of generality assume that this also holds for B, that is B12 = B21, by the skew-symmetric
property of A. Hence, the three matrices A, B, and [A, B] are linearly independent if and only
if B and [A, B] are linearly independent. Suppose that B = r[A, B] for some r �= 0. We quickly
see that B13 = B23 = B31 = B32 = 0, B22 = −B11. But then B11 = r(−2B21) = r2(−2B11 +
2B22) = −4r2B11, implying B11 = 0 and thereby B = 0, which contradicts B �= 0. Thus, A,
B, and [A, B] are linearly independent.

For {A, B, [A, B]} to generate a three-dimensional Lie subalgebra of gl(3), it is a necessary
condition that [A,[A, B]] lies in their span. Since [A,[A, B]] has a symmetric upper left 2 × 2
block, we need to check when rB + s[A, B] = [A, [A, B]] has a solution in r, s ∈R. Suppose
that r = 0 and s = 0 solves that equation. Then B must be of the form

B =
⎛
⎜⎝B11 −B21 0

B21 B11 0

0 0 B33

⎞
⎟⎠ (3·4)
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Since B12 = B21, this implies B21 = 0. By assumption, (0, 0, 1)T is a hyperbolic point of h.
Since B �= 0 and B is not an element of the Lie algebra of the stabiliser of that point by
construction, B33 �= 0 must hold. But then the image of

t �→ etB
(

0
0
1

)

is a ray, which is contained in H. This is a contradiction to Lemma 2·11. Thus, we can
exclude the case r = 0 and s = 0, or equivalently [A, [A, B]] = 0. Now suppose [A, [A, B]] �=
0. Since both [A, B] and [A,[A, B]] have a symmetric upper left 2 × 2 block with alternating
sign in the diagonal, we obtain that [A, B] and [A,[A, B]] must be linearly dependent, or
B22 = −B11. In the first case, that is r = 0, we obtain by comparing the diagonal entries of
s[A, B] = [A, [A, B]] that

sB21 = B11 − B22, s(B11 − B22) = −4B21.

Since s �= 0 by [A, [A, B]] �= 0, this implies that s2B21 = −4B21. This can only be fulfilled if
B21 = 0, which in turn implies B22 = B11. Hence, the upper left 2 × 2 blocks of [A, B] and
[A,[A, B]] vanish and the remaining equations in s[A, B] = [A, [A, B]] read

−sB32 = −B31, sB31 = −B32, −sB23 = −B13, sB13 = −B23.

This implies that s2B32 = −B32 and s2B23 = −B23. Since s �= 0, B23 = B32 = 0 and conse-
quently also B13 = B31 = 0. Hence, B is again of the form (3·4) and this case can also be
excluded. We are thus left with the case r �= 0. In that case, by the symmetry properties
of the upper left 2 × 2 blocks of [A, B] and [A,[A, B]] we necessarily have B22 = −B11

and B33 = 0. Suppose that s = 0. Then the upper left 2 × 2 block of rB = [A, [A, B]] is ful-
filled if either B11 = 0 and B12 = 0, or r = −4. In the latter case, the remaining equations of
rB = [A, [A, B]] imply that B13 = B31 = B23 = B32 = 0. But then B is an element of the Lie
algebra of the stabiliser of (0, 0, 1)T which we have excluded by assumption. Thus, for s = 0,
B must be of the form

B =
⎛
⎝ 0 0 B13

0 0 B23

B31 B32 0

⎞
⎠ , (3·5)

and we see that rB = [A, [A, B]] is fulfilled for B �= 0 if and only if r = −1. Lastly, if
both r �= 0 and s �= 0, again by using the symmetry argument from the case r �= 0 and
s = 0 we obtain B22 = −B11 and B33 = 0. The diagonal entries of rB + s[A, B] = [A, [A, B]]
are fulfilled if and only if (r + 4)B11 = 2sB21 and (r + 4)B21 = −2sB11, which implies
−(r + 4)2B21 = 2s2B21. Hence, B21 = 0, implying B11 = 0. This means that B is again of
the form (3·5). The remaining equations of rB + s[A, B] = [A, [A, B]] are fulfilled if and
only if

(r + 1)B13 = sB23, (r + 1)B23 = −sB13,

and the above equation with rows and columns swapped. We use r �= 0 and s �= 0 to
obtain −(r + 1)2B23 = s2B23 which shows that B23 = 0 and consequently B13 = 0. With
the same argument, we also find B32 = B31 = 0. But then B = 0, a contradiction to our
assumptions.
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Summarising, we have shown that {A, B, [A, B]} might only generate a 3-dimensional Lie
subalgebra of gl(3) with A as in (3·1) fulfilling the additional stabiliser condition, if B is of
the form (3·5). In that case, B = −[A, [A, B]], and we further calculate

[B, [A, B]] =
⎛
⎜⎝

B23B31 − B13B32 B13B31 + B23B32 0

−B13B31 − B23B32 B23B31 − B13B32 0

0 0 0

⎞
⎟⎠

Hence, [B,[A, B]] and A must be proportional to each other, meaning that B23B31 = B13B32

must hold. To reduce this problem further, observe that we might act with the stabiliser of
the point (0, 0, 1)T, which is given by matrices of the form(

M
1

)
∈ GL(3),

where M ∈ SO(2), via the adjoint action on B. We can also rescale B. By doing so we can
reduce our studies to the two cases

B̃ =
⎛
⎝0 0 1

0 0 0
0 0 0

⎞
⎠ , and B̂ =

⎛
⎝0 0 B13

0 0 B23

1 0 0

⎞
⎠ .

We can immediately exclude the case B̃ by noting that every non-constant orbit of the action
induced by B̃ is a straight line and using Lemma 2·11. We are thus left with the case B = B̂
and need to determine all polynomials h of the form (3·2) that are invariant under such a B
for some choice of B13, B23 ∈R.

We have by the infinitesimal symmetry property of B

dh( x
y
z

) (B ·
( x

y
z

))
= z(B13∂xh + B23∂yh) + x∂zh = 0.

Since the only terms in z(B13∂xh + B23∂yh) + x∂zh that contain summands with odd degrees
in y occur in zB23∂yh, every summand in the latter is in fact of odd degree in y, and since ∂yh
is not identically zero by the hyperbolicity of h, we conclude that B23 = 0. By rescaling in
the z-variable and using an overall scale for B, we thus might further assume that B13 = ±1.
If B13 = −1, the set {A, B, [A, B]} generates so(3), which has only compact orbits and thus
cannot act transitively on a special homogeneous surface. Hence, B13 = 1 so that

B =
⎛
⎝0 0 1

0 0 0
1 0 0

⎞
⎠ .

We will now show that any hyperbolic polynomial h that is invariant under B has even
degree τ . To do so, observe that the induced action of B on h and restricting to the plane {y =
0} commute. This and B acting non-trivially on {y = 0} means that the connected component
of {h = 1, y = 0} that contains the point (0, 0, 1)T is a special homogeneous curve, allowing
us to use their already available classification [15, Theorem 1·1]. Any connected special
homogeneous curve contained in a hyperbolic polynomial of degree τ is equivalent to the
connected component H of {̂h := xτ−kyk = 1} that contains the point (x, y)T = (1, 1)T for
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precisely one k ∈ {1, . . . , �τ/2�}. Note that H⊂ {x > 0, y > 0}. The identity component of
the symmetry group of h is generated by

B :=
(

1 0
0 k−τ

k

)
.

Hence, up to a coordinate change, B is precisely

B|{y=0} =
(

0 1
1 0

)
,

and this implies that 1 + (k − τ )/k = tr(B) = tr
(
B{y=0}

)= 0. This can only be fulfilled if τ is
even and k = τ

2 , showing that τ being even is a necessary requirement for the existence of a
hyperbolic polynomial invariant under A, B, and [A, B]. We now make the following ansatz.
We claim that for τ even,

h = (z2 − x2 − y2) τ
2 (3·6)

is a hyperbolic polynomial with the desired symmetries. We see that h is indeed of the
form (3·2) and we quickly check that (0, 0, 1)T is a hyperbolic point of h. Furthermore,
the term z2 − x2 − y2 and consequently h are invariant under SO(2, 1)+ with generators A,
B, and [A, B]. Hence, the connected special homogeneous surface H is diffeomorphic to
SO(2, 1)+/SO(2). Note that up to switching variables, h in (3·6) coincides with the polyno-
mial in Theorem 1·1 (i). In order to see that h in (3·6) is the unique invariant under A, B,
and [A, B], suppose that there is another such polynomial h. Then, by construction, (0, 0, 1)T

must be a hyperbolic point of h, implying that h and h coincide on the connected component
H of hyp1(h) that contains (0, 0, 1)T. By homogeneity, h and h must thus coincide on the
open set R>0 ·H, and from them being polynomials it follows they must coincide on the
whole ambient space. Hence, h = h.

It remains to determine the full symmetry group Gh of hyp1(h) with h as in (3·6) and to
calculate the scalar curvature of H. For τ/2 odd, Gh and the symmetry group of z2 − x2 − y2,
that is O(2, 1), coincide. We need to check that we do not get any additional symmetries
for τ/2 even. In that case {h > 0} has three connected components, two of which contain
connected special homogeneous surfaces. The third one is given by {z2 − x2 − y2 < 0}. But
the negative Hessian of h at any point in that set has signature (1,2), that is one positive and
two negative eigenvalues. Hence, {z2 − x2 − y2 < 0} does not contain a special homogeneous
surface. We conclude that for all τ ≥ 4, τ even, Gh = O(2, 1) and hyp1(h) has two connected
components which are isometric with respect to the restriction of −∂2h.

In order to calculate the scalar curvature of hyp1(h), we will transform h in (3·6) to stan-
dard form (2·1). But, up to rescaling in x, y and switching variables, h is already of standard
form, that is

h = zτ − τ

2
zτ−2(x2 + y2)+ τ (τ − 2)

8
zτ−4(x2 + y2)2 + terms of lower order in z.

From the above formula it follows for every τ ≥ 4 that the term P3 in (2·1) vanishes. Thus,
by Lemma 2·10 and the homogeneity of special homogeneous surfaces we obtain that the
scalar curvature S at each point in hyp1(h) with respect to the centro-affine metric is given
by S = −2.
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3·2. Locally free symmetry

The action of the automorphism group Gh on a special homogeneous surface H⊂ {h = 1}
is locally free if its stabiliser stabh satisfied dim (stabh) = 0. In that case, H is isomorphic to a
two-dimensional Lie group G ⊂ GL(3). The Lie algebra g of G is either affine or abelian, and
we will study both cases separately. In both cases, we will start with assuming one generator
to be of a certain form. Suppose that g is generated by A, B ∈ gl(3). We can, without loss of
generality after rescaling and acting adjointly with GL(3), assume that either A has only real
eigenvalues and is given by one of

A1 =
⎛
⎝λ 1 0

0 λ 1
0 0 λ

⎞
⎠ , λ ∈ {0, 1},

A2 =
⎛
⎝λ 1 0

0 λ 0
0 0 μ

⎞
⎠ , λ ∈ {0, 1}, μ ∈R,

A3 =
⎛
⎝1 0 0

0 λ 0
0 0 μ

⎞
⎠ , λ, μ ∈R,

or that A has one complex eigenvalue with non-vanishing imaginary part and is given by

A4 =
⎛
⎝λ −1 0

1 λ 0
0 0 μ

⎞
⎠ , λ, μ ∈R.

We will now show that some of the above generators can be excluded by using Lemmas 2·11
and 2·12. To do so, we need to study etAi for 1 ≤ i ≤ 4, t ∈R.

For λ = 0, A1 can not be excluded and it does in fact appear in our later classification, cf.
(3·7). But A1 with λ = 1 can be excluded. To see this, we calculate for A1, λ = 1,

etA1 = et

⎛
⎝1 t t2

2
0 1 t
0 0 1

⎞
⎠ .

Hence, for λ = 1 and all p ∈R
3, we have lim

t→−∞ etA1p = 0. This in particular holds for all

p ∈H and would thereby imply that the origin is in the closure of H. This is a contradiction
to Lemma 2·12 and we can thus exclude A1 with λ = 1.

For A2, suppose first that λ = 0. Then

etA2 =
⎛
⎝1 t 0

0 1 0
0 0 eμt

⎞
⎠ .

The existence of a point in the ambient space R3 that has an orbit that is not a line, which is a
necessary condition for hyperbolicity of said point, implies that μ �= 0. We can thus exclude
A2 for λ = 0, μ = 0. For λ = 1 we have
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etA2 =
⎛
⎝ et tet 0

0 et 0
0 0 eμt

⎞
⎠ .

Lemma 2·12 implies that μ < 0 is a necessary condition for H to be a connected component
of a hyperbolic level set, and we can thus exclude A2 for λ = 1 and μ ≥ 0.

The generator A3 has as only non-trivial orbits lines for λ = μ = 0, meaning that we can
exclude it by Lemma 2·11. We can also exclude λ > 0, μ > 0 since

etA3 =
⎛
⎝ et 0 0

0 eλt 0
0 0 eμt

⎞
⎠ ,

which in this case would imply that 0 is in the closure of H and, hence, contradicts
Lemma 2·12. After switching variables in the ambient space, the only cases that cannot
be excluded at this stage are thus λ ∈R, μ < 0. After possibly switching the first and third
variable of the ambient space and rescaling, we might assume λ ≥ 0 instead of λ ∈R.

Lastly, for A4 and λ = 0, neither value for μ ∈R can be excluded by Lemma 2·11 or
Lemma 2·12. After possibly switching the first and second variable in the ambient space
and after an overall sign change, we can for λ = 0 without loss of generality assume that
μ ≤ 0. Similarly, we can for λ �= 0 without loss of generality assume that λ > 0. In that
case,

etA4 =
⎛
⎝ et cos (t) −et sin (t) 0

et sin (t) et cos (t) 0
0 0 eμt

⎞
⎠ .

Hence, μ ≤ 0 is a necessary condition since for μ > 0 we have lim
t→−∞ etA4p = 0 for all p ∈

R
3 which would contradict Lemma 2·12. However, for μ = 0 and λ �= 0, the orbit of any

point p not contained in R · (0, 0, 1)T, in particular every hyperbolic point of h, would be
an unbounded subset of a plane E in R

3. Then h, restricted to any line in E, would have
infinitely many pre-images of h(p), which implies that h needs to be constant on E. This
contradicts the existence of hyperbolic points of h in E. Since the set of hyperbolic points
of h is open, this would contradict the hyperbolicity of h. Hence, for λ �= 0 we can exclude
μ = 0.

Summarising, we have the following possibilities for one generator of the Lie
algebra g:

a1 =
⎛
⎝0 1 0

0 0 1
0 0 0

⎞
⎠ , a2 =

⎛
⎝0 1 0

0 0 0
0 0 μ

⎞
⎠ , μ ∈R \ {0}, a3 =

⎛
⎝1 1 0

0 1 0
0 0 μ

⎞
⎠ , μ < 0,

a4 =
⎛
⎝1 0 0

0 λ 0
0 0 μ

⎞
⎠ , λ ≥ 0, μ < 0, a5 =

⎛
⎝λ −1 0

1 λ 0
0 0 μ

⎞
⎠ λ ≥ 0, μ < 0,

a6 =
⎛
⎝0 −1 0

1 0 0
0 0 0

⎞
⎠ . (3·7)

https://doi.org/10.1017/S0305004124000252 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004124000252


348 D. LINDEMANN AND A. SWANN

3·2·1 g non-abelian

Suppose that g is non-abelian. Then, for dimensional reasons, g must be the affine two-
dimensional Lie algebra. Choose a basis A, B of g with [A, B] = A. Then A is linearly
equivalent to some ai, 1 ≤ i ≤ 6. In the first step we need to find all B ∈ g linearly inde-
pendent from a given A = ai, 1 ≤ i ≤ 6, in (3·7), so that [ai, B] = ai. We can immediately
exclude all ai for 2 ≤ i ≤ 5. This follows from the fact that in these cases (ai)33 �= 0, but for
all B = (Bij)

([ai, B])33 = 0.

Hence, we only need to consider a1 and a6. We start with a1 and find that [a1, B] = a1 holds
if and only if B is of the form

B =
⎛
⎝B11 B12 B13

0 B11 + 1 B12

0 0 B11 + 2

⎞
⎠ .

We can without loss of generality assume that B12 = 0 by replacing B → B − B12a1. Then
we can write B as

B =
⎛
⎝b − 1 0 c

0 b 0
0 0 b + 1

⎞
⎠ , b, c ∈R, (3·8)

and we see that B has three distinct real eigenvalues b − 1, b, b + 1, independent of b, c ∈R.
Thus, Lemma 2·12 restricts b so that at least one of these eigenvalues is positive and one is
negative and, hence, b ∈ (−1, 1) is a necessary condition. In the next step we will determine
all homogeneous polynomials h of degree at least three that are invariant under a1 and B,
and check which ones are hyperbolic.

A homogeneous polynomial

h =
τ∑

k=0

k∑
�=0

Pk�zτ−kxk−�y�, (3·9)

Pk� ∈R for all k ∈ {0, . . . , τ }, � ∈ {0, . . . , k}, is invariant under a1 if and only if

τ∑
k=1

k∑
�=0

(k − �)Pk�zτ−kxk−�−1y�+1 +
τ∑

k=1

k∑
�=1

�Pk�zτ−k+1xk−�y�−1 = 0.

By shifting indices and combining sums, we find that the above equation is equivalent to

τ−1∑
k=1

k∑
�=1

(
(k − � + 1)︸ ︷︷ ︸

�=0

Pk(�−1) + (� + 1)︸ ︷︷ ︸
�=0

P(k+1)(�+1)

)
zτ−kxk−�y� (3·10)

+
τ∑

�=1

(τ − � + 1)︸ ︷︷ ︸
�=0

Pτ (�−1)x
τ−�y� +

τ−1∑
k=1

P(k+1)1zτ−kxk + P11zτ = 0.

Hence, Pk1 = 0 for all k ∈ {1, . . . , τ } and Pτ� = 0 for all � ∈ {0, τ − 1}, see Figures 3, 4 for
a visualisation of which indices must vanish for an odd and an even example of τ .
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Figure 3. Table of the indices (k, �) for τ = 7 in (3·9) that are marked with a solid black dot
represent Pk� = 0.

Figure 4. Compared with Figure 3, note that Pττ need not necessarily vanish at this point for τ

even, in this example τ = 8.

From

(k − � + 1)︸ ︷︷ ︸
�=0

Pk(�−1) + (� + 1)︸ ︷︷ ︸
�=0

P(k+1)(�+1) = 0 (3·11)

for all k ∈ {1, . . . , τ − 1}, � ∈ {1, . . . , k} we inductively obtain Pk� = 0 for all odd � with
� ≤ τ , and all k ∈ {�, . . . , τ }, see Figures 5, 6.

Similarly, we find that Pk� = 0 for � even, � < τ , and all k ∈ {τ − �(τ − � − 1/2)�, . . . , τ },
see Figures 7 and 8.

The remaining sets of coefficients for k even, 0 ≤ k ≤ τ ,{
P(k−i) (k−2i)

∣∣∣∣ 0 ≤ i ≤ k

2

}
,
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Figure 5. From (3·11) we obtain that more values Pk� must vanish in comparison with Figure 3.

Figure 6. As for τ odd in Figure 5, Pk� vanishes for more indices (k, �) for τ even.

are each determined by the choice of the value Pkk ∈R, respectively. Hence, the number
of free variables in h for it to be invariant under a1 is 1 + �τ/2�. Now, instead of study-
ing when h is invariant under B of the form (3·8), observe that we can diagonalise B via

C :=
⎛
⎝1 0 c

2
0 1 0
0 0 1

⎞
⎠ and obtain, independent of c ∈R,

C−1BC =
⎛
⎝b − 1 0 0

0 b 0
0 0 b + 1

⎞
⎠ , C−1a1C = a1.

Thus we can change basis so that c = 0 in B. Note that while a1 does not preserve the
eigenspaces of B spanned by the column vectors of C, we find that a1 instead either
maps them to zero, or shifts eigenspaces of B to the previous one when numbering by
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Figure 7. Repeating the argument for Figure 5 from (3·11), we obtain more indices (k, �) for
with Pk� = 0 must hold.

Figure 8. Analogous to Figure 7 and τ odd, we obtain vanishing conditions for Pk� for τ even.

column of C. Now for h to be invariant under B for c = 0, we note that for any mono-

mial M, dM
(

B ·
( x

y
z

))
∈R · M, implying that for M = zτ−kxk−�y�, 0 ≤ k ≤ τ , 0 ≤ k ≤ �, M

is invariant under B if and only if

b = b(k, �) = −τ + 2k − �

τ
.

Hence, h is invariant under B if and only if all of its monomials are invariant under B.
The condition b ∈ (−1, 1) thus implies (k, �) �= (0, 0) and (k, �) �= (τ , 0). We further find that
b(k, �) = b(K, L) if and only if (K, L) can be written as

(K, L) = (k + m, � + 2m)
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Figure 9. The potentially non-vanishing coefficients Pk� in h (3·12) for τ = 7, k = 3, marked
with white dots.

Figure 10. The analogue picture of Figure 9 for τ = 8, k = 4.

for some m ∈Z. Hence, h is invariant under B if and only if it is of the form

h =
min{k,τ−k,� τ

2 �}∑
m=0

P(k+m) 2mzτ−k−mxk−my2m (3·12)

with k ∈ {1, . . . , τ − 1} fixed and P(k+m) 2m ∈R for all 0 ≤ m ≤ min{k, τ − k, �τ/2�}. See
Figures 9, 10. for a visual representation of the potentially non-zero coefficients Pk� for two
examples of h.

By combining our results, we find that h is invariant under a1 and B if and only if it can
be written as

h =
k∑

m=0

P(k+m) 2mzτ−k−mxk−my2m
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for some fixed k ∈ {1, . . . , �τ/2�} with b = (−τ + 2k)/τ , and P(k+m) 2m fulfilling

P(k+m) 2m =
(

−1

2

)m (m

k

)
Pk 0 (3·13)

for all 1 ≤ m ≤ k with Pk 0 ∈R fixed. Since 1 ≤ k ≤ �τ/2�, we might further rewrite h as

h = Pk 0zτ−2k
(

zx − 1
2 y2
)k

. (3·14)

Now we need to check which of the above polynomials are hyperbolic and thereafter which
are pairwise inequivalent, and we need to describe the connected components of hyp1(h).
By rescaling we might assume without loss of generality that Pk 0 = ±1, and changing

coordinates (x, y, z) →
(

x − z, x + z,
√

2y
)

transforms h to

h = ±(x + z)τ−2k(x2 − y2 − z2)k.

Observe that in any case

{h = 0} = {x + z = 0} ∪ {x2 − y2 − z2 = 0},
meaning that the complement of {h = 0} in the ambient space R

3 has four connected com-
ponents. Only two of those are cones, namely the ones containing the points (1, 0, 0)T

and (−1, 0, 0)T. Thus, in order to check which of the above polynomials are hyperbolic,
it suffices to check whether at least one of the aforementioned cones contain a hyperbolic
point.

We start with the case of τ being odd. Then k < τ/2 is equivalent to k ≤ �τ/2�, and an
overall sign change (x, y, z) → (−x, −y, −z) maps h to −h, independent of k. Hence we
might assume Pk 0 = 1, so that

h = (x + z)τ−2k(x2 − y2 − z2)k. (3·15)

This further shows that if h is hyperbolic, hyp1(h) has one connected component. For p =
(1, 0, 0)T we then check that h(p) = 1 and

−∂2hp =
⎛
⎝ −τ (τ − 1) 0 (τ − 1)(−τ + 2k)

0 2k 0
(τ − 1)(−τ + 2k) 0 −τ (τ − 1) + 4k(τ − k)

⎞
⎠ . (3·16)

Using τ ≥ 3, 1 ≤ k < τ/2, and det
(−∂2hp

)= −8k2(τ − 1)(τ − k) < 0, we obtain that −∂2hp

has Minkowski signature, so p is in fact a hyperbolic point of h. The single connected com-
ponent of hyp1(h) is precisely given by the connected component of {h = 1} that contains
p. This follows from the fact connected homogeneous special surfaces span a cone, and the
only other potential candidate for a connected component of hyp(h) would have to contain
−p. But since τ is odd, h(−p) = −1. The full automorphism group Gh of h is thus generated
by the stabiliser of p, stabh

p, and the connected component of the identity transformation,

Gh
0. The latter is generated by a1 and B by construction. Any element of stabh

p is in par-
ticular an automorphism of the set {h = 0}, and more precisely must preserve {x + z = 0}
and {x2 − y2 − z2 = 0}, and their intersection {x + z = 0, y = 0} = span

{( 1
0−1

)}
. A matrix

https://doi.org/10.1017/S0305004124000252 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004124000252


354 D. LINDEMANN AND A. SWANN

A ∈ GL(3) maps p to itself and leaves {x + z = 0} and {x + z = 0, y = 0} = span
{( 1

0−1

)}
invariant if and only if it is of the form

A =
⎛
⎝1 u v

0 w 0
0 −u 1 − v

⎞
⎠

for some u, v, w ∈R
3, such that A is invertible. We verify that A preserves {x2 − y2 − z2 =

0} if and only if u = v = 0 and w = ±1. Hence, stabh
p contains only the identity and the

transformation y → −y. They commute with all elements of Gh
0 that are generated by

N−1BN =
⎛
⎝b 0 1

0 b 0
1 0 b

⎞
⎠ ,

but do not commute with elements generated by

N−1a1N = 1√
2

⎛
⎝0 1 0

1 0 1
0 −1 0

⎞
⎠ ,

where N describes the coordinate transformation (x, y, z) → (x − z,
√

2y, x + z). Hence,
Gh = Gh

0 �Z2.
Next let τ be even. In this case we can exclude k = �τ/2� = τ/2 since that will lead to

the one-dimensional stabiliser case studied in Section 3·1. So from here on we will assume
that 1 ≤ k < τ/2. If k is additionally even, for {h > 0} to not be empty Pk 0 = 1 is a necessary
requirement, meaning that h is again of the form (3·15). In general, if Pk 0 = 1, we check
that p = (1, 0, 0)T is a hyperbolic point of h just as we did for τ odd. In this case, hyp1(h)
has two isometric connected components that are related by (x, y, z) → (−x, −y, −z). The
negative identity transformation commutes with any element in Gh, and we find similar to
the case τ odd that Gh ∼= (Gh

0 �Z2
)×Z2. If τ is even and k is odd, we obtain the same

result as for τ even and k even if Pk 0 = 1. The missing case we need to study is thus τ even,
k odd, and Pk 0 = −1. The two connected components of the complement of {h = 0} that are
cones contain the points p and −p, respectively. In both cases however, h(p) = h(−p) = −1.
Hence, neither cone contains hyperbolic points of h, and by the supposed homogeneity and
consequent property that connected components of hyp1(h) are closed in the ambient space
[7, Proposition 1·8], we obtain that {h = 1} does not contain a special homogeneous surface.

It remains to show that the polynomials of the form h = (x + z)τ−2k
(
x2 − y2 − z2

)k, 1 ≤
k < τ/2, are pairwise inequivalent. To see this, recall that a supposed linear transformation
mapping h corresponding to k to h corresponding to k �= k must restrict to an automorphism
of the vector subspace {x + z = 0} ⊂R

3 that furthermore restricts to an automorphism of

span
{( 1

0−1

)}
. Observe that h has a zero of degree τ − 2k in every point {x + z = 0} ∩ {y �=

0}, but h has a zero of degree τ − 2k �= τ − 2k in every such point. This excludes h and h
being equivalent.

In order to determine the scalar curvature of the connected components of hyp1(h) with
respect to the centro-affine metric g, we will construct a left-invariant orthonormal frame

https://doi.org/10.1017/S0305004124000252 Published online by Cambridge University Press

https://doi.org/10.1017/S0305004124000252


Special homogeneous surfaces 355

{X, Y} of TH. We will work in our initial linear coordinates, so that

h = zτ−2k
(

xz − 1

2
y2
)k

as in (3·14). In these coordinates, it follows from (3·16) that the point q := (1, 0, 1)T with
h(q) = 1 is hyperbolic. We calculate

a1q =
⎛
⎝0

1
0

⎞
⎠ , Bq =

⎛
⎝b − 1

0
b + 1

⎞
⎠ ,

where we recall that b = (−τ + 2k)/τ , and verify that −∂2hq(a1q, Bq) = 0. We further check
that

gq(a1q, a1q) = k

τ
, gq(Bq, Bq) = 4k(τ − k)

τ 2
,

and thus define X and Y to be the left-invariant extensions of Xq := √
τ/ka1q and Yq :=

τ/2
√

k(τ − k)Bq, respectively. For their Lie bracket we obtain using [a1, B] = a1 that

[X, Y] = τ

2
√

k(τ − k)
X.

Using Koszul’s formula, we find for the Levi–Civita connection ∇ of (H, g)

∇XX = − τ

2
√

k(τ − k)
Y , ∇XY = τ

2
√

k(τ − k)
X, ∇YX = 0, ∇YY = 0.

Hence, the non-vanishing terms of the Riemannian curvature tensor R are determined by

R(X, Y)X = τ 2

4k(τ − k)
Y , R(X, Y)Y = − τ 2

4k(τ − k)
X,

and the scalar curvature of (H, g) is given by

S = − τ 2

2k(τ − k)
.

Note that this result coincides with [11, Proposition 5·12] for the special case τ = 3, k = 1.
We further observe that the assignment k �→ S for 1 ≤ k ≤ �τ/2� is injective, which follows
from ∂k(k(τ − k)) > 0 for all k ∈ (0, �τ/2�). This also presents an alternative way to see that
the polynomials h in (3·2·1) are inequivalent for different values of k.

Lastly, we study the case a6. The equation [a6, B] = a6 is equivalent to B being of the
form

B =
⎛
⎝B11 −B12 0

B12 B11 − 1 0
0 0 B33

⎞
⎠ .

After adding −B12a6 to B, we might assume that B12 = 0. If B33 = 0, both the induced
actions of a6 and B restrict to any plane orthogonal to (0, 0, 1)T, which contradicts the hyper-
bolicity of the considered polynomial. Hence, we can assume without loss of generality that
B is given by
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B =
⎛
⎝b 0 0

0 b − 1 0
0 0 b + c

⎞
⎠ , b, c ∈R,

so that the set {b, b − 1, b + c} contains at least one negative and at least one positive number,
which follows from Lemma 2·12. When studying one-dimensional stabilisers, we have seen
that h being invariant under a6 requires it to be of the form (3·2). We now calculate and find

that dh( x
y
z

) (B ·
( x

y
z

))
= 0 is equivalent to

c�

(
(bτ + c(τ − 2�))x2 + (bτ − 2� + c(τ − 2�))y2

)
= 0

for all 0 ≤ � ≤ �τ/2�, where c� is used as in equation (3·2). Hence the only potentially non-
zero coefficient c� is c0. But h = c0zτ is not a hyperbolic polynomial. This excludes the
generator a6 and finishes the case of g being non-abelian.

3·2·2. g abelian

Now suppose that g is abelian. For B = (Bij) ∈ gl(3) we have to study [ai, B] = 0 for all
1 ≤ i ≤ 6 and then determine which of these pairs (ai, B) are linearly independent. In the
following, (x, y, z) denote linear coordinates on R

3. We will first classify all two-dimensional
abelian Lie subalgebras of gl(3) that potentially act transitively on a special homogeneous
surface, and in the second step classify the respective hyperbolic polynomials.

For a1, we obtain [a1, B] = 0 if and only if B is of the form

B =
⎛
⎝B11 B12 B13

0 B11 B12

0 0 B11

⎞
⎠ .

Hence, B has one eigenvalue, namely B11. For B11 �= 0, the origin in in the closure of every
orbit of the induced action of B and this case can thus be excluded by Lemma 2·12. For
B11 = 0 and B �= 0, a1 and B being linearly independent implies that B must be equivalent to⎛
⎝0 1 0

0 0 0
0 0 0

⎞
⎠. This case is excluded by Lemma 2·11. Hence, there exists no two-dimensional

abelian Lie subalgebra of gl(3) acting on a special homogeneous surface with one generator
being a1.

For a2, [a2, B] = 0 requires B to be of the form

B =
⎛
⎝B11 B12 0

0 B11 0
0 0 B33

⎞
⎠ . (3·17)

We thus obtain three cases up to scale for B, depending on the sign of B11 and B12,

b21 =
⎛
⎝1 0 0

0 1 0
0 0 b

⎞
⎠ , b < 0, b22 =

⎛
⎝1 1 0

0 1 0
0 0 b

⎞
⎠ , b < 0, b23 =

⎛
⎝0 1 0

0 0 0
0 0 b

⎞
⎠ , b �= 0.

The respective conditions for b are, again, implied by Lemmas 2·11 and 2·12. Independent
of the choice for b in b23, that case can be excluded by noting that either a2 and b23
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are linearly independent, or the studied hyperbolic polynomial must be invariant under

a2 − b23 =
⎛
⎝0 0 0

0 0 0
0 0 μ − b

⎞
⎠, which contradicts Lemma 2·11. Furthermore, after replacing

b22 → b22 − a2, we are left with only one case, namely b21. This is a special case for the
first generator being a4 which we will keep in mind. Since b < 0 in the definition of b21, h
is invariant under a2 − μ

b b21, which is up to scale equivalent to one of

⎛
⎝1 0 0

0 1 0
0 0 0

⎞
⎠ ,

⎛
⎝1 1 0

0 1 0
0 0 0

⎞
⎠ ,

⎛
⎝0 1 0

0 0 0
0 0 0

⎞
⎠ . (3·18)

But all of the above cases are in contradiction to Lemma 2·11 or Lemma 2·12. We conclude
that there exists no two-dimensional abelian Lie subalgebra of gl(3) acting on a special
homogeneous surface with one generator being a2.

Next consider a3. For B to fulfil [a3, B] = 0, it must, as for a2, be of the form (3·17).
With an analogous argument as for the case a2 we obtain that, up to a linear transformation,
the corresponding hyperbolic polynomial would be invariant under one of the matrices in
(3·18), contradicting Lemma 2·11 or Lemma 2·12. Hence, we can also exclude a3 as the
first generator for our desired abelian Lie subalgebra of gl(3).

Next, consider the generator a4. Then [a4, B] = 0 is equivalent to B being of the form

B =
⎛
⎝B11 0 0

0 B22 0
0 0 B33

⎞
⎠

for λ ∈R≥0 \ {1}, and of the form

B =
⎛
⎝B11 B12 0

B21 B22 0
0 0 B33

⎞
⎠

for λ = 1. We start with the case λ ∈R≥0 \ {1}. After changing B → B − B11a4, rescaling,
and using either Lemma 2·11 or Lemma 2·12, we might assume that B is of the form

B =
⎛
⎝0 0 0

0 1 0
0 0 b

⎞
⎠ , b < 0.

Note this excludes the case of the generators being a4 and a2 as discussed above. For λ ∈
R≥0 \ {1} we might use alternative generators for the spanned abelian Lie subalgebra of a4

and B by replacing a4 → a4 − λB, namely B and A :=
⎛
⎝1 0 0

0 0 0
0 0 a

⎞
⎠ for some a < 0. The

latter condition comes, again, from Lemma 2·11 and Lemma 2·12. For λ = 0, we can simply
relabel μ = a and obtain the same set of generators.

Next, consider λ = 1. Since for λ = 1, a4 is invariant under the adjoint action of GL(2) ×
Idz and under switching the variables x and y of the ambient space, we can, after rescaling,
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assume without loss of generality that B is either diagonal, or of one the forms

b41 =
⎛
⎝1 1 0

0 1 0
0 0 b

⎞
⎠ , b < 0, b42 =

⎛
⎝0 1 0

0 0 0
0 0 b

⎞
⎠ , b �= 0,

b43 =
⎛
⎝1 −c 0

c 1 0
0 0 b

⎞
⎠ , c > 0, b < 0.

Note that we have again used Lemmas 2·11 and 2·12 to obtain the respective ranges for b
and c in the above equation. The diagonal case has already been covered in our study of
the related λ ∈R≥0 \ {1}. Since, up to relabelling of the variables, b41 − a4 = a3 for λ = 1,
and that case has already been shown not to admit an abelian Lie subalgebra fulfilling our
hyperbolicity conditions, we can exclude the second generator being b41. Similarly, the case
b42 can be excluded. For b43, we can replace b43 → b43 − a4 and after rescaling obtain the

generator B :=
⎛
⎝0 −1 0

1 0 0
0 0 b

⎞
⎠ with b < 0. The abelian Lie subalgebra span{a4, B} of gl(3)

is also a special case of the upcoming case with first generator being a5.
Suppose lastly that the first generator is either a5 or a6. For [a5, B] = 0, respectively

[a6, B] = 0, to hold, the upper left 2 × 2-block of B must correspond to a complex number,
that is B must be of the form

B =
⎛
⎝ B11 B12 0

−B12 B11 0
0 0 B33

⎞
⎠ .

For B12 = 0, it follows that B11 �= 0 by either Lemma 2·11 or Lemma 2·12, and we are in
one of the cases with first generator being a4 studied above. For B12 �= 0, we might replace
B → B + B12a5, respectively B → B + B12a6, and are precisely in the latter case again.

Summarising, we have shown the following. Up to isomorphism, there exist two two-
parameter families of abelian Lie subalgebras of gl(3) that at this point can not be excluded
to act transitively on a special homogeneous surface, namely

g1 := span {A1, B1} , A1 =
⎛
⎝1 0 0

0 0 0
0 0 a

⎞
⎠ , B1 =

⎛
⎝0 0 0

0 1 0
0 0 b

⎞
⎠ , a < 0, b < 0, (3·19)

g2 := span {A2, B2} , A2 =
⎛
⎝1 0 0

0 1 0
0 0 a

⎞
⎠ , B2 =

⎛
⎝0 −1 0

1 0 0
0 0 b

⎞
⎠ , a < 0, b < 0.

For both families we now need to determine the values of a and b, so that there exists a
hyperbolic polynomial that is invariant under g1 or g2, respectively. We then need to classify
all such hyperbolic polynomials up to equivalence.

We start with g1. Note that for all monomials M in (x, y, z), both dM
(

A1 ·
( x

y
z

))
and

dM
(

B1 ·
( x

y
z

))
are contained in R · M. Hence, a homogeneous polynomial h of degree

τ ≥ 3 is invariant under g1 if and only if all its monomial terms are. Let M = mzτ−kxk−�y�
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for some m �= 0, k ∈ {0, . . . , τ }, � ∈ {0, . . . , k}. We find that the monomial M is invariant
under g1 if and only if

a(τ − k) + k − � = 0, b(τ − k) + � = 0. (3·20)

The above two equations do not admit a solution with k = 0, since then by assumption � = 0
and consequently a = b = 0, contradicting the definition of g1. For k = τ , the second equa-
tion implies � = 0, thereby contradicting the first of the two equations. Hence, (3·20) has a
solution if and only k ∈ {1, . . . , τ − 1}, which is given by

a = � − k

τ − k
, b = − �

τ − k
. (3·21)

Note that a < 0 and b < 0 imply that � ∈ {1, . . . , k − 1}, which allows us to further restrict
the range of k to {2, . . . , τ − 1}. Assume that a and b are as above for a chosen triple of
(τ , k, �). We will show that for τ fixed there exist no other such triple leading to the same
values of a and b. Suppose that

� − k

τ − k
= L − K

τ − K
, − �

τ − k
= − L

τ − K
, (3·22)

for triples (τ , k, �), (τ , K, L) ∈N≥3 × {2, . . . , τ − 1} × {1, . . . , k − 1}. By substituting the
second equation in (3·22) into the first, we obtain −k/(τ − k) = −K/(τ − K) which is eas-
ily shown to hold if and only if −τ/(τ − k) = −τ/(τ − K). Hence, k = K, and this implies
� = L. Summarising, we have shown that a homogeneous polynomial h is invariant under g1

if and only if a and b fulfil (3·21) and, up to positive rescaling, h = ±zτ−kxk−�y� for a choice
of (τ , k, �) ∈N≥3 × {2, . . . , τ − 1} × {1, . . . , k − 1}. We can further restrict to

h = zτ−kxk−�y�,

either by (x, y, z) → (−x, −y, −z), or by noting that if τ − k, k − �, and � are all even,
−zτ−kxk−�y� is non-positive, thus excluding hyperbolicity. We now need to study which
of the polynomials of the form h = zτ−kxk−�y� are hyperbolic. It will turn out that, in fact,
all of them are. To show this it suffices that in each case, p = (1, 1, 1)T is a hyperbolic point
of h. The latter point it contained in {h = 1}, and we further know by Euler’s theorem for
homogeneous functions that

−∂2hp (p, p) = −τ (τ − 1) < 0.

Recall that Tp{h = 1} is orthogonal to R · p with respect to −∂2hp. Thus, in order to show
that p is a hyperbolic point it suffices to show that det

(−∂2hp
)
< 0 and that for some v ∈

Tp{h = 1} = ker ( dhp) we have −∂2hp(v, v) > 0. We check that

det
(−∂2hp

)= −�(τ − 1)(τ − k)(k − �),

which is negative for the allowed values of τ , k, �. We further calculate dhp = (k − �) dx +
� dy + (τ − k) dz, and choose v = (0, τ − k, −�)T. We obtain

−∂2hp(v, v) = �(τ − k)(τ − k + �) > 0

as required. Hence, h is indeed hyperbolic.
It remains to describe the connected components of hyp1(h) and the automorphism group

Gh for each allowed triple (τ , k, �). Note that {h = 0} = {x = 0} ∪ {y = 0} ∪ {z = 0}, meaning
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that {h �= 0} has eight connected components. For τ odd, either 1 or 3 out of the exponents
τ − k, k − �, � must be odd. In any of these cases, we see that {h > 0} has four connected
components and, in fact, coincides with hyp1(h). The connected components are pairwise
isometric via combinations of sign flips in the coordinates x, y, z. For τ even, either 0 or 2
out of the exponents τ − k, k − �, � must be odd. In the first case we find that hyp1(h) has
eight isometric connected components, and in the latter case hyp1(h) again has four isometric
connected components. In order to find the automorphism group Gh of h we need to find the
stabiliser of p and determine which of its elements are not obtained from combinations of
sign flips in the coordinates x, y, z. To do so, we write

h = xaybzc, a, b, c ∈N, a + b + c = τ , a ≤ b ≤ c. (3·23)

Every element s of stabh
p must preserve the union of the pairwise intersections of {x = 0},

{y = 0}, and {z = 0}, since s is in particular a continuous map. Since s is linear, it can thus be
written as the composition of a diagonal linear transformation and a permutation of coordi-
nates. Since any variable switch maps p to itself and p is by assumption an eigenvector of s
with eigenvalue 1, we find that s must be, up to switching coordinates, the identity transfor-
mation. Thus, stabh

p is either trivial if a < b < c, isomorphic to Z2 if a ≤ b < c or a < b ≤ c,
or isomorphic to the group of permutations of a set with three elements σ3. Since no combi-
nations of sign flips in x, y, z that is not the identity preserves any connected component of
hyp1(h) and elements of g1 are diagonal, we find that for a, b, c even

Gh ∼=

⎧⎪⎪⎨
⎪⎪⎩

a < b < c: R
2 ×Z

3
2,

a = b < c or a < b = c:
(
R

2 ×Z
3
2

)
�Z2,

a = b = c:
(
R

2 ×Z
3
2

)
� σ3,

(3·24)

and for at least one of a, b, c odd

Gh ∼=

⎧⎪⎪⎨
⎪⎪⎩

a < b < c: R
2 ×Z

2
2,

a = b < c or a < b = c:
(
R

2 ×Z
2
2

)
�Z2,

a = b = c:
(
R

2 ×Z
2
2

)
� σ3.

(3·25)

It remains to show that the polynomials h as in (3·23) are pairwise inequivalent. Similarly
to the calculation of the stabiliser of p above, we note that any supposed transformation
relating two such polynomials must be compositions of switching variables and a diagonal
transformation. The condition a ≤ b ≤ c thus excludes that two distinct polynomials of the
form (3·23) are equivalent.

Next consider g2 and suppose that a hyperbolic polynomial h is invariant under it. Then h
is in particular invariant under C := B2 − (b/a)A2, which is of the form

C =
⎛
⎝ c −1 0

1 c 0
0 0 0

⎞
⎠ , c < 0.

Hyperbolicity is an open condition and, hence, there exists a hyperbolic point p of h that

is not contained in span
{(

0
0
1

)}
, and h is constant along f (t) := etCp, t ∈R. Since c �= 0,

it follows that f is not periodic. The image of f is contained in the affine plane E := p +
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span
{(

1
0
0

)
,
(

0
1
0

)}
, and every line L therein intersects the image of f in countably infinitely

many distinct points. Hence, by being a polynomial, h must be constant along L, which is a
contradiction to Lemma 2·11. We conclude that there exists no hyperbolic polynomial h that
is invariant under g2.

Next, we show that the scalar curvature of every special homogeneous surfaces H con-
tained in the level set of h = xaybzc as in (3·23) with respect to the centro-affine fundamental
form g vanishes. Using a right-invariant, with respect to g orthonormal, frame X1, X2 of
TH, we obtain from g1 (3·19) being abelian and Koszul’s formula that ∇g

Xi
Xj = 0 for

all i, j ∈ {1, 2}. Hence, the curvature of (H, g) vanishes. Alternatively, we can consider a
left-invariant orthonormal co-frame θ = ( e1

e2

)
of T∗H, so that

0 = dθ = −ωLC ∧ θ ,

where ωLC denotes the connection form of the Levi-Civita connection ∇g. The above equa-
tion follows from g1 being abelian and, hence, dei(X, Y) = −ei ([X, Y]) = 0 for i ∈ {1, 2} and
all X, Y ∈X(H). Thus, ωLC = 0, showing that the curvature form 
LC = dωLC + ωLC ∧ ωLC

must also vanish identically.
This finishes the proof of Theorem 1·1 and Proposition 1·3.

3·3. Special homogeneous surfaces are singular at infinity

Proof of Proposition 1·2: All connected components of the special homogeneous surfaces
listed in Theorem 1·1 are isomorphic. Hence, it suffices to prove Proposition 1·2 for any
chosen connected component in each case.

For Theorem 1·1 (i), dh vanishes identically on {h = 0}. Hence, every connected
component of hyp1(h) is singular at infinity.

The boundary of one of the connected components of hyp(h) in Theorem 1·1 (ii) contains
the ray L =R>0 · (1, 0, −1)T. For any choice of k with 1 ≤ k < τ/2 we find that dh vanishes
identically along L. Hence, any connected component of hyp1(h) is singular at infinity.

Lastly, observe that in any case listed in Theorem 1·1 (iii), one connected component
of hyp(h) is given by {x > 0, y > 0, z > 0}, and its boundary contains the positive rays in
the coordinate axis. We now check that that e.g. along {x > 0, y = 0, z = 0}, dh vanishes
identically. This shows that also in this case, every special homogeneous surface is singular
at infinity.
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