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Abstract

In this paper we introduce multitype branching processes with inhomogeneous Poisson
immigration, and consider in detail the critical Markov case when the local intensity r ()
of the Poisson random measure is a regularly varying function. Various multitype limit
distributions (conditional and unconditional) are obtained depending on the rate at which
r(t) changes with time. The asymptotic behaviour of the first and second moments, and
the probability of nonextinction are investigated.
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1. Introduction

In this paper we introduce multitype branching processes with inhomogeneous Poisson
immigration, and our main goal is the investigation of the critical Markov case. Sevastyanov
[20] proposed the first branching model with immigration in the single-type Markov case
with homogeneous Poisson immigration. Jagers [12] generalized this model to the Bellman—
Harris setting, and further extensions were presented in [22] and [23]. On the other hand, the
Sevastyanov branching process (see [21]) extends the Bellman—Harris process by allowing the
lifespan and offspring of each individual to be dependent. Critical single-type Sevastyanov
processes with inhomogeneous Poisson immigration were studied in [8] and [14]. The super-
and sub-critical cases were investigated in [9] and [10]. Multitype Markov branching processes
with homogeneous Poisson immigration were considered in [16], [18], and [19], and some
cases with time-dependent immigration in [3] and [4].

Jagers [13, Chapter 9] illustrates well that branching processes offer useful models of cell
population kinetics. In [11] we used multitype branching processes to study stress erythro-
poiesis; the model included an immigration process to describe the influx of cells into the pool
of progenitor cells that generate the red blood cells. This influx of cells was assumed to be time
homogeneous, but there are situations in which it depends on time so branching processes with
inhomogeneous Poisson immigration should be considered. The scarcity of results for such
models motivated this work.

This paper is organized as follows. In Section 2 we introduce a class of multitype branching
processes in which individuals evolve independently of each other and arise from an immigration
process at time points generated by a Poisson random measure. The probability generating
function (PGF) of these processes is obtained in Theorem 1.
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Our investigations then concentrate on multitype critical Markov branching processes with
inhomogeneous Poisson immigration. These models are formulated in Section 3. Their asymp-
totic behaviour is investigated in Sections 4 and 5. Unless stated otherwise, results are
established in the case that the local intensity function »(¢) of the Poisson random measure
is regularly varying (RV). The first and second moments are studied in Section 4.1, and the
probability of nonextinction W (¢) is investigated in the three theorems of Section 4.2. These
theorems provide conditions under which W (#) converges either to 1, or to some positive
constant smaller than 1, or to O (at different rates) depending on r(¢).

Finally, limit distributions are established in the eight theorems of Section 5. Theorems 6
and 7 are respectively interpreted as a law of large numbers and a central limit theorem (with
degenerate multivariate normal distribution). Other degenerate multitype limit distributions, in
which the marginal random variables are almost surely (a.s.) identical, are obtained depending
on the particular asymptotic rates of r(¢) (Theorems 8—13). For example, when r(¢) converges
to some positive constant (Theorem 8), the limiting univariate margins are gamma distributed.
This finding generalizes an earlier result due to Sevastyanov in the single-type critical Markov
case with homogeneous Poisson immigration [20]. On the other hand, Theorem 13 establishes
a result similar to that satisfied by the critical multitype Markov branching process without
immigration (see Sevastyanov [21]). We note that the other limit distributions established in
this paper have no equivalent among existing results for multitype Markov branching processes
with or without homogeneous Poisson immigration. These novel asymptotic behaviours arise
from the fact that the immigration processes we consider are time inhomogeneous.

Comments that help with the interpretation of the results are provided in the concluding
Section 6 where also we compare our results with those in the extant literature. Note finally
that Theorem 1 makes it possible to investigate the properties of sub- and super-critical Markov
processes and multitype age-dependent branching processes. Establishing these properties
remains an open problem.

2. Poisson random measures and multitype branching processes

We consider a population that consists of d types of cells (individuals, particles), and evolves
in accordance with an immigration process and a branching mechanism.

Let0 < T1 < T» < --- be random time points arising from a Poisson random mea-
sure (1) = Zfil 1(1,<sy, t = 0, with local intensity r(#) > 0 and mean measure R(t) =
Jor(x)dx. Then P{I1(t) = n} = e ROR"(t)/n! for n = 0,1,.... Assume that I; =
(g1, ---5 Ika), Kk = 1,2, ... are independent and identically distributed (i.i.d.) nonnegative

integer-valued random vectors with PGF

g®) =Els"l= Y P =a)s®  s=(s1,....50), Is| <1,
acNd
where s% = ]_[;1:1 sf‘ " for every @ = (i, ...,aqg). We consider the marked point process
{(Tx, It), k = 1,2, ...}, interpreting the vector I as the number of immigrants joining the
population at time 7.

Let Z = {Z;(t) = (Zi1(t), Zia(t), ..., Zig(t)),i = 1,...,d;t > 0} be a multitype
branching process, where, for i, j = 1,...,d, Z;;(t) denotes the number of type-j cells
at time ¢ produced from a single type-i cell born at # = 0, and we assume that cells evolve
independently of each other.

Introduce next the PGF F;(t;5) = Y, e P{Z; (1) = at}s*, with F;(0,s) = s;, and define
the vector F(t;s) = (F1(t;s), Fa(t;s), ..., F4(t; 5)).
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Let Z ={Z;(t) = (Zx1(t), ..., Zra(t));t = 0;k = 1,2,...} be iid. copies of Z, but
with initial conditions Zk (0) = I;. Then, because the individual evolutions are independent,
E[s4®] = g(F(t;s)). We assume that the sets Zand I = {I1(z), t > O} are independent.

Define the process

()

Y() = Z Zi(t — T)linwso, t =0, Y(0) =0. (1)
k=1
Its first increment occurs when the first batch of I} immigrants enters the population at time
Ty, each of which evolves independently and in accordance with a process Z. A second batch
of I, immigrants arrives at time 73, etc. Wereferto Y = {Y (¢t) = (Y1(¢), ..., Y4(2)), t = 0}
as a d-type branching process with inhomogeneous Poisson immigration (dBPiPI).

Theorem 1. If ®(t; s) = E[sY D], then

t
O(155) = exp{—/ r(t —x)[1 — g(F(x; S))]dX}, @(0;5) =1, (2)
0
where F(t;s) = (F1(t;s), ..., Fy(t;s)) is defined above.
Proof. Equation (1) leads directly to ®(¢; s) = ZZOZO P{I1(t) = n}A,(t; s) where
At s) = E{szl?:(tl) Zi(t—Ti) >0} | TI(¢) = n}.
Let x; < --- < x,. Then, using the assumption that individuals evolve independently,
t ot t n
Ant; 9) =/ / | TTeF@—xispdP(Ti < x1e T < ).
0 Jx Xn—1 ;-1

Let R~!(-) denote the inverse function of the mean measure R(-). Itis well known (see, e.g. [17,
Chapter 4]) that () = [T(R™!(¢)) is a Poisson process with constant rate 1, and & := R(T})
is gamma distributed with parameters k and 1,k = 1, 2, ... . Hence,
P{Ty <x1,..., Ty S x} =PRT'(ED < x1,..., RTH(E) < xa)
=P{& < R(x1), ..., 80 < R(xp)}.

The order statistics property of a Poisson process with bounded local intensity (see, e.g. [17,
Theorem 4.5.2]) implies the third equality in

| t pt t n
sty =i [ [0 TTePa = sisnaresn .. ara)
X1

R™( Hn=lj=1
Sl L[

= r(xj))g(F(t —x;;s))dx, ... dx
R0 Jo Jo S LA e

1 /t /t /Iﬁ
n r(xi)g(F(t —x;;8))dxy ... dxy,
R"(t) Jo Jo 0 iy

n
fen ) =] [reg(F —xiss)
i=1
is a symmetric function. Hence, A, (¢; s) = {fot r(x)g(F(t —x;s))dx/R(t)}", and the result
follows from the identity @ (¢; s) = exp{—R(¢) + fot r(x)g(F(t —x;s))dx}. O

because

https://doi.org/10.1017/apr.2018.81 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2018.81

214 K.V.MITOV ET AL.

Remark 1. Equation (2) is valid for a broad class of branching processes in which individuals
evolve independently of each other. Such processes include multitype Markov, Bellman—Harris,
Sevastyanov, and Crump-Mode—Jagers branching models, as described in various monographs:
Harris [7], Sevastyanov [21], Mode [15], Athreya and Ney [2], Jagers [13], and Asmussen and
Hering [1].

3. Multitype Markov branching processes with inhomogeneous Poisson immigration

From now on we consider the case that Z is a multitype Markov branching process; that
is, the lifespan 7; and the offspring vector v; = (v;1, ..., vig) of any type-i cell are inde-
pendent, G; (1) = P{r; <t} =1—e /% and h;(s) = E[s"] = Y owend Pas® i =1,...,d.
Under these assumptions, the PGFs F;(¢; s) = ZaeNd P{Z;(t) = a}s® satisfy the system of
differential equations

d
0 0 0
S FG9)=f(F@s), - Fs) = gﬁma—slf(n s),  F(0;s)=s,

where f;(s) = [h;(s)—s;]/u; are the infinitesimal generating functionsand f(s) = (fi(s), ...,
fa(s)). Under these assumptions, Y (¢) is a d-type Markov branching process with inhomoge-
neous Poisson immigration (dMBPiPI). For 1 <i, j <d, let

A0F;(t;s)

Aij(t) =E[Z;;)] = o5
j

9
s=1

and introduce the matrix of first infinitesimal characteristics

afi(s)

a = (ajj)1<i,j<d» Where a;; = .
j

s=1

It is well known that A(t) = (A;;(t))1<i,j<a = exp(at) = ZZO:() at"/n!. Later we assume
that a is an irreducible matrix with Perron—-Frobenius root p. The associated right and left

eigenvectors u = (uq,...,uq) and v = (vq, ..., vg) can be chosen positive, with #; > 0 and
v; > 0, and normalized such that thl u; =1and Z?:l u;v; = 1. Define
080 %)
' 3S,‘ s:l’ Y 8Si3Sj s:l’
4 32Fi(t; 5)
BL (1) = E[Zi;(1)(Zik(t) — 8,1)] = ——"|
]k( ) [ 11( )(Zi(2) jk)] 8Sj85k 1

where djk = 1if j = k, = 0 otherwise, and the second factorial infinitesimal characteristics
b‘jk = 82f,-(s)/asj8sk|s=1 for1 <i, j, k <d. We also define

M; (1) = E[Y;(1)], Cij(1) = cov(Y;(1), Y;(1)), Vi) = Cii (1) = var(Y; (1)),

and set .,
. 2C
b= Zvib'jkujuk, C:kauk, o= (3)
i,j.k k=1
Then .,
dlog @ (¢; s) !
e / Pt — x) Agi (x) dx (4)
Isi =1 i o
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and

92 log ®(z; 5)
Cij(l‘) — g—(

asiaSj

s=1

d
=b2mk/ r(t—x)Bk(x)dx—l—ZZﬂk[/ r(t —x)A(x)A;j(x)dx.  (5)
k=1

k=1 I=1

4. Asymptotic behaviour of the critical ZMBPIiPI

In the remainder of this paper we assume that, for 1 < i, j, k < d, a;;, bi.k, m; and B;; are
all finite, and that the Markov process Z is irreducible and critical, i.e. p = 0, and b € (0, 00).
It is well known (see, e.g. [21]) that, as t — o0,

Aij(t) = ujvj +o(e™"), y >0, (6)
Bl (1) ~ ujvjuebt, (7)

2u;
1-P{Z;t) =0} =1— Fi(t; )NE. (8)

We study asymptotic properties of ¥ () when the function r(¢) = L(t)t? is RV, bounded on
finite intervals, and L(¢) is slowly varying (SV) as ¢t — oo. In addition to b, C, and « at (3)

define
b 1

b*(t) = = .
2Cr(t) ar(t)
4.1. Means, variances, covariances, and correlations
Theorem 2. Let the function r(t) be RV.

(9)

(1) Assume that (6) holds and that m; < oo fori = 1,...,d. Then, ast — oo, for
i=1,...,d,
M;(t) ~ Cv;iR(1). (10)
(ii) Assume that (6) and (7) hold, and that Bj; < oo for 1 < j,k < d. Then, ast — oo,
t
Cij(t)'vva,-vj/ R(x)dx forl<i,j<d. (11)
0
Proof. (i) We deduce from (4) and (6), fori = 1,...,d and t — oo, that
d d ‘
M;(t) = R(t)vi Y mguy + ka/ r(t — x)¥ (x) dx, (12)
k=1 k=1 0

where ¥ (1) = o(e™?') with y > 0. Let I(t) = f(; r(t —x)y(x)dx = (ft/2 —l—flt/z)(
Ii(t) + I(t). When 6 > 0, the RV function r(t) can be chosen to be asymptotlcally
nondecreasing [5, Theorem 1.5.3]. Then I, (t) <r() f Y(x)dx = O(r(t)) = o(R(t)) as
t — oo. Similarly, I5(t) < (supu>,/2 Y(u)) fo r(x)dx = o(R(t)).

When 6 < 0, we can choose RV r(¢) to be asymptotically nonincreasing, and the proof
follows a similar line of argument.

If60 =0,r(¢)isSV.Thenx € [0, t/2] implies thatt —x € [¢/2, t]. The uniform convergence
of SV r(t) [5, Theorem 1.5.3] yields r(+ — x) ~ r(¢) as t — oo. Hence,

t/2 /2
L) = /O r(t —x)y(x)dx ~ r(t)/o Y (x)dx = o(R(2)),
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and, similarly, L (1) = [}, r(t = X)¥(x) dx < sup, oo <, ¥ (x) o r(») dy = o(R(1)). This
with (12) proves (i).
(i) Put J(¢) = fot r(t— x)Blkj (x) dx. Equations (5) and (7) imply that, as t — oo,

t t
J(t) = bugv;v; [/ r(t —x)xdx +/ r(t —x)p(x) dxi|, (1) = o(t). (13)
0

Notethatf r(t —x)xdx = fo (t —x)dR(x) =tR() — fo xdR(x) = fo R(x) dx. Then, just
asin (i), [y r(t —x)¥ (x) dx = o(R(1)) = o(fO R(x)dx) as t — oo. It follows from (13) that
J (1) ~ buv;vj fo R (x) dx, which together with (5) and (10) yields

t
C,’j(t) ~ bCUin/ R(x)dx + (CSij + C]Ui)UjR(I)
0

for some finite C1 > 0. This proves (11) because R(¢) = o(fot R(x)dx). [l
Corollary 1. For 1 < i,j < d with i # j, define the correlation coefficients p;;j(t) =
corr(Y;(t), Y;()). Thenlim,_ o pij(t) = 1.

Remark 2. When 6 = 0 and R(t) — R < oo ast — oo, (11) implies that C;;(t) =
bCv;vjRt[1 + o(1)], as for the process without immigration. When 1mm1grat10n is time
homogeneous (so R(t) = Rt), (11) then implies that C;;(¢) ~ —va, v; Rt?, as Sevastyanov
[20] proved in the single-type case.

4.2. Probability of nonextinction

Define W(t) = P(Y (1) # 0} = 1 — ®(1; 0) = 1 — e~ where, using (2), A(t) = [yr(t—
x)Q(x) dx and where the function Q(x) = 1 — g(F (x; 0)) is nonincreasing in [0, co). Then,
using (8) and recalling b, C, and « at (3), as x — 00,

2C «
Ox) ~-—=—. (14)

bx X
Theorem 3. (i) If0 > 0, or 6 = 0 and L(t)logt — oo, then lim;_,oc W(t) = 1.
(i) If6 = 0 and L(t)alogt — x € (0, 00), then lim;_,oc W(t) =1 —e™*.
(i) If0 € (—1,0), or 6 =0 and L(t)logt — 0, then W(t) ~ r(t)x logt.

Proof. First we show in all three cases that, as t — 00,

t
A(t) = / r(t —x)Q(x)dx ~ r(t)alogt. (15)
O

For any § € (0, 1), let A(¢) = 0 +ft5 =: A1(t) + Ar(t). When 6 > 0, we can assume
without loss of generality as earlier that r(¢) is asymptotically nondecreasing. Therefore,

18 )
r(l— 5))/ O(x)dx < A1(®) < r(t)/ Q(x)dx
0 0
and .
0 < Ax(0) =/ rt—x)Qx)dx < QUOR(t) = O(r(1)).
18

We deduce from these inequalities and (14) that
Ar@) + A1) . A1) + Aa(t)
—— < lImSsup —8—838M8M8M8M8M8 <

(1 —6) < liminf
t—oo  r(t)alogt t—»oo  F(t)alogt

Equation (15) now follows because § € (0, 1) is arbitrary.
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When 6 < 0, we can still assume r(¢) to be asymptotically nonincreasing, and, hence,

18 18
r<r)/ Q(x)dxsm(r)sra(l—s))/ 0(x) dx
0 0

and

t
0= Ax(®) =/ rt —x)Q(x)dx < QU8)R(t) = O(r (1)).
18

These inequalities and (14) imply that

A (t Ay (t Aq(t Ao (2t 1
1 <lim fM_hmsup 10+ 2()<

1D oo r(t)alogt oo r(®alogt ~— (1—8°"

Then (15) again follows because 6 € (0, 1) is arbitrary.

Suppose now that & = 0, so that r(¢) is SV. When x € [0, 6], t — x € [t(1 — &), ¢]. The
uniform convergence of an SV function [5, Theorem 1.5.3] implies that r(r — x) ~ r(z) as
t — oo. Using (14), we deduce that, as t — oo,

t8
Aq(t) ~ r(t)/ Qx)dx ~r(t)alogt
0
and

t
Ax(t) < Q(t3)/ r(x)dx = O(r()).
0

These last two relations imply (15).
Finally, in case (i) A(f) — oo implies that W(¢t) — 1; in case (iii), we have W(r) =
1 —e 20 ~ () logt; and in case (ii), A(f) — x implies that W(t) — 1 —e™". O

Theorem 4. [0 = —1 then W(t) ~ Li®at Y ast — oo, where L (1) is SV and Li(t) =
L(t)logt + [y L(x)x~"dx.

Proof. As before We can chooser(t) to be asymptotically nonincreasing. Forany § € (0, 2)
put A(t) = (fo +f,8 +ft(1 8))r(t x)0(x)dx =: A1(¢) + A2(t) + A3(¢). Then

18 18 18
r(t)/ Q(x)dx = A1 (1) 2/ rt —x)Q()dx < r(r(1l — 5))/ Q(x)dx.
0 0 0

Hence,
A (¢ At 1
| < liminf 1 (1) - 1(1) -

————— < limsup n < ,
1=00 p(t) fo Q(x)dx t—oo r(t) [y Qx)dx — 1—4

where, using (14), fo Q(x)dx ~ alogt as t — oco. Similarly, we obtain

1 <1i A3 (1) . A3 (1) 1
im inf ——————— < lim sup . < .
1200 (1) fyr(x)dx ~ isoo Q@) fyr(x)dx T 1-38

Now R(t) = f(;r(x) dx is SV and tr(t) = o(R(t)) as t — o0 (see [5, Theorem 1.5.9a]).
Finally,

t(1-8)
A (1) =/ rt—x)0(x)dx <r(@d)Qd)(t(1 —28)) = O (1)),
t

8
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because, by using (14), Q(#8)t(1 — 26) — «a(l — 2§)/6 ast — oo. Since § is an arbitrary
strictly positive constant, it follows that, as ¢t — oo,

t t
A(f)=A1(l)+A2(t)+A3(l)NV(t)/ Q(x)dx-i-Q(l‘)/ r(x)dx
0 0

o t
~ ?[L(t)logt—i—/ L(x)x‘dx]
0

— 0.

Therefore, 1 — e~ 2®

~ A(t), completing the proof. O

Remark 3. The next theorem does not require r(¢) to be RV.

Theorem 5. If R = [;° r(x)dx < oo and r(t) = o((tlogt)™") ast — oo, W(t) ~ aR/1.
Proof. Assume that § e 0,1), and let A(t) = 0 +ft5 =: A1(t) + A(t). Then, since

OM)R(St) < A1(2) = fo O —x)dR(x) < Q@ (1 — §))R(t6), it follows that

l<11m1nf—l() < lim sup Ai) < ! .
t—>00 Q)RS ~ 1500 QRS ~ 1—346

Therefore, A1(t) ~ RQ(t) = ¢R/t as t — oo because § can be set small enough. Now, for
this § and large enough ¢, we obtain, by the mean value theorem,

1(1—8)

t
Ar(t) = / Ot —x)r(x)dx = r(t*)/ Q(x)dx =r(t*)O(logt) = 0(%),
8 0

where 1§ < t* < t. This completes the proof because we now have A(t) ~ A1(¢) and, thus,
W) =1—e 2D ~aqR/t. O

5. Limit distributions

Throughout this section, let D(x) = P{&) < xy1,...,&; < x4}, x = (x1, ..., xq), denote
the degenerate distribution of any random vector &€ = (§1,...,&4) suchthaté = --- = &4 ass.
Puti=Y¢ JyandA = (A1,..., Aa).

Theorem 6. Fork =1,...,d, let ni(t) = Yr(t)/ My (2).
(1) If60 > 0,0r0 =0and L(t) — oo ast — oo, then ni(t) — 1 in probability.
(i) If0 > 1,0r0 =1 and fooo[xL()c)]_1 dx < oo, then ni(t) — 1 a.s.
Proof. Note that E[n;(¢)] = 1. Using Chebyshev’s inequality, for every ¢ > 0,

P{lni(t) — 1] > e} < &2 var(ne (1))

Equations (10) and (11) imply that var(nx (1)) = Vi(t)/MZ(t) ~ b(® + 1)/[C(0 +2)L()t°].
Hence, var(nx(t)) — 0 under conditions (i), proving the first assertion. Assertion (ii) follows
from fooo var(ni(t)) dt < oo and [7, Theorem 21.1]. O

Theorem 7. Assume that 0 > 0, or that 6 = 0 and L(t) — oo ast — oo. Let X(t) =

(X1(t), ..., Xq()), where Xp(t) = [Yr(t) — My (t)]// Vi (t) for every k = 1,...,d. Then
limy— 00 P{X () < x} = D(x) and & is standard normal.
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Proof. Define the d-variate characteristic function ¢(z; ) = E[ei*X ' )], Then (2) implies
that

lo (t‘l)——ii Mk(t) tr(t—x)[l— (F(x; X)) dx
gl - P W o 8 s Mt

where A, = (e/*1/vVV1() ..,e’“/V Va®), Define Q(x;s) = 1 — g(F(x;s)). Then, using
second-order Taylor expansions of 1 — g(s) and 1 — Fy(x; s) around s = 1, we deduce that

d d
1
Qi) ~ Y mAg () —s5j)+ 5 3 miBRx)(1 —s)(1 =)

jk=1 Jik =1

d
Z Brj Akt () A jm (x) (1 = sp) (L = 5).

J.k,l,m=1

Now using (11), we obtain Vi (¢) ~ vazL(t)t0+2/(0 + 1)@ +2) > oo ast — oo, and,
moreover, 1 — et /v Vi) ~ —zkk/«/Vk(t )fork =1, ,d. Hence,

0y ~ i Z mkAkJ(x) 1 Zd:
Jj.k=1 Vv(t Jik,l

kal/(x) RO
Viovin

PriAu A, o
ikim= YV V(@) m

Changing the order of summation, integrating, and using (4) and (5), gives

Aj !
/ r(t —x)Q(x; ) dx ~ —i ]kzl \/%mk/o r(t —x)Agj(x)dx

!
2

s Z hitk /tr(r—xwl (x) dx
S0V o ik

Jok,l=1

X) A (x)Aj(x)dx

WZ v ﬂ"’/ -

AjM; (t) Aj )»k
~ — § E ; —8ikM; .
l /W Vi (O Vi(0) €30 = 05 0]

From this last relation we deduce that
d
1 8ikM;(t)
logp(t; A) ~ —= /\'lk[,o'k(t)—]—],
2 ,-,%::1 N VViO Vi)
where, as t — o0, pji(t) — 1by Corollary 1 and M;(t)/V;(t) ~ (6 +2)/bv;jt — 0. Hence,
d

d
i 1 1 T
tlrr;ow(t; A) = CXP[_E E E Aikj] = exp[—illk :| =:¢pA),

i=1 j=1

where I denotes the d x d matrix with all entries equal to 1. Finally, noting that ¢(X) is the
characteristic function of the distribution D (x) completes the proof. g
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Corollary 2. Theorems 2 and 7 imply the asymptotic normality property

Y (2) - . 200+ 1)
Cvor (8 + 1)~ 1L(r)10+1 “a(8 +2)L(1)?

) fork=1,...,d.

Theorem 8. Assume that @ =0 andr(t) = L(t) — r* € (0, 00) ast — oo. Then

{ no _ o Ya

lim P SXlyeen,
vir¥t vgr*t

—00

< Xd} = D(x),

where P&, < x} = (1/°T(@)) [y y*~'e >/ dy and B := 3b/r*.
Proof. Let J
AiYi(t)
Yt A = E[exp(— P )]
— v;r t
Jj=1
be the d-dimensional Laplace transform (LT), and let A, = (e M/uir't o e=ha/var'ty Thep

Y(t;1) = ®(t; &) and log ¥ (t; 1) = — [y r(t —x)Q(x; &) dx = —A(#; &,), invoking (2).
Sevastyanov [21, Chapter 6.3] shows that, as t — oo,

ue Y4 v (1 —sp)
L+ 16t 3 vom (1= s)

the approximation holding uniformly for s € [0, 1]\ {1}. Now, use a first-order Taylor expansion
of 1 — g(s) around s = 1 so that, for Q(x,s) = 1 — g(F(x;s)), again uniformly for s €
[0,1]\ {1}, as t — o0,

1 — Fi(t;s) ~ fork=1,...,d,

CY vl —s)
1426t 32 vm (1 — )

o5 8) ~ (16)
Since 1 — e hi/vir't AiJvir*t ast — oo, we deduce from (16) that Q(x; A) ~ Cr/(r*t +
%bxk) for x <t and x — oo. For every ¢ > 0, we can choose T € (0; #] large enough such
that, for 7 <x <'t,

Cx

S +e)* A) SO te)—M .
rOSAxert ad Quik) S %) ommes

(17)

Let A(t; &) = (fOT + T [ r =)0, X dx = Ay (85 &) + Aot Xo) + As(t; Xy).
We first deduce from (17) that, as t — oo,

M@inZ e [ Ch

2(t; 1)2( &)r me
2r*t+bt)_»)

2r*t + bT A

2 % b
— (1 &) arlog| 1 + .
2r*

=1+ &) ar* log(

Since X, — 1,

T
MR < Ky / 00 1) dx < KiTOW; &) — .
0
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Note that Q(r — T;s) < Q(t — T) and, for t — o0, A3(t;it) < KiTQ(t —T) — 0.
Hence, limt_mg At; Ay) = oclog(l + b)_L/Zr*) Setting 8 = —b/r gives lim;_, oo Y (£; X) =

lim;_, oo e "A@)= (1 4 BA)~%, which is the LT of a degenerate d-variate gamma-distributed
random Varlable. O

Theorem 9. Let 6 = 0, L(t) — 0, and L(t) logt — 00, and recall b*(t) from (9). Then, as

r— 0o,

2Y: (¢t 1/b*(t) 2Y.(t 1/b*(t)

pl|21© <xp...., | 22D < x4} — D),
v1 bt vabt

where &1 has a uniform distribution on [0, 1].

Proof. C0n51der the LT ¥ (t; A) = E[exp(— 22 4 Y0 /bty ") and set 4, (x) =
(exp[— 2)L1/btv1x1 ()], ., exp[— 2)Ld/btvdx ]) where x; € (0, l)foreveryz =1,...,d.
Then log ¥ (¢; L) = log CD(t, x, (x)) = —A(t; Xt(x)), and, thus, as t — 00,

{ |: 2\ ] 2
— exp
btv;x; b btv; xb ®

1/r(0)

since then tx; — 00. We deduce from (16), as y — oo with y < ¢, that

207 ax O
ON
bt +yYd Aix; “)

Now r(2) is SV, so there exists SV §(-) for which § () — oo and such that r (¢ /8*(¢)) /r (t) — 1
as t — oo for every function §*(¢) satisfying 1 < §*(¢) < §(¢). Then

1/8(t) 1(1-x! (’)) '
A xt(x»—[/ / / * ](---)=:Al(z)+Az<r>+A3(z>,

1/5(0) 1=z )

Q(y; A (x)) ~ (18)

where x;, = minj<;<4 x; € (0, 1). Then (see [6, p. 114])

t(1 x’; ®) 1(1=1/5(1) .
Ao (1) =7 (1) Ot — y; X (x)) dy = 7(r) / o O(y; Ar(x)) dy,
1/8(t)
where
min r(u) <r() < max r(u)
t/8(t)<u<t(1—xb*®) t/8(t)<u<t(1—xb*®)

The properties of §(¢) imply that 7(¢) ~ r(t), so, for large enough ¢ and using (18),
tA=1/5() Z —b ®
b*(t) t+yz 1)be(l)

+ (O ixTOya = 1/80))
(Z 1)\ x —b* (t))xb*(t) )

Az(1) Nr(t)/ dy

= ar(t) log(

b ® ’ xs I )PE® _
= ai(t) log| x —b Yo + (Zz=1 Ai (xio /Xi) )1 —1/6(2)) '
L4+ 3 hi (xig fx)P"®
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Since x;, € (0, 1), xj,/x; € (0, 1), and b*(t) — oo, the fraction in parentheses converges to
Aig/ (1 + Ajy). Hence, lim; oo A2(¢) = —log x;,. On the other hand,

1/8(1) .
A1 (1) =/0 r(y)Q(r — y: A(x))dy

1/8(1)
< /0 r()O( — ) dy

1 t
< Q(t[l - %D/o F(y) dy

N 1
b*(1)

— 0 ast— oo.

The mean value theorem implies that

b*(t)

l ~
A3(1) :/(1 o, r(»)Q(t — y; A (x))dy —r(lz)/ O(y; As(x))dy,
t —xiO

where (1 — xl% () ) < té‘ < t. Furthermore, from (6) we have

b*(t) d d C* b*(t)

2 X,
0(y; hi(x)) < Z—’Z miAg () < —

0 for some C* > 0.
j=1 vj k=1

Hence, A3(1) < r(tik)[C*xf;*(t)/t]txi ® _ r(ti")C*xizob*(t) — 0 ast — oo. We proved that

lim; 00 A(t; A (x)) = —log x;, and lim;, oo ¥ (t; A) = x;,. The limit is the Laplace transform
of a d-variate degenerate distribution with mass minj<;<4 x; at 0 and mass 1 — min;<;<4 x; at
infinity. Thus, for every vector (yi, ..., y¢) wWith nonnegative entries,
2Y (¢ 2Y,(t
lim P{;(b*)(t) <yi, ’;(b*)(t) < d} = Xj,-
f=ee Lbtvx, btvgx,
Setting y; = --- = yg = 1 and using some simple algebra completes the proof. U

Theorem 10. [f0 = 0 and L(t)alogt — x € (0, 00) ast — 00, then

(i) (unconditional limit distribution)

]p{ log(Y1(t)/v1) - log(Ya(t)/va)

9 e ey S —)Dx,
log ¢ - logt xd} x)

where P{&) <y} = e_"(l_y)forO <y<l1;and

(i) (conditional limit distribution)

P{l _logn@/v) _ | loga®)/va)

ogr =i o <y ‘ Y () 7&0} — D(x), (19)

where P{§) <y} =1 —-e™)/(1—e™) for0<y =L
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Proof. (i) Define the d-variate LT v (¢; A) = E[exp(— Zl 1 A:Yi(#)/v;t*)] and introduce
A(x) = (e~ M/t emra/var'y where x; € (0,1) fori = 1,...,d. Thenlogy(t; X) =
log <I>(t Xt(x)) = —A(t X,(x)) Let § € (0, 1), and define the decomp051t10n A(t; X,(x)) =
(fo +f,5)r(t x)0(x, A (x))dx =: A1(t; x) + A2(t; x). For e > 0 and large enough ¢,
(1 —e)x/(alogt) <r(t) < (1+¢&)x/(xlogt). Then

d—e)x
ozlogt

A +e)x

/ Qu; hi(x)) du < Ay (1 x) <
alogt

f O(u: %,(x)) dut.
Since s; = 1 — e /vt ~ ); /v;r% it follows from (16), as y — oo and y < ¢, that

CZ? At
1+ Lby PP

O(y; A, (x)) ~

Define J(t; x) = 0"3 O(y; Ai(x))dy = fo —+—fT =:Ji(t; x) + Jo(t; x). If T — o0 in such
awaythat T <t§and T = o(logt), then

18
Jo(t;x) = /T O®y; Ai(x))dy

d .
N/tS CZ ])vt X
T 1+ byZ At
(l—l——bt(SZ lk-t_x")
= «alog
14 167 Y4 =i
~a(l —x;)logt, (20)

where x;, = minj<;<4 x;. Moreover, Ji(t; x) = fOT o®y; Xt(x))dy < T = o(logt). Hence,
lim; 00 A(t; x) = 2(1 — X;). Usmg (14) and the fact that r(¢) is SV yields Az(t x) =

Sis 7t = Oy X (x))dy < Q(t8) [y r(y) dy = O(r(1)). Therefore, lim;_, 0o A(; &;(x)) =
x(l — xjy) and limy— 00 Y (¢; A) = e *(=%ip) " This limit is the LT of a degenerate d-variate
distribution with mass e ~*"!=*0) at 0 and mass 1 — e~ *!=*0) at infinity. We conclude from

this result that
{ Yi(1) Ya(1)

< < — —x(1—xj,)
s _Y1,--.,Udﬂd _)’d} e 0

for any vector (y1, ..., y4) with nonnegative entries. This proves case (i).
(i) Let W (t; A) = Elexp(— Z?:l AjY; (t)v;lt_x-/] | Y(¢) # 0] be the conditional LT. Then

W 1 - 1T GRE) 1o Y@d)
1 —®&(;0) W)

by invoking (2). We deduce that lim;_, o, W(7; X) = (e %) — e=*) /(1 — e *) by using
case (i) and Theorem 3(ii). Now reasoning similar to that used in (i) completes the proof. [

Theorem 11. [f6 € (—1,0), or8 = 0and L(t) = o(1/logt), then, as t — 00,

P{log(Yl(t)/Ul) <x log(Ya(1)/va) <x ‘
log ¢ log¢

Y (1) # 0} — D(x),

where &1 for D(-) is uniformly distributed on (0, 1).
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Proof. Qonsider the conditional LT given in case (ii) of Theorem 10 as well as the notation
A, x, and A;(x) used in its proof. Assume first that & < O such that r(#) can be chosen
asymptotically nonincreasing. Then

2] B B 18 5
r(t)/o Oy A(x))dy < A1t A (x)) < r((1 — 5))f0 O(y; Ar(x))dy.
Now from (20), J(t, x) = fots o(y; i,(x)) dy ~ (1 — x;,)a logt. Therefore,

Ar(t; & ) ALt X 1
1 < lim inf GA@) sup A .
t—00 (1 — xj)r()alogt oo (1 —xj)r(H)alogt = (1 —8)~7

We also have A (; &, (x)) < Q(t8) [y r(x) dx = o(r(t) logt), and deduce that A (; &, (x)) ~
(1 — xjy)r(t)a logt. The same result holds true when 6 = 0 because the uniform convergence
of r(-) which is then SV ensures that r( — y) ~ r(t) forevery t —y € [t(1 — §), t]._ Hence,
A2 X (x)) ~ r(£)J(t: x) as t — oo, and the rest is as above. Thus, 1 — e AR ~
A A (x) ~ (1 — Xig)r (t)a log t, which with Theorem 3(iii) gives

. Y1 (1) Ya(r)
Tim P{ D SVt S [ YO # 0 =y
for any (yy, ..., yg) with nonnegative entries. This completes the proof. g

Theorem 12. Ler 6 = -1, L) = fot(L(x)/x) dx, and let f,(t) = L(t)logt. Ifast — oo,
L(t)/L(t) — q € (0, 00) then also

log[Y; (¢ log[Y, (¢
@ plloei®/ul _ - logl¥a®/val _ iy ) Lol & py.
log ¢ log ¢
where
y 1
P& <y} = T1q Lo<y<n + T+q Liy=1y,
2Y(¢ 2Y,(t
(ii) pl2O 2Oy 20l S po,
v1bt vgbt
where
Pler<yl=—+—1 (-, y20
- l+qg 1+g¢q ' -

Proof. (i) Consider again the conditional LT used in case (ii) of Theorem 10, and re-
call the notation x and A, (x) defined in its proof. Let § € (0, %), and write A(t; A, (x)) =
o+ i+ [ _5) (- ) =0 At %) + Aa(t: ) + As3(2: x). We can choose 7 (1) to be
asymptotically nonincreasing. It follows from the monotonicity of »(¢) and Q(¢; s) (see also
(14)) that, as t — oo,

1(1-8) ~
Ao(t;x) = /6 r(t —y)0(y; A (x))dy
t

1(1=5)
< fa r(t — y)Q() dy
t

<r(d) Qs t(1 —28)
=o(W(@)).
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Since 1 —e ™! ~ ;1% — 0, Y9 A;17% — 0 also. Then, using (16) and the fact that §
is arbitrary, it follows that, for (1 — §) <y <tandt — oo,

0(y; A (x)) ~ ~

C Z?:l )\.l't_xi o
L+ toy S he 0

Therefore, A3z(t;x) = ! ot —=y)00; il(x))dy ~ (/1) tar(y) dy. Recalling that
t(1—5) 0
fé r(y) dy is SV, we prove that As(t; x) ~ (a/t) fé r(y)dyast — oo.
For every ¢ > 0, there exists 7 > O such that, for T <y < ¢,
1+ 3by S dit =

O(yih(x) = (1 £e)

Then Aj(1;x) = [3°r(t — ) O(y: X)) dy = (fy + [1)(-+) =t Ap(t; %) + Apa(ts x).
Here, A11(t; x) <r(t — T)T = O(r(t)), while
C Y hit™ d
1+ %by 27:1 Ajr i
C Z?:l At
L+ by S ari
24 b8 Y Air
24bT Y pit—%i )
~ (1 +e)r@®)( — xip)alogt.

8
An@x) = is)/T r(t—y)

18
~ 1+ s)r(t)f
T

~{1xeyrt)a log(
Therefore, A1(t; x) ~ r(t)(1 — x;) log ¢, which proves that, as t — oo, A(t; x) ~ r(t)(1 —
Xig)eelogt-+(a/t) [y r(y)dy — 0. Hence,

~ ! A ~
L= ®(@; A (%)) ~ r()(1 — xijp)a logt + %/0 r(y)dy ~ (%){(1 — X)) L(1) + L(0)}.

Then lim;_, o (1 — D (23 X,(x)))/W(t) = (1 —x;, +¢q)/(1 4 q), and we finally obtain

d
. 1 1—xi,+¢q 1
— . . 1 X — — 10 — .
thm E|:exp< jE_IAJY](t)vj t J) ‘ Y() # 0:| =1 T+g 1 qx,o,

which proves the first limit distribution, much as in Theorem 11.

(ii) We use (16) with s = X, = (e 2M1/nbt | e=2ha/vably wwhere, foreveryi = 1,...,d,
1 — e 2hifvibt 21i/vibt. Let § € (0, 1), and consider the decomposition

t8 t
A(t; ) = —log @ (t; Ay) = / +/ =: A1(t) + Ar(2).
0 8
Then, as t — oo with 6 < y < ¢, (16) implies that Q(y; X))~ (a/t)(A/(1 4+ 1)). Therefore,

t(1—8) o i

t
- o -
A = — iA)dy ~ —— dy ~ ————L(#).
2(0) /,sr(t ooy~ L [T rpay~ St

https://doi.org/10.1017/apr.2018.81 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2018.81

226 K.V.MITOV ET AL.

Hence, as t — o0,

18
A1<z>=/0 r(t — )0y &) dy

<r@(l - 8))[T + /TIS Q(y: X,)dy]
~r(t(l —8))[T + alog(l + §1)]
= 0(A2(1))
because r(¢) is asymptotically nonincreasing. Thus,
i W)
A+9)G+1D

and we finally obtain

gr W(r)

and 1— @@ d)=1—ed6k o 4270
IT+g@*+1)

At Ay) ~

1— @@ x ) 1 1
lim W) =1 — lim ~ oA ar_ - - _
=00 t—oo W) I+ +1) 1+g I+gl+a
which is the LT of a degenerate multivariate exponential distribution concentrated on the main
diagonal with an atom at zero. The second assertion follows. g

Remark 4. The two singular limit distributions obtained in Theorem 12 allow us to classify
the nonextinct sample paths into two distinct groups based on their growth rates: (i) with
probability 1 — 1/(1 + ¢), the growth is linear with an exponentially distributed slope, else (ii)
with probability 1/(1+¢), the growth is parabolic with a power that is uniformly distributed on
(0, 1). For example, if L(¢) = (log#)*,theng = 1/(e¢+1)ife > —1l,andg = coifa < —1.

Remark 5. The next theorem does not require r(¢) to be RV.
Theorem 13. If R = [;° r(x)dx < coand r(t) = o([tlogt]™"), then ast — oo
P{Y1 (v W (@) < x1, .., Ya@ug ' W) < xa | Y1) # 0} — D(x),
where P{&) <x}=1-— e /RC x>,
Proof. Define the conditional d-variate LT W(t;A) =1 —[1 — &(r; Xt)] /W(t), and put

A= (e_}‘lvflw(’), e, e_)‘d”;]W(’)). Let § € (0, 1), and define the function

t ) t
A(1) =f0 Q@ = y;Apr(y)dy =: </0 +f8)(~--) =t A1) + A2 (2).
t
The mean value theorem shows that Aj(t) = Q(t}; x) fot‘3 r(x)dx fort(1 —68) < tf <t
Using (16) with s = X, we deduce that Q(t}; ;) ~ W (t)CA/[1 + bt; W()A] and

W(t)RCx W(t)RCA
1+ 3bt;W(®)k 1+ RCA

Aq(t) ~ ast — oo,

because 1; W(¢) — aR. Again applying the mean value theorem, we obtain

1(1-8) y
Ag(t) = r@/ 0:indy, 1<t <t
0

Then we deduce from (14) that Ay () < r(t3) fOt Q(y)dy =r(t;)O(logt) = o(1/1), from
which we find that A(¢) = o(A1(z)) and A(t) ~ W({E)RCA/(1 + RCA) ast — oo.
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This implies that 1 — ®(#; &) =1 —e 2O ~ W()RCA/(1+ RCA) as t — oo. Thus,
lim;, oo W(¢; X)) = 1/(1 + RCX), the LT of a degenerate d-variate exponential distribution
concentrated on the main diagonal. d

6. Concluding remarks

One aim of this paper was to introduce multitype branching processes initiated from the immi-
gration of individuals at time points generated by a Poisson random measure with mean measure
R() = fot r(x) dx. Theorem 1 gives a formula for the PGF of such processes when individuals
evolve independently of each other, which includes the multitype Markov, Bellman—Harris,
Sevastyanov, and Crump—-Mode—Jagers branching models. Using Theorem 1, the asymptotic
behaviour of the multitype critical Markov branching processes with inhomogeneous Poisson
immigration is investigated next.

In the single-type case with homogeneous Poisson immigration, Sevastyanov [20] proved
that the mean increases linearly, the variance grows quadratically, and the population size
normalized by time converges to a gamma-distributed random variable. Sevastyanov’s results
are particular cases of Theorems 1 and 8 which hold when r(x) — r* < oo, since, when
r(x) = r*, we have homogeneous Poisson immigration. The results of Theorems 1, 5, and 13
obtained when R(r) — R < 00, generalize the classical case for critical multitype Markov
branching processes without immigration, but differ substantially from those that hold with
homogeneous immigration (see [16], [18], and [19]). Note thatin [19] the offspring distributions
are assumed to be stable with stability parameter in (0, 1], whereas in [18] the distributions
of the offspring and of the number of immigrants are assumed to be stable with parameters in
(1,2] and (0, 1), respectively. For these cases, we do not know of results for processes with
inhomogeneous Poisson immigration.

The other new results obtained in this paper have no equivalent among those for multitype
Markov branching processes with homogeneous Poisson immigration. For instance, when
r(t) — 0 in such a way that W(¢) — 1, and under a specific normalization, the limiting
univariate margins of the number of cells of each type are uniformly distributed on [0, 1]
(Theorem 9). Theorem 10 deals with the case that W (¢) converges to some positive constant,
and provides conditional and unconditional limit distributions under logarithmic normalization.
The most interesting results are given in Theorem 12 where we present two singular limit
distributions under identical conditions but different normalizations. Results obtained in the
single-type case in [14] are particular cases of this theorem.

The time-inhomogeneity of the immigration process leads to other novel results which
can be interpreted as a law of large numbers and central limit theorem (Theorems 6 and 7).
They generalize results previously obtained in the single-type case [8], [14]. Different models
of time-dependent immigration are considered in [3] and [4] but using other methods. Some
results similar to Theorems 9 and 11 are obtained in [3], while a discrete-time process is studied
in [4].

Based on our investigations, the local intensity r(¢) can be interpreted as a control function,
the asymptotic behaviour of which leads to distinct limit distributions of the process. These
results have important biological applications in the context of sequence evolution. As noted
in the introduction, our work opens up new research problems.
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