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NONGAUSSIAN LIMIT DISTRIBUTIONS 
OF LACUNARY TRIGONOMETRIC SERIES 

I. BERKES 

ABSTRACT It is a well known fact that for rapidly increasing n^ the sequence 
(cos^-x)^, behaves like a sequence of independent random variables; in particular 
N~x'2 Y,k^NC0Snkx has a limiting Gaussian distribution as N —> oo. Under a certain 
critical speed (actually nk ~ e^k) this result breaks down and (cos n^x)^ l becomes 
strongly dependent. The purpose of this paper is to investigate the asymptotic behavior 
of normed sums a^1 Ylk^NC0Snkx m the strongly dependent domain; specifically, we 
construct a large class of nongaussian limit distributions of such sums. 

1. Introduction. The purpose of the present paper is to study the Central Limit 
Problem for the trigonometric system { s'mnx, cos nx}^v More exactly, we are going to 
study the limit distribution of normalized sums 

(1.1) — J 2 C 0 S n k x ~ b N 

where { a^}, { bN} are suitable numerical sequences and { nk} is an increasing sequence 
of positive integers. To fix the ideas, the probability space for this limit distribution prob­
lem will be ((0,2TT), ®,(27r)_1A) where <B is the Borel a-field in (0,2?r) and A is the 
Lebesgue measure. However, the results of our paper remain valid if (0,2n) is replaced 
by any finite interval (a, b) and (27r)_1 A is replaced by any probability measure on (a, /?), 
absolutely continuous with respect to the Lebesgue measure. 

From the point of view of probability theory, the trigonometric system {sinnx, 
cos nx}£Zl is a strongly dependent sequence of r.v.'s whose asymptotic properties, stud­
ied in harmonic analysis, are essentially different from those of "typical" stochastic sys­
tems investigated in probability theory. However, it has been known for a long time that 
for rapidly increasing nk the sequences { cos w * * } ^ , { sin n/cx}^l behave like sequences 
of i.i.d.r.v.'s. By classical results of Salem-Zygmund [9], Erdôs-Gâl [4] and Weiss f 14] 
if 

(1.2) nk+]/nk > q > 1 

then 

(1.3) l im(27r r 1 A(o<x<27r : ^Tcosnkx< tJNjl) = (27r)~1/2 f e~u^2du 
N-^oo I k<N J J-oo 
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and 

(1.4) ï ïm(NloglogATr1 / 2£ cos HkX = 1 a. e. 

A much stronger result was proved by Philipp and Stout [7] who showed that under (1.2) 
the partial sum process S(t) = S(t,x) = Y.k<t cos tikx, (t > 0) is nearly Wiener in the 
sense that without changing its distribution it can be redefined on a suitable probability 
space, together with a Wiener process W(t) such that 

(1.5) S(t) = W(t/2) + 0{txl2-8) a.s. 

for some 6 > 0. (1.5) implies not only (1.3) and (1.4) but it extends a large class of 
limit theorems of i.i.d.r.v.'s for the trigonometric sequence { cos n^x}. (For some typical 
consequences of (1.5) see [7].) 

Erdôs was the first to extend the central limit theorem (1.3) for a large class of se­
quences {nic} growing slower than exponentially. To formulate his result let us say, 
given positive numerical sequences { a^}, { bjy}, that a^ >- b^ if tfjv+i / a^ > ^N+I / b^ 
for N > No. Then Erdôs' result can be stated as follows: 

THEOREM (SEE [3]). Let {rik} be a sequence of positive integers satisfying 

(1.6) nu >- £ * for some c* Î oo 

Then cos n^x satisfies the central limit theorem (1.3). On the other hand, for each c > 0 
there exists a sequence {«&} of positive integers satisfying 

(1.7) nk>é^k 

such that the central limit theorem (1.3) is false (and in fact under no choice ofa^, b^ 
can (1.1) converge to a normal law). 

In [1], [10], [11], [13] it is proved that under slight additional assumptions on Q , 
(1.6) implies not only (1.3) but also the law of the iterated logarithm (1.4) and the a.s. 
invariance principle (1.5). These results show that at the critical speed n* ^ ec^k the 
probabilistic behavior of { cos nkx} undergoes a fundamental change: from nearly in­
dependent it turns into strongly dependent. While the nearly independent case is much 
studied and well understood, very little is known in the strongly dependent domain. In 
particular, no nongaussian limit distribution of normed sums (1.1) is known, not only in 
the "critical strip" i.e. for sequences { n^} growing with speed ec^k or slightly slower, 
but for any lacunary sequence { n^} i.e. under nk+\ —n^—* +oo t. It is not known, either, 
what asymptotic law replaces the law of the iterated logarithm in the strongly dependent 

T Erdôs and Fortet noted (see [6], p. 646) that if { n^} consists of the numbers 2* and 2k + 1 (k = 1,2,...), 
arranged in increasing order, then N~1'2 Y,k<N cos nkx converges weakly to a mixture of normal distributions. 
No other type of limit distribution of sums ( 1.1 ) is known even in the nonlacunary case. 
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case. The difficulties in the strongly dependent domain are number-theoretic and related 
to the diophantine equation 

(1.8) ±nu ±ni2±..-±nip = 0 (1 <iu...ip<N) 

whose number of solutions A(N,p) is, as is well known, closely connected with the 
asymptotic behaviour of Y,k<N cos nkx (see e.g. [3],[4],[9]). For rapidly increasing nk (e.g. 
under (1.6)) it is not hard to get an asymptotic formula for A(N,p); this is independent of 
the number theoretic properties of nk and leads easily to results like (1.3), ( 1.4) (see e.g. 
[3],[4]). For slowly increasing nk the situation changes radically: in this case A(N,p) de­
pends strongly on the arithmetic properties of nk and (1.8) leads to deep number-theoretic 
problems even for simple sequences like nk = [kr], r > 1 or nk = [exp(£a)], a > 0. 
(See, in this respect, the remarks in [2], § 2.) Hence to determine the class J of all pos­
sible limit distributions of normed sums (1.1) seems to be a very difficult problem. The 
purpose of this paper is to construct, by ad hoc arguments, a few nongaussian limit distri­
butions of the class jF. We shall exhibit (Theorem 1 ) a one-parameter class of nonstable 
infinitely divisible distributions belonging to f and we shall also prove (Theorem 2) that 
J contains nonnormal stable distributions. The sequences {rik} leading to these limit 
distributions will be lacunary, in fact they satisfy either (1.7) or nk >~ eE™k for some 
slowly decreasing sequence ek \ 0. Using an observation of Erdôs and Fortet (see [6], 
p. 646) these results imply also (Theorem 3) that together with the nongaussian limit dis­
tributions of Theorem 1 and 2, some of their randomized (mixed) versions belong also 
to ?, at least in the sense of "partial attraction" i.e. when we require the convergence of 
(1.1) only along a sequence of integers N. The simplest example of such a randomized 
limit distribution is the Cauchy distribution with random scaling constant. 

We now formulate our results in detail. For Theorem 1, we need some notation. Given 
any measurable sets A, Bon the real line, set XA(B) = À (A H B). Now set 

F(t) = A(o,oo)(* : sinjc/jc > 0 t > 0 

G(t) = A(o,oo)(* : sinx/x < -t) t>0 

Clearly F(t) < t~\ G(t) < t~l (t > 0); further, F(t) and G(t) are continuous, nonincreas-
ing, F(t) = G(t) — 0 for t > 1 and lirn^o F(t) = lim^0 G{t) — +oo. Lemma 2 below 
will show that F(t) ~ G(t) ~ (7rt)~l as t \ 0. 

THEOREM 1. Given any A > 0, there exists a sequence {n^} of integers such that 
nk >- eVVÏÂ and 

(1.9) — ^2 cos nkx — bu > Q in distribution as N —• oo 

where 

(1.10) aN = sj2[A-N'l\ bN = 0(\) 
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and Q is the infinitely divisible distribution with characteristic function 

< L 1 1 > MLo}(^-l-]-!y<M 
where 

--r-^iA^r-dt ifO<x<A 
An Jx A t J — 

x// 

(1.12) L(x) = LA(x)={^lx/A^dt if-A<x<0 

0 I/|JC|>A 

THEOREM 2. Given any sequence Ek \ 0 there exists a sequence {nk} of integers 
such that nk >- e£k^k and (1.9) holds where Q is the Cauchy distribution with charac­
teristic function exp(—c\ t\ ), bjs — 0(1) and a^ — y/NL(N) where L is a slowly varying 
function with lim^^oo L(N) = 0. 

Note that Theorem 1 yields a limit distribution Q = FA of normed sums ( 1.1 ) for each 
A > 0. In Section 2 we shall prove that 

(1.13) limFA(xVÂ/2) = O(JC), lim FA{x) = C\(x) 
A—O A—KX> 

where C\(x) is the Cauchy distribution function. Thus the class {FA,A > 0} is a one-
parameter continuous "path" connecting the normal and Cauchy distributions. The nor­
mal limit in the first relation of ( 1.13) is heuristically explained by the fact that for A —» 0 
the speed relation nk >- evk'4A in Theorem 1 approaches (in some sense) the speed re­
lation ( 1.6) implying a normal limit for ( 1.1 ). Similarly the second relation of ( 1.13) and 
the speed relations for {nk} in Theorems 1 and 2 show that Theorem 2 is, in a formal 
sense, the limit of Theorem 1 as A —• +oo. 

In connection with Theorem 1 we also note that by the criterion ([8], Theorem 8) the 
limit distributions FA have finite moments of all order for any A > 0. 

THEOREM 3. Given any sequence Sk \ 0 there exists a sequence n\ < /?2 < • • • of 
positive integers satisfying nk > e£k^k for k > ko such that for some numerical sequence 
{ djy} we have, for N running through a suitable increasing sequence { Nj} of integers, 

(1.14) —- ^2 c o s nkx —> Q* in distribution 
"N k<N 

where 

(1.15) Q\x) = ±- [** C, (-±— - c) dt 
2n Jo V2cos/ / 

for some real constant c. That is, Q* is a mixture of ' (noneentered) Cauchy distributions. 
The result remains valid if in (1.15) we replace C\ by FA or replace 2 cos t by YljeH 2 cos jt 
where H is any finite set of positive integers. 

In contrast to the sequences {n^ in Theorems 1 and 2 the sequence {n^ proving 
Theorem 3 will not be lacunary i.e. it satisfies \imk_^oc(nk+] —rik) < +oo. We also note that 
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if c is a limit point of the bounded sequence bN in Theorem 2 and b^ —• c as) —• oo then 
the limit relation (1.14) holds if N runs through the sequence pNj for some integer p > 1 
and with the above c in (1.15). Thus whether the whole sequence in (1.14) converges 
weakly or it has different limit distributions along different subsequences depends on 
whether b^ in Theorem 2 converges or not. 

We do not know how typical the examples given by Theorems 1-3 are for the be­
haviour of { cos rikx}^ in the strongly dependent domain. It is easily seen that together 
with O, the Cauchy distribution C\ and the limit distribution FA appearing in Theorem 1, 
all finite convolutions O * C\ * FAX * • • • * FAr belong also to ^F. But we do not know, e.g., 
if y contains any stable distribution other than O and C\. Neither do we know how large 
is the class of sequences {rik} leading, e.g., to a limiting Cauchy distribution in (1.9). 
Certainly, this class cannot be too large: from the results and remarks in [2], pp. 162-163 
it follows that if {«*} is the sequence in Theorem 2 (or in fact {rik} is any sequence 
satisfying nk > e^ for some a > 0) then one can not only find sequences n\ ~ rik such 
that {cosn*kx}k™{ satisfies the central limit theorem (1.3) but, in some sense, almost all 
sequences ri*k ~ rik have this property. Thus the Cauchy distribution (and all nongaussian 
limit distributions of normed sums (1.1)) are, in some sense, "exceptional". 

2. Proofs. As we mentioned in Section 1, rik >- e does not imply, for any c > 0, 
the central limit theorem (1.3). An example showing this was given, without proof, by 
Erdôs [3] and verified later, in a slightly modified form, by Takahashi [12]. The sequences 
proving our theorems will have a structure similar to those in [3] and [12], they will 
namely consist of long "regular" blocks separated by large jumps. To evaluate the limit 
distributions belonging to such sequences we will need some simple lemmas describing 
the asymptotic tail behaviour of the Dirichlet kernel. 

LEMMA 1. Let n> 1 be an odd integer. Then for any t > 2 we have 

( sin nx \ 4ft 9 \ 
(2.1) A(0,2.)U : >t) = -F[ -(1 - e.r2)) 

V sin Jt / n \n / 
(2.2) A(0,2.)(x :™^<-t) = 1G(^(1 - 02r2)) 

V sin jt J n \n J 
where 0 < 0 b 0 2 < 1. 

PROOF. Clearly, the inequality sin nx/ sinx > t can hold only if | sin x\ < 1 / t i.e. if 
x belongs to one of the four intervals [0,/(0L [7r —f(t), IT], [7r, 7r +/(f)], [27r —f(t), 2TT] 
where/(0 = sin-1 \j t. Set 

^ -Xw(t))[X-~^x~-t) 
Evidently 1 /1 < f(t) < 2/1 and thus for 0 < x < f(t) we have 1 > sin xj x > 1 -x2 / 6 > 
\-\jt1. Hence observing thai y > 0, sin y/ y >t/n imply y <n/t< nf(t), we get 

l„ft\ 1, / siny t\ ( smnx t\ ,n) 

-F - ) = -\{o,nf(Jy : — > - ) = A(0/(o)U : > - < 4 } 

n \nJ n V y n) ^ «^»\ nx nj 
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(2-3) <A(0/(0)(-x: ^ ^ > ^ ( l - r - 2 ) ) 
v nx n ' 

1 , / sin y t 1 \ \ ( t 9 \ 
= -\o,nf(Jy : — > -d - r 2 ) < -F -(l - r 2 ) 

Since n is odd, ^n) does not change if in its definition the interval (0,/(f)) is replaced by 
(TT - / ( 0 , T T ) , (7T,7r +/(r)) or (2?r -/(r),2?r). Thus, (2.3) implies (2.1); (2.2) follows 
similarly. 

LEMMA 2. For 0 < t < I we have 

(2.4) F(0 = (7rrr1+O(l) 

(2.5) G(r) = (TTO-1 +0(1) 

PROOF. Clearly, t/; (JC) = sin xj x is positive in the intervals (ijir, (2/+1 )7r), negative 
in the intervals ((2/ +1 )7r, (2/ + 2)7r) (/ = 0,1,...) and its maximum Mj over the interval 
[2/7r,(2/+l)7r] satisfies 1/ ((2/ + 1)TT) < M, < 1/(2/TT). (In particular MI > Af2 > • • •.) 
Assume, without loss of generality, that 0 < t < M\ and let A: > 1 denote the largest 
integer such that Mk > t. The equation ip(JC) = t has one solution* = p in (0,7r) and 
for each 1 < j < k it has two solutions jq < x% in the interval (2j7r,(2j + l)7r) which 
we shall write as jq = 2jir + pj, x% = (?/ + 1)TT — ^ . Thus 

(2.6) F(f) = p + £ ( * - « - « / ) 
7=1 

By the bounds given above for Mj we have 

(2.7) 2kirt< 1 <(2fc + 3)7rf 

For I <j <k-l (2.7) implies VK*i°) = VK*^) = t < (Ikn)"1 < ((2/+ l/2)7r)_1 = 
i/j ((2/+l/2)7r) and thus from the graph of ^ we see that xf < (2/+l/2)7r < xf Le.pj < 
n/2,qj < TT/2. Hence/?,- = s i i T 1 ^ ) = siir^Trf+Of) = ( 2 T T 0 " 1 [ ^ 2 ^ ' s i n - 1 JCdx 
+2irtQ'Aj] for 1 < y < k - 1 where 0 < 0 < TT, lO'l < 1 and A,- = s i n - 1 ^ + 
2)irt — sin-1 2J7Tt. The same formula applies for qj and thus using (2.6), Pk + qic < TT» 
Jo sin_1xJx = 7r/2 — 1 and |2fc7rf — 1| < 37i7, (2.4) follows. (2.5) can be proved 
similarly. 

Using Lemma 1 and Lemma 2 (note that Lemma 2 remains trivially true for t > 1) 
we get the following 

COROLLARY. Let n> I be an odd integer. Then for any t > 2 we have 

( sinrcjc \ 4 / _ 9 _ , x\ 
A(o,2.)U: > t) = —(l + 0(r2) + 0(tn)) 

V sinjc / irtx ' 
\*}M : ^ < - t ) = -{l + 0(r2) + 0(t/n)) 

V sinx / 7rty ' 
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where the constants implied by the O are absolute. 

To prove Theorem 1, let dk = 2ak , qk = dk+\/ dk, mk — [Ak] and Mk — £*=1
 mi 

where the integer a > 1 is chosen so large that 

(2.9) 4irm2dk/dk+l <2~k (k > 1) 

Let h = { 2dk, 4dk, 6dk,..., 2mkdk} ; clearly the sets Ik,k — 1,2, . . . are disjoint. Define 

the sequence {nk} by 
CO 

{nk} = \JIj 

We show that { cos nkx}™l satisfies the requirements of Theorem 1. Clearly Mk ~ Ak2/ 2 

and thus if Mk-\ < j < Mk then setting i = j — Mk-\ we have 

nj+i/nj= l + l / / > l + l / m * > l + l/(Ak)> 1 + l/(2y/AMk-{) 

(2.10) > 1 + l/(2y/Xj) > e x p ( l / ( 3 ^ ) ) 

> exp((2VÂ)-l(y/j+l-y/j)) (j >j0) 

Also, for j — Mk we have rij+\/ ttj = dk+\/ (mkdk) > 2 by (2.9) and thus nk y evk/4A. 

Set 

Mk 

Xk = ] P cos rijX, 
j=Mk-i+\ 

^ sin(2ra*+l)jt 1 
(2.11) /*(*) = £ cos 2/* = —±—± - - -

pTi z s inx 2 

Let further pk{x) (0 < x < 2ix) be the function which equals 27r// #* provided 2irj/ qk < 

dkx < 2TT(J + \)j qk for some integer 0 < j < qk — 1 where t denotes the residue of t 

(mod 2ir). Clearly, pk(x) is constant on each interval [2irj/ dk+\, 2TT(J+ 1)/ d*+i ) (0 < j < 

dk+\ — 1) and is periodic with period 2n/ dk. Hence, the functions pk(x), k — 1,2,. . . are 

independent random variables over the probability space ((0, 2TT), *B, ( 2 7 T ) _ 1 À ) . More­

over, 

(2.12) \pk(x)-a\x\ <2n/qk (0<X<2TT) 

Let now Yk = fk(pk(xj), then using Xk = fk(dkx) = fk(a\x), (2.9), (2.12), |//(x)| < 2m,2 

and the mean value theorem we get 

(2.13) \Xk-Yk\< 47rm2
kdk/dk+l < 2~k (k>\) 

Also, Yk are independent r.v.'s over ((0, 2TT), (B, (27r)_1 À j . Hence denoting the probabil­

ity measure in this space alternatively by P we get, using again Xk = fk(dkx) and (2.11 ), 

1 , / sin(2ra£ + 1 )dkx \ 
P(Xk >t)= — A(0,2.)U : .* > 2t + 1 

n l z . x 27T V s i n ^ x / 
1 / sin(2m* + \)x \ 

= z—A(o,27r)U : : > 2t+ 1 
2TT V sin JC / 
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Similarly 

(2.15) P(Xk < -,) = U m J X : S i n ( 2 ^ + 1 ) X < -It + 1̂  
27T V s i n * v 

LEMMA 3. For any c > Owe have 

(2.16) lim Y,P(Yk >cn) 
Jk=\ 

±£,A^dt ifc<A 
0 ifc> A 

n ( J _ A Git},. -r < . 

(2.17) lim £ P(y, < -en) = ^ V^ t dt lJc J A 

n^°°k=i 10 ifc>A 

PROOF. By |X*| < mk and (2.13) we have \Yk\ < Ak + 1 and thus P(F* > en) can 
differ from zero only if k > (en — 1)/ A. Now if c > A then for n>no the last inequality 
cannot hold for any 1 < k < n and thus the sum in (2.16) equals 0. Assume now c <A 
and fix an integer k with (en — I)/ A < k < n. Then setting H(x) — x~lF(c/ (Ax)) 
and using (2.13), (2.14), Lemma 1 and the uniform continuity of F(x) in the interval 
[c/ A, +oo) we get by simple calculations 

sin(2m£ + 1 )x 
sinx 

P(Yk > en) = ^A ( 0 , 2 . ) (x : ~~'v '2'. ' " ' > ^n + 0(1) 

= ^rKs)+°<1>]+0<"" ! )=^; , /Û+' , ,""' ) 

where we made repeated use of the fact that kj n is between given positive bounds. The 
constants implied by the O depend on c and A and the terms o(l) and o(n~l) are uniform 
for (en - 1)/A < k < n. Adding (2.18) for (en - I)/A < k < n we get that the 
sum in (2.16) is (Air)~l j\AH(x)dx + o(l) which proves (2.16) since j\AH(x)dx — 
SC/A ^ ( 0 / tdt. (2.17) can be proved similarly. 

Observe now that by (2.13), (2.14), (2.15), Lemma 1 and the trivial estimates F(t) < 
t~\ G(t) < rl we have 

(2.19) P(\Yk\>t)<±X(oaJX:\S[n{2mk + l)X\>2t-3)<3- (* > 1,, > 3) 
2TT V I sinx I / t 

Thus denoting the distribution function of Yk by Fk, an integration by parts yields 
J^x2 dFk(x) < 9/ (k > 1, / > 3) and consequently 

(2.20) lim ~ÏÏm~ V n~2 f " x2 dFk(x) = 0 
e—»0"—•oo, , J—en 

Hence applying a classical limit theorem ([5], § 25, Theorem 1) for the triangular array 
Ynk = Yk/ nA <k<n,n— 1,2,. . . we get, using Lemma 3, 

(2.21) rTxYJYk-cn^Q 
k=\ 
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where Q is the infinitely divisible distribution with characteristic function (1.11) where 
L(x) = LA{x) is defined by (1.12) and 

(2.22) cn = n-lJ2 [" xdFkW + K 

where 7 is a real constant, depending on the sequence { Yk}. (The role of 7 is to guarantee 
that there is no term ict in the exponential in ( 1.11 ).) Next we note that by (2.13), (2.14), 
(2.15) and the Corollary we have 

P(Yk > t) - P(Yk < -t) 

1 4 
(l + 0(r2) + 0(t/mk)) 

27T7T ( 2 f + 0 ( l ) ) 

= 0(r2) + < W ) 

for t > 2 where the constants in the O are absolute. Thus for / > 2 we get, using also 
(2.19), 

(2 23) | / _ / ^ ( 0 | <\J*(l-Fk(t)-Fk(-t))dt\ + 0(l) = 0(l/mk) + 0(\). 

By | Yk\ < mk + 1 the first integral in (2.23) does not change for / > mk + 1 and thus 
(2.23) yields j i z tdFk{t) = 0(1) for all k > 1, / > 1. Hence cn = 0(1) by (2.22). Now 
(2.13) and (2.21) yield 

(2.24) ^É^-A 
i k = l 

Set SN = ZJ/</v cos «yjc and define the sequences { a^} and { b^} by 

aN = kfovMk <N< Mk+i k = 1,2,... 

Z?N = Q forMk<N < Mk+l k= 1,2,... 

By (2.24) the relation 

(2.25) a^lSN-bN^Q 

holds along the indices N = Mk and by M* ~ Ak2/2 and c„ = 0(1) we have a^ r^j 

yjl/ A - Nll2 and bu — O(l). Now for Mk < N < Mk+\ a^ and b^ remain constant 

mdthe L2 normof SN/ aN - SMJ aMk is k~l ((N - Mk)/ 2)l/2 <k-lrnk£ = 0(krxl2). 
Thus (2.25) holds for the whole sequence and clearly it remains valid if we replace a^ 
by \j2JA - Nxl2. This completes the proof of Theorem 1. 

PROOF OF THEOREM 2. We use the same construction for { nk} as in the proof of 
Theorem 1 except that mk = [Ak] is replaced by mk = [kuk] where ujk ] oo so slowly 
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that up/Uk —> 1 (and consequently ujk is slowly varying). Keeping the same notations 
as in the proof of Theorem 1, we have 

(2.26) Mk~k2ujk/2 

Similarly to (2.10), we get by simple calculations 

nj+i/nj > 1 + 1 / ( 2 ^ ) > exp((2y/UJ])-l(yJj7l-/j)) 

> exp(y/(j+l)/4uj+i - y/j/4u^j (j > jo) 

and thus nk >~ evk/4uJk. Instead of Lemma 3 we now have 

LEMMA 4. For any c > 0, 

(2.27) lim V P(Yk > cn) = lim V P(Yk < -en) = (TT 2 ^ - 1 

n-^°°k=i n^°°k=i 

To see this, let k(n) denote the smallest k such that kujk > n\ clearly k(n) = nen where 
1/2 1/2 

en —»• 0. Split the first sum in (2.27) into two parts according as 1 < k < nen ' or nen ' < 
k < n, respectively. By (2.19) the first sum is o(l) and for each k in the second sum we 

-1 /2 

have kujk > nen ' . Hence using (2.13), (2.14), (2.15) and the Corollary after Lemma 2 
we see that each term of the second sum is (ir2e(n + 0(1))) *(l + 0(n~2) + 0{eXJ2)) 
where the constants in the O depend only on c. Since the second sum has n{\ + o(l)) 
terms, the first limit in (2.27) is (n2c)~]. The second limit can be handled similarly. 

From Lemma 4 we conclude, as in the proof of Theorem 1, that (2.21) holds where 
the characteristic function of Q is given by (1.11) with L(x) — — 1/ (TT2X) (x ^ 0). That 
is, Q is a Cauchy distribution with characteristic function exp(—ir~] \t\) (see [5], §34). 
The centering sequence cn is again given by (2.22) and using (2.26) the argument leading 
to (1.10) yields in the present case aN ~ yJlN/ UJN, bN = O(l), completing the proof. 

REMARK. We prove now relation (1.13) describing the limiting behaviour of FA as 
A —• 0 and A —•> oo. Clearly, FA(xy/X) is the limit distribution of the left side of (2.21) 
with Yk and cn replaced by Ykj \/~Â and cnj y/Â, respectively. Hence applying the same 
limit theorem we used to deduce (2.21) it follows that the characteristic function ^ A ( 0 
of FA(X\/A) has form (1.11) with L(x) = LA{X) — LA(X\/Â) where LA{x) is defined by 
(1.12). A simple calculation shows that V^W c a n he rewritten as 

where 

(2.29) HA{X) = I JôW>- , / 1 + lT\tF(t/ f>* if ̂  ° 
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By Lemma 2 the integrands in (2.29) have a finite limit as t —• 0 and thus HA(x) is 
a bounded, continuous, nondecreasing function, constant for x > \[A and x < —\[A. 
This shows also that the integral in (2.28) does not change if we replace the domain of 
integration by R. Now 

1 rx/y/Â yF(y) 1 rl 

«*(A)= - L T^T2dy—"- L yF(y)dyasA\Oif\ > 0 re Jo 1 +Ayz re Jo 

and 

#A(A) — > - - [l yG(y)dy as A \ 0 if A < 0. 
7T ^ 0 

Thus by a standard convergence theorem for infinitely divisible distributions ([5], § 19, 
Theorem 1) F^xy/X) converges, as A \ 0, to the normal distribution with mean zero 
and variance a2 = 7r_1 j j y(F(y) + G(y)) dy. Integrating by parts and using Lemma 2 we 
get 

i 1 i rl i rl i \ 1 r°°/sinjt\2 , 1 

° = ~TAL ydF{y)+i y^)=T.L (—) *= 4 
completing the proof of the first relation of ( 1.13). The second relation of ( 1.13) can be 
proved similarly. 

PROOF OF THEOREM 3. Let 71 < j 2 < • • • < j r be positive integers and -0(0 = 

2 Z£=i cosyV*; let further {rik} = { n"k
A)} be the sequence in Theorem 1. Clearly, if the 

quantity a used in the proof of Theorem 1 is large enough then rik — nk-\ > 2jr for all 
k > 1 and thus the numbers rik ±jv (k = 1,2,..., 1/ = 1,2,..., r) are all different. Let 
{n*k}^x be the sequence consisting of these numbers, arranged in increasing order; let 
further { a^}, { b^} be the sequences in Theorem 1 and {Nj} an increasing sequence of 
positive integers such that by —• c for some real c. We show that 

(2.30) a„x £ cosnJjc-^G* 
k<2Nr 

along the sequence {Nj} where 

(2-31) Ô * W = 2 J o F 4 ^ - C ) d f 

The same holds if {rik}, { ##}, { b^} are taken from Theorem 2 and in (2.31 ) we replace 
FA by C\. To prove our statement we first note that the sequence (^ = a^] E/t<yv cos n^x— 
bu is mixing i.e. for any measurable function ip on (0,2n) we have 

(2.32) P(CN< y,<P < z)-> FA(y)P(<p < z) as N -> 00 

for any v G //, z G / / where / / is a dense set on the real line and P = (27r)_1 À on (0,2ir). 
To verify this, consider a diadic interval (a, b) — (2TTJ2~U, 2TT(J + 1)2_I/) C (0,2ir) and 
note that by dk = 2a^ the distribution of p^(x) and thus of Yk (cf. the proof of Theorem 1 ) 
remain unchanged for k > ko if we replace the probability space ((0, 2TT),/B, {2IX )~l X ) by 
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((a, b), *B, (b—a)~lX ). Similarly, for k > JCQ pk and thus Yk remain independent r.v.'s over 
the probability space ((a, b), *B, (b—a)~l X ) as well. Hence (2.21) and thus the conclusion 
of Theorem 1 will also hold over (a, b) and thus (2.32) holds if (f is the indicator function 
of any diadic interval. By approximation, (2.32) holds for any measurable (p. Now 

r 
S2Nr = : S cos H** = ^2 J2icos(nk - j„)x + cos(nk +ju)x} = x/j (x) ^ cos nkx. 

i<2Nr k<Nu=l k<N 

Hence if {Nj} denotes an increasing sequence of positive integers such that by —• c 
then 

a^lSlNr=(C>N + c)ij(x) + o(l) 

along { Nj} and (2.30) follows upon using (2.32) and noting that the function Q* in (2.31) 
is the distribution function of £ • r\ where £ and r\ are independent r.v.'s, £ is distributed 
as ip(t) over (0,27r) and r\ has distribution function FA(Î — c). Finally we note that if 
the starting sequence {n^} of our proof satisfies n^ >- ék^k for some {£*} then {n£} 
satisfies n\ >const- exp(8k/3r<Jk/ 3r) fork> 1. This completes the proof of Theorem 3. 
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