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Abstract
Modelling the distributional semantics of such a morphologically rich language as Arabic needs to take
into account its introflexive, fusional, and inflectional nature attributes that make up its combinatorial
sequences and substitutional paradigms. To evaluate such word distributional models, the benchmarks
that have been used thus far in Arabic have mimicked those in English. This paper reports on a bench-
mark that we designed to reflect linguistic patterns in both Contemporary Arabic and Classical Arabic,
the first being a cover term for written and spoken Modern Standard Arabic, while the second for pre-
modern Arabic. The analogy items we included in this benchmark are chosen in a transparent manner
such that they would capture themajor features of nouns and verbs; derivational and inflectional morphol-
ogy; high-, middle-, and low-frequency patterns and lexical items; andmorphosemantic, morphosyntactic,
and semantic dimensions of the language. All categories included in this benchmark are carefully selected
to ensure proper representation of the language. The benchmark consists of 45 roots of the trilateral,
all-consonantal, and semivowel-inclusive types; six morphosemantic patterns (’af ‘ala; ifta‘ala; infa‘ala;
istaf ‘ala; tafa‘‘ala; and tafā‘ala); five derivations (the verbal noun, active participle, and the contrasts in
Masculine-Feminine; Feminine-Singular-Plural; Masculine-Singular-Plural); and morphosyntactic trans-
formations (perfect and imperfect verbs conjugated for all pronouns); and lexical semantics (synonyms,
antonyms, and hyponyms of nouns, verbs, and adjectives), as well as capital cities and currencies. All
categories include an equal proportion of high-, medium-, and low-frequency items. For the purpose
of validating the proposed benchmark, we developed a set of embedding models from different textual
sources. Then, we tested them intrinsically using the proposed benchmark and extrinsically using two
natural language processing tasks: Arabic Named Entity Recognition and Text Classification. The evalu-
ation leads to the conclusion that the proposed benchmark is truly reflective of this morphologically rich
language and discriminatory of word embeddings.

Keywords: Language Resources; Semantics; Similarity; Syntax; Arabic embedding models

1. Introduction
Distributional semantic representation of texts has become the norm in Natural Language
Processing (NLP) since the publication of Mikolov et al. (2013). Word embeddings in the form
of high-dimensional vectors in a semantic space are currently at the heart of most research in
language processing. They are at the foundation of machine learning processing. Yet and despite
their popularity, their evaluation metrics are questionable.

Not withstanding “problems with the appropriateness and informativeness of word analogy
tests in current distributional word embedding evaluation” (Schluter 2018), analogical reasoning
is “the second most popular method of word embeddings evaluation. . . [It] is based on the idea

C© The Author(s), 2022. Published by Cambridge University Press.

https://doi.org/10.1017/S1351324922000444 Published online by Cambridge University Press

https://doi.org/10.1017/S1351324922000444
http://crossmark.crossref.org/dialog?doi=https://doi.org/10.1017/S1351324922000444&domain=pdf
https://doi.org/10.1017/S1351324922000444


Natural Language Engineering 979

that arithmetic operations in a word vector space could be predicted by humans” (Bakarov 2018).
For analogical reasoning, scholars use the originalMikolov et al. evaluation dataset, namedGoogle
Analogy and Semantic-Syntactic Word Relationship Dataset.

We claim that an evaluation dataset that mirrors this Mikolov et al. dataset is inappropriate for
Arabic as it fails to capitalize on the nature of this language. In this paper, we aim to substantiate
our claim and propose a dataset for the evaluation of word embeddings that is more reflective of
the nature of Arabic and therefore, more effective in evaluation.

Each word in the Arabic language belongs simultaneously to morphological, syntactic, and
semantic paradigms that result from the word being derived from a root, coined by a morpho-
logical pattern, and associated with other words that form phrases and sentences. Current Arabic
evaluation datasets are either near replicas or translations of Mikolov’s dataset; they do not reflect
the morphological, syntactic, and semantic paradigms that Arabic words participate in. It would
not be feasible for such datasets to tell how good an Arabic word embedding is if they do not
reflect its derivational and inflectional nature.

This paper aims to:

• show that the metrics currently used for the evaluation of Arabic embedding models
are inadequate since this language has root-based, introflexive, fusional morphology, and
inflectional syntax that they ignore.

• propose a modified benchmark that would account for the distinctive morphological and
syntactic nature of the Arabic language.

• build 40 embedding models for a range of datasets using the algorithms of FastText
(FT), Global Vectors (GloVe), and Word2Vec (W2V) in their Continuous Bag of Words
(CBOW) and Skip-Gram (SG) architectures.

• demonstrate the reliability and effectiveness of this benchmark both intrinsically and
extrinsically.

The remainder of this paper is organized as follows. The procedural definitions are presented in
Section 2. In Section 3, we describe previous research on evaluation schemes of word embedding
models. Next, we outline the components of the proposed benchmark. Then, we evaluate a variety
of Arabic word embedding models intrinsically (using the proposed benchmark) and extrinsically
on two NLP tasks in Section 5. Finally, we conclude with general remarks in Section 6.

2. Procedural definitions
We are focused in this paper on presenting a set of tests that will reflect linguistic patterns in
both Contemporary Arabic and Classical Arabic. These tests will record the major features of
nouns and verbs; derivational and inflectional morphology; high-, middle-, and low-frequency
lexical patterns; as well as major morphosemantic, morphosyntactic, and semantic features of the
language.

To achieve this goal, we may need to define a few technical terms that we will use in the process.
We will define each briefly and illustrate it with examples that will ensure common understanding.

Modern Standard Arabic (MSA) is the modern form of literary Arabic that is associated with
the Arab Renaissance which itself resulted from the cultural shock that the Napoleon invasion
of Egypt in 1798 A.D. caused. It is the modern written form of Arabic, the medium of formal
communication, and the lingua franca that is used in all Arab countries. It is the language of
education that literary writers, journalists, public speakers, and religious leaders use at formal
occasions.
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Pre-Modern Arabic is any form of Arabic that was spoken or written prior to 1798 A.D., the
date of Napoleon’s invasion of Egypt.

Classical Arabic is the language of scholarship that was used from pre-Islamic times until 1798
A.D.

Contemporary Arabic is a term that is currently in circulation but we are using it here as a
cover term for the written and spoken forms of Arabic. Contemporary Arabic for us includes all
modern varieties of the language: MSA, Middle Arabic, and the dialects. It only excludes Pre-
Modern Arabic.

Derivational morphology: The study of word formation as it relates to affixes that attach to a
word to create a new word of a different meaning and/or word class. Affixes that create new words
are called derivational affixes. For example, in English im-, -ful, -tion, and -ly in im-proper, skill-
ful, construc-tion, and quick-ly are all derivational affixes. In Arabic, derivational morphology
uses morphosemantic patterns to create new nouns and verbs from a root. For example, deriva-
tional morphology applies verb and noun morphosemantic patterns to the root shrk to

produce, inter alia, the following words: ’af ‘ala, ’ashraka ’he got him to share’;
’fā‘ala shāraka ’he shared with’; tafā‘ala tashāraka ’together they went into partner-

ship’; ’fa‘̄ıl shar̄ık ’partner’; fa‘ilah sharikah ’company’; mufā‘lah
mushārakah ’partnership’; fa‘al sharak ’snare’.

Morphosemantics is the interaction between morphology and semantics, between the form
of a word and its meaning. Any change in the form of a word that results in change in meaning
is morphosemantic. Therefore, interdigitating consonants and vowels between root radicals is
a morphosemantic operation that results in significant changes in meaning, that is, all Arabic
morphological patterns are the result of morphosemantic processes; hence, they are also called
‘morphosemantic patterns’. For example, the root K T B ’to write’may have the following
morphosemantic forms: kātib ’writer’, maktūb ’written’, kitābah ’writing’,
mukātabah ’correspondence’, etc.

Morphosemantic template is also called morphosemantic pattern, morphological pattern, al-
wazn al-sarfi. There are 10 verb patterns that are highly frequent in Arabic and about 60 noun

patterns that are most productive. Here are some examples: ’af ‘ala ‘caused an event’;
fā‘ala ‘initiated an event’; tafā‘ala ‘together participated in an event’; fa‘̄ıl ‘with an
attribute of an event’; fa‘lah ‘an instance of an event’; mufā‘alah ‘the act of participation
in an event’, etc.

Morphophonemic alteration (transformation): Changes in the form of a word because of
a sequence of sounds that it contains, or changes in the pronunciation of a word because of a
sequence of word parts. For example, the plural marker in English is pronounced as s, z, or @z
depending on the final sound in the word. In Arabic, the definite article is pronounced as al or ass,
arr, azz, att, etc. depending on the nature of the initial sound in the word that it attaches to.

Inflectional morphology: The study of word structure as it relates to affixes that do not change
the word class or meaning. Such affixes are referred to as ‘inflectional affixes’. In English, these are
the -s at the end of the present tense verb when the subject is third person singular, the -ed at the
end of a past tense verb, the -er at the end of a comparative adjective, etc. In Arabic verbs, inflec-
tional affixes are those that indicate its tense, mode, subject, and object markers, and in Arabic
nouns, they indicate definiteness, number, gender, and possession. For example, all affixes in this
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word are inflections: tu-shāt.ir-na-hum imperfective-’share’-they (feminine, plural)-they
(masculine, plural) ’they share with them’.

Inflectional syntax: Sentence structure that relies more on inflectional affixes than on word
order to express the grammatical roles of words.

Morphosyntax, on the other hand, is the interaction betweenmorphology and syntax, between
the form of a word and its grammatical role in a sentence. Morphosyntax is realized by the inflec-
tional affixes, the affixes for definiteness, case, number, person, tense, and mood that are added to
a stem to mark its grammatical attributes; that is, all word forms of a noun and all conjugations of
a verb are the result of morphosyntactic operations since they are only inflected syntactically and
without any alteration of meaning. In these words, for instance, al-muhandis-ūna ‘the engineers’,
and yu-jālis-na-hum ‘they socialize with them’, all the prefixes and suffixes are added to the stems
in bold by morphosyntactic rules. Unlike morphosemantic alteration, the affixes here do not alter
the meanings of the words but adapt them to the contexts of use instead.

Introflexive language: A language that uses root and pattern to construct words by inter-
digitating vowels and/or consonants between the radicals of a root. Arabic is an introflexive
language.

Fusional language: Arabic and Latin are fusional languages because they fuse such features
as gender, case, and number; or tense, voice, mode, and pronominal subject in a manner which
makes it difficult to segment a word into its constituent morphemes. For example, the prefix ya-
and the suffix -u in ya-drus-u mark the mode of this verb as ‘indicative’, the tense as ‘imperfect’,
the voice as ‘active voice’, and the subject as ’third person singular masculine’.

Active participle ism al-fā‘il: A noun or adjective that denotes the doer of an action.
It corresponds to English nouns that end with -er or -or and to adjectives that end with -ing. For
example, āmil ‘worker’; mudarrisuhu ‘teaching him’; mudrik ‘cognizant’;
mursil ‘sender’; murāsil ‘correspondent’, etc.

Verbal noun al-mas.dar: A morphological pattern that names the action of the verb it
corresponds to and is usually translated in English as an infinitive. For example, s.u‘ūbah

’hardship’; ih. tiwā ‘containment’; iktishāf ‘discovery’; kitābah ‘writing’;

ma‘rifah ‘knowledge’; ta‘z̄ız ‘reinforcement’; difā‘ ‘defense’; tanāfus ‘rivalry’;
inqiy ād ‘docility’; ibtidā‘ ‘initialization’; istithmār ‘investment’.

W-inclusive and y-inclusive roots: Roots that consist of a combination of consonants and
semivowels (w, y). These are w-inclusive and y-inclusive roots: wy ‘to be cognizant’; hwm

‘to roam’; d‘w ‘to call’; yqn ‘to give credence to’; byt ‘to dwell in’; h. ny
‘to bend’.

All-consonantal imperfect verb: Present tense verb whose root consists of consonants only

( s.ah. ı̄h. sālim), for example: yaktubu ‘he writes’; tal‘abu ‘she plays’;
yadrusna ‘they (fem) study’.

Clitic: A word part which is like a word in having ameaning of its own and like an affix in being
always bound to another word. It may be a proclitic that attaches at the beginning of a word, and
enclitic that attaches at the end of a word. For example, the Arabic definite article al- and the
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conjunction wa- are proclitics, while the subject and object pronominal pronouns that attach at
the end of a verb are enclitics.

Graphemic normalization: Representing all forms of a letter by one of them. For example, the
hamza ( ) is often normalized as ( ) and the alefs ( ) as ( ).

Gemination diacritic: The shadda symbol written as this superscript: .

Vowel elongation: pronouncing the vowel longer than normal.

Metaphorical extension: Extending the meaning of a word by using it in a metaphorical sense.
For example, the word ‘president’ means literally ‘with a head’; this is a metaphorical extension of
the ‘head’ that sits at the top of a human body.

Grammatical role is the function of a word in relation to other words in a sentence.
Grammatical roles include subject, predicate, adjective, adverb, preposition, etc.

Colloquial Arabic, vernacular Arabic, dialectal Arabic, spoken Arabic are variants of what is
termed as ‘āmmiyyah or darija. They are the Arabic language variety used for day-to-day commu-
nication. Maghribi, Egyptian, Beduin, and Madani Arabic are examples of that variety (Elnagar
et al. 2021a; Elnagar et al. 2021b).

3. Literature review
Most current language processing uses distributional representations of words and phrases as high
dimensional vectors in a semantic space. That is why word embeddings are at the foundation
of most applications in natural language processing. Yet, despite their popularity, their evalua-
tion metrics have been criticized. Manzini et al. (2019) observed how the human tendency to
make stereotypes gets amplified and biases get propagated when word embeddings are used. They
applied Bolukbasi et al. (2016) method to remove bias components from texts and proposed a
metric for the evaluation and quantification of bias in texts. Their method used Mean Average
Cosine to measure the similarity between vectors.

Nissim et al. (2020) observed how vector spaces do encode human bias and they noted how
some of the literature has found analogy metrics to be “deeply infused with human biases, like
man is to computer programmer as woman is to homemaker”, so they demonstrated that “the
bias isn’t necessarily (or at least not only) in the representations themselves, rather in the way we
query them” (p. 5). In W2V, for example, the original two-pair analogy (A:B as C:D) (e.g., man is
to king is as woman is to queen) necessitates that all four terms be distinct; thus, it prevents the
return of man is to king as woman is to king (i.e., D is B).

Analogical reasoning is heavily utilized in the detection of language features, in morpholog-
ical analysis, and in word sense disambiguation. Mikolov et al. (2013) developed the Google
Analogy Test to evaluate the goodness of word embeddings by solving analogy questions with
vector offsets; many researchers adopted this test whenever they wanted to assess embeddings and
to uncover language patterns. One major limitation in this test was identified by Köper, Scheible,
and im Walde (2015). They observed that such morphological richness as found in German, for
instance, does indeedmake the prediction of analogies more difficult. They demonstrated how the
overall performance of continuous representations in German is lower than it is in English and
that these representations “lack the ability to solve analogies of paradigmatic relations” (p. 44).
Hence, synonymy relations are not easily identified.

Relations in analogy tests have also been questioned. Gladkova, Drozd, and Matsuoka (2016)
are critical of the limited relations that they consist of. They assert, “to make any claims about a
model being good at analogical reasoning, we need to show what types of analogies it can handle.
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This can only be determined with a comprehensive test set” (p. 8–9). They are critical that most
existing tests exhibit “unbalanced sets [of relations], and potentially high variation in performance
for different relations (word-formation getting particularly little attention)” (p. 8).

We have also observed that non-English analogy tests are, for the most part, translations of
English tests, a fact that compromises the discovery of patterns peculiar to each language. Zahran
et al. (2015) translatedMikolov et al. (2013) Google Analogy Test into Arabic in verbatim. Elrazzaz
et al. (2017) produced the first analogy test that consisted of authentic rather than translated
Arabic words. They adapted the Google Analogy Test by removing six of the English relations
because they were not relevant to Arabic, kept eight relations that they thought were relevant, and
added only one new relation, the singular-dual, that they named ‘pair’.

Köper et al. (2015) translated the Google Analogy Test into German but deleted the adjective-
adverb relation because it did not exist in German. Ulčar et al. (2020) translated the English dataset
into nine European languages but modified it such that they removed language and culture-
specific categories. Their experimentation proved there to be “differences across languages and
categories, and [there to be] a substantial room for improvement in creation of word embed-
dings that would better capture relations present in the language as distances in vector spaces”
(p. 6). Khusainova, Khan, and Rivera (2019) developed a new dataset for the Tatar language that
is based on Mikolov’s English dataset. It consists of seven semantic and 27 syntactic categories
that reflect the morphological richness of the Tatar language and culture (e.g., capital-republic in
Russia; name-occupation; noun-derived adjective; five categories of grammatical case; verb mood,
tense, and voice; etc.).

Gladkova et al. (2016) offered what they labeled ‘a balanced test set’ to systematically exam-
ine analogy-based detection of morphological and semantic relations in word embeddings. Their
Bigger Analogy Test Set covers 40 linguistic relations inmorphology and semantics. Themorphol-
ogy category consists of word pairs that exemplify both derivational and inflectional morphology.
It consists of derivational prefixes (un-, over-, and re-); derivational suffixes (-less, -ly, -ness,
-able, -er, -ation, and -ment); and inflectional forms (regular and irregular plurals, comparative
and superlative adjectives, and participial and past verb forms). The semantic category consists
of word pairs that exemplify lexical relations (i.e., hypernyms, hyponyms, meronyms, synonyms,
and antonyms); and encyclopedic relations (i.e., geography, people, animals, and others). Each
relation is represented by 50 unique word pairs: thus, yielding 2480 questions in each of the 40
categories, totaling 99,280.

The research reviewed thus far clearly highlights some inadequacies in the way word embed-
dings are evaluated. Mikolov et al. (2013) Google Analogy Test remains the most popular
benchmark for the assessment of distributional representations. In the next section, we intend
to make the case that Arabic word embeddings need to be more systematically assessed.

The use of word embedding models is quite popular in Arabic computational linguistic appli-
cations, AL-Smadi et al. (2017), Alkhatlan, Kalita, and Alhaddad (2018), Mohamed and Shokry
(2022), Bounhas, Soudani, and Slimani (2020). Therefore, measuring the robustness of such
embeddings is essential for producing effective, Arabic sentiment analysis, Altowayan and Elnagar
(2017), Al-Ayyoub et al. (2019), Al-Smadi et al. (2019), Khalifa and Elnagar (2020), Nassif et al.
(2021b), Farha and Magdy (2021), question and answering systems, Romeo et al. (2019), Einea
and Elnagar (2019), clustering, AlMahmoud, Hammo, and Faris (2020), and text classification,
Abbas et al. (2019), Orabi, El Rifai, and Elnagar (2020).

4. Proposed benchmark
Since Arabic is a morphologically introflexive, fusional language, and syntactically an inflectional
language (Velupillai 2012), it is possible to produce close to half a million stems with a rela-
tively small set of roots (5600–8000, depending on how and what you count). When inflected
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for grammatical function, these stems produce millions of word forms. Good machine learning
ought to be capable of utilizing the highly productive derivational and inflectional morphology to
extract the language patterns hidden within. Hence, the evaluation gauge must be sophisticated
enough to discriminate between an efficient and an inefficient word embedding.

Consequently, it is put forward here that the word analogy test be reflective of the nature of
the language. It is proposed that the test capture the major features of noun and verb morphol-
ogy, and its items be of a range of frequency, rather than of exclusively high frequency; for highly
frequent patterns are necessarily easier to capture than patterns with low frequency. Therefore,
our proposed analogy test has been constructed such that its categories cover (1) nouns and verbs,
(2) the derivational, inflectional, and semantic dimensions, and (3) high-, medium-, and low-
frequency items. It consists of three major analogy categories: morphosemantic, morphosyntactic,
and semantic. We recognize that there are numerous dimensions left out for the sake of practi-
cality, yet this test is capable of capturing a glimpse of how nouns and verbs are structured and
conjugated and how they relate to one another semantically.

Below is an outline of the proposed analogy benchmark together with the justification for each
category and subcategory in effort to maintain transparency and proper representation of the
Arabic language.

Roots. The derivational nature of Arabic morphology centers around the root, and the mor-

phological pattern, al-wazn al-s.arf̄ı ‘morphological measure’. Some patterns aremore
productive than others. Alam (1983) counted the instances of types of roots in five classic dictio-
naries to find out the frequency of every type. He discovered that bilateral roots constitute only 1%
of the roots in use, trilaterals 64%, quadrilaterals 33%, and quintlaterals 2%. The proposed word
analogy test will include only trilateral roots since this type constitutes the majority of roots in
the repertoire of the native speaker and because covering the two most frequent root types would
double the size of the analogy test.

Roots, in terms of consonant type, are also two categories: all-consonantal al-s.ah. īh. and
semivowel-inclusive-roots al-mu‘tall. Yagi (2002) found all-consonantal roots to constitute
three quarters of roots in the language.

To keep the size of the analogy test manageable, we decided to represent only major root cat-
egories and those that undergo morphophonemic transformation causing root radicals to get
disguised. Therefore, we settled on 43 as the number of roots to include in our analogy test
and decided the count of roots in each category in accordance with Yagi (2002) root types and
frequencies. Our list correlates quite strongly with Yagi’s root categories, r(13)= 0.98, p= 000.

4.1 Morphosemantic Indicators
Arabic derives its verbs and nouns by casting the root with its wholly abstract meaning into the
mold of amorphological pattern with its own abstract meaning, such that the resulting stemwould
bring together the meanings of the root and pattern. The verb patterns are 27 but the most pro-
ductive ones are 10, while the noun patterns are by Sibawayh and Ya‘qub (1999) count 308 but the
most productive are fewer than 60. Obviously, not all these morphological patterns can be covered
in the analogy test, so we decided to have two verb patterns and three noun patterns to represent
the noun and verb morphologies of Arabic. The decision of which verbal patterns to include was
guided by two considerations:

(1) The morphological pattern has to rely on letter rather than diacritic manifestation; the
purpose being that most Arabic texts are unvowelized, hence, it would not be feasible to

https://doi.org/10.1017/S1351324922000444 Published online by Cambridge University Press

https://doi.org/10.1017/S1351324922000444


Natural Language Engineering 985

automatically distinguish between patterns. Take a morphological pattern like fa‘‘ala;
it relies on the gemination diacritic (shadda) to be set apart from a pattern like fa‘ala.

(2) The pattern has to be of significant frequency.

That is why we chose ’af ‘ala and istaf ‘ala; the earlier being of the highest frequency
and the latter being the longest pattern and with one of the lowest frequencies. Furthermore, the
verbal noun was selected for inclusion so that both verb and noun morphology would be rep-
resented. We also included the highly frequent active participle as a representative of derived
nouns. Because nouns are often inflected for gender, we also thought it would be a good idea to
represent that aspect of noun morphology even though gender is not strictly a morphoseman-
tic category. Thus, the derivational dimension of Arabic morphology is reasonably well covered.
As for the inflectional dimension, it is best captured by a sample of morphosyntactic paradigms.

4.2 Morphosyntactic Indicators
After roots get cast intomorphosemantic patterns to derive nouns and verbs, they have to function
in sentences. Their relation to one another and to other words in the sentence is often referred to
as grammatical function. This grammatical function is marked by inflections, that is, prefixes and
suffixes, that could alter the citation form of the word. Verbs, for instance, are inflected for tense,
voice, and mood, and nouns are inflected for case, number, gender, and definiteness, but these
inflections could cause morphophonemic alteration that camouflages the original word. Take the
root wfy ( ) ‘to keep a promise’ when cast into the pattern fa‘ala ‘did something’, it produces the
word wafā ( ) ‘kept a promise’. When conjugated with pronominal suffixes, the word would
change form to wafat ( ) ‘she kept promises’; wafā ( ) ‘he kept promises’; wafū ( ) ‘they
(masc.) kept promises’; taf̄ı ( ) ‘she keeps promises’; yaf̄ı ( ) ‘he keeps promises’; and yafūna
( ) ‘they (masc.) keep promises’. A good word embedding ought to be able to capture the rela-
tionship between these different word forms. That is why the analogy test must include items
that capture this inflectional nature of Arabic morphology. Because it is impractical to include all
morphosyntactic alterations, our test includes only perfect and imperfect verbs conjugated for the
third person feminine, hiya ( ) ‘she’; the masculine singular, huwa ( ) ‘he’; and the masculine
plural, hum ( ) ‘they (masculine)’. We ignored the dying dual and feminine plural because of
their extremely low frequency.

Thus, words in our benchmark represent the Arabic word in its complexity: the abstract
meaning in two root types, the all-consonantal and the semi-vowel inclusive; the lesser abstract

morphosemantic template, represented by the morphological patterns ’af ‘ala and
istaf ‘ala; and the grammatical inflections captured by the morphosyntactically marked word
forms, the imperfect verb conjugated for the third person singular and plural feminine and
masculine pronouns.

4.3 Semantic Indicators
To reflect the semantics of the Arabic language, the word analogy test must include lexical seman-
tic categories: synonymy, antonymy, and hyponymy, and these must be derived from a corpus of
authentic language use. That is why, it was decided that items in these categories will be drawn
from Buckwalter and Parkinson (2011). This is a frequency dictionary of Arabic that rank-orders
the 5000 words at the top of the frequency list of a corpus of 30 million words in size.

We selected items for the categories of our proposed benchmark such that they would
be equally divided between nouns, verbs, and adjectives, and that they would be of diverse
frequencies.

https://doi.org/10.1017/S1351324922000444 Published online by Cambridge University Press

https://doi.org/10.1017/S1351324922000444


986 S. Yagi et al.

The lexical items included in the semantic indicators were selected from the Part of Speech
(POS) Index of this dictionary. The selection was done in a disciplined manner; the first half of
items in a semantic category would be drawn sequentially from the top of the frequency list, the
second half would be selected at a 300-rank interval. Thus, half of the items in each of the semantic
indicator lists were chosen in sequence from the top of the adjective, noun, and verb sections of the
POS index. The other half was selected from the remaining ranks at an approximately 300-rank
interval. So, when we compiled the list of adjectives, for example, we had to pick every adjective
encountered at the top of the POS section of adjectives and the adjectives at the frequency ranks
of 304; 598; 903; 1206; 1503; 1803; 2100; 2400; 2713; 3002; 3311; 3605; 3897; 4186; 4519; 4804; and
4993.

4.4 Composition of the Benchmark Dataset
In this section, we present our proposed Arabic benchmark dataset accepting that a word analogy
test should be reflective of the nature of the language, such that test items be (1) inclusive of high,
medium, and low frequency; (2) demonstrative of the morphosemantics of roots and patterns;
(3) indicative of the morphosyntax of conjugated verbs and nouns; and (4) inclusive of the major
semantic relations. Here is an outline of it.

The complete benchmark comprises 44 tests, each consisting of 40–50 word pairs. The full set
of tests is available online on Github.a It is contained in three major categories:

(1) Morphosyntax indicators which are covered in the benchmark by: 13 files for the imper-

fect verb of the s.ah. ı̄h. sālim ( ) roots (CISS) conjugated from the past tense for
the pronouns: Huwa, Huma, Hum, Hiya, HumaF, Hunna, Anta, Antuma, Antum, Anti,
Antunna, Ana, Nahnu; 13 files for the imperfect verb of the waw-inclusive (CIWI) roots
( ) conjugated also from the past for the same set of pronouns; 2 files for
the imperfect verb of the third person masculine and feminine plural (i.e., yataFa3aLuuna
and yataFaa3aLna, respectively) conjugated from the singular form.

(2) Morphosemantics indicators which are expressed in 11 files: the patterns ( )
’af ‘ala; ( ) ifta‘ala; ( ) infa‘ala; ( ) istaf ‘ala; ( ) tafa‘‘ala; ( )
tafā‘ala; the Active-Participle; Verbal-Noun; Masculine-Feminine; Feminine-Singular-
Plural; Masculine-Singular-Plural.

(3) Semantics indicators which are represented by five files: three of which for the lexi-
cal relations: Synonyms, Antonyms, Hyponyms, and one each for Capital-Cities, and
Currencies.

The process of testing involves studying the word analogy relationship (i.e., word1 to word2 is
likeword3 to x) between each pair of words, in the file, against the remaining pairs in the same file.
The objective is to recover the word x asword4. This process is repeated in each file for each bench-
mark indicator. This process is similar to what Mikolov et al. (2013) and Elrazzaz et al. (2017) did
for evaluating word embeddings. In order to recover the missing word, it is suggested here that
the top-5 matches be considered, rather than the top candidate as the case is for English. This is
because Arabic derivational and inflectional nature allows the top candidate to appear in a word
form that might differ from the targeted form by a one letter clitic or affix. Köper et al. (2015) lend
support to our recommendation with their finding that the morphological richness of German
makes the prediction of analogies more difficult; thus, the overall performance of embeddings in
German is lower than their counterparts in English. Table 1 summarizes the composition of the

ahttps://github.com/elnagara/AREEB.
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Table 1. Proposed benchmark metrics for Arabic embeddings

Inflectional morphology (MorphoSyntactic) Derivational morphology (MorphoSemantics) Semantics

Imperfect verb Perfect verb Noun/Verb/Adjective
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ConjugatedImperfectSahihSalim-huwa aF3aLa Synonymy
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ConjugatedImperfectSahihSalim-hiya istaF3aLa Hyponym
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ConjugatedImperfectSahihSalim-hum Noun Antonymy
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ConjugatedImperfectW-Inclusive-huwa Verbal Noun Capital City
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ConjugatedImperfectW-Inclusive-hiya Active Participial Currency
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ConjugatedImperfectW-Inclusive-hum Masculine-Feminine

proposed benchmark. It consists of components that capture Arabic verb morphology, nounmor-
phology, and semantics. The verb morphology consists of two types: inflectional morphology that
we refer to as ‘morphosyntax’ and derivational morphology that we refer to as ‘morphosemantics’.
The components that are designed to represent the morphosyntax of Arabic are targeted towards
the imperfect as it contrasts with the perfect verb, and they show it in its multitude of forms as it is
conjugated for the singular and plural, masculine and feminine, 1st person, 2nd person, and 3rd
person pronouns. They also represent the two major types of trilateral roots: the all-consonantal
s.ah. ı̄h. sālim and the w-inclusive roots. Table 1 shows a sample of indicators that are discussed in
detail here.

As for noun morphology, it is represented in the morphosemantics of perfect verbs and nouns.
The perfect verbmorphology is typified by themorphological patterns, aF3aLa and istaF3aLa. The
noun morphology, on the other hand, is represented by the verbal noun, active participial, and by
the masculine–feminine contrast.

Arabic semantics is depicted in the proposed benchmark by three basic sense relations: syn-
onymy, hyponymy, and antonymy and by two of the components in Mikolov et al. (2013) and
Elrazzaz et al. (2017): capital city and currency.

5. Experimental evaluation and discussion
To gauge the efficiency of the proposed benchmark, we will conduct analogy tests, and intrinsic
and extrinsic evaluation. Before we commence, let us first introduce our benchmark datasets.

5.1 Datasets
We built 40 models of the datasets below to facilitate the evaluation of our benchmark. Evaluation
is conducted here for all dichotomies in our benchmark using the embeddings produced by FT,
W2V, and GloVe from the following four main datasets.

(1) Historical Arabic Corpus (HAC)
The books in the Historical Arabic Corpus (HAC) (Hammo et al. 2016) and the books of
the Open Islamicate Texts Initiative (OpenITI) (Romanov and Seydi 2019); let this dataset
be called BOOKS.
HAC is a historical Arabic corpus with around 45 million tokens, annotated with part-
of-speech, root, and morphological pattern. Its content is categorized into 100-year time
intervals and in terms of authorship, genre, and whether the text is a primary representa-
tion of the language of its epoch. The goal of the corpus is facilitation of the compilation of
entries in a hypothetical dictionary on historical principles, Hammo et al. (2016).
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The OpenITI is a multidisciplinary scholarly corpus of premodern Arabic texts that
was compiled by researchers at academic institutions in the USA and Europe and
funded by international philanthropies (Romanov, 2020). Its texts come from open-access
online collections of premodern and modern Arabic texts, primarily from ’Shamela’ and
’ShiaOnlineLibrary’. The total number of word types in it is over 745 million and 1346
million tokens.

(2) News Articles (NEWS)
Our large collection of news-wire articles frommultiple sources, Einea, Elnagar, and Debsi
(2019), and from the Masrawy dataset, Elnagar, Al-Debsi, and Einea (2020); let this collec-
tion be called NEWS.
NEWS collection is a large collection of Arabic news articles that can be used in different
Arabic NLP tasks such as text classification and word embedding. The articles were col-
lected using Python scripts written specifically for four popular news websites: AlKhaleej,
AlArabiya, Akhbarona, andMasrawy. The first dataset (190K articles) has seven categories:
Culture; Finance; Medical; Politics; Religion; Sports; and Technology, except for AlArabiya
which does not have [Religion].Masrawy is a huge dataset that contains 451K files that sup-
ports multi-class text classification. It has 24 categories.
For news-wire articles, we used the SANAD dataset, Einea et al. (2019), which is a large
collection of Arabic news articles that were collected from three popular news web-
sites: ‘AlKhaleej’, ‘AlArabiya’ and ‘Akhbarona’. SANAD contains almost 200,000 articles.
Similarly, theMasrawy dataset (Masrawy.com) consists of more than 450,000 news articles
collected from the Masrawy portal.

(3) Wikipedia (WIKI)
ArabicWikipedia documents; let this dataset be calledWIKI.Wikipedia is an encyclopedia
that compiles its content in a variety of languages. The Arabic content domain is a relatively
rich one with more than one billion tokens, spanning several different areas of knowledge.
We used it as a separate source for building wiki-based embedding models. We obtained
the Arabic dump back in January 2020.

(4) Reviews (REVIEWS)
Our huge collection of Hotel Arabic Reviews dataset (HARD, Elnagar, Khalifa, and Einea
2018a) and our Book Reviews of Arabic Dataset (BRAD, Elnagar, Lulu, and Einea 2018b),
both include dialectal Arabic and emojis. Let the combined datasets be called REVIEWS.
HARD and BRAD are datasets whose texts were scrapped from booking.com and
goodreads.com portals, respectively. The two datasets have more than 800K reviews in
total.
The latest versions of HARD and BRAD datasets contain 500,000 and 700,000 reviews,
respectively. While the HARD dataset represents hotel reviews that were collected
from Booking.com website, BRAD reviews are about books and were collected from
GoodReads.com. All reviews are expressed in Modern Standard Arabic as well as dialectal
Arabic.

In addition, we used a dataset by Soliman, Eissa, and El-Beltagy (2017), which is a pre-
trained word embedding available as open source; let it be called AraVec. We included the
AraVec-Wikipedia model for comparison purposes. We used the above four datasets to construct
experimental embedding models as explained in the following section.

As for our analogy tests, we used only a sample of test files to illustrate the capabilities of the
benchmark. It is impractical to include all here; a sample of a paradigm is sufficient to demon-
strate it. We selected the highest and the lowest frequency morphosemantic and morphosyntactic
patterns. Researchers using our benchmark are not expected to use all testing files, a subset like
what we demonstrate here is sufficient. Embeddings that work on the subset ought to work on
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Figure 1. Complete benchmark indicators (Testing set) versus the subset used for experimentation (Tested set).

the whole benchmark as shown in the evaluation section. Figure 1 shows the distribution of
test files per morphosyntactic, morphosemantic, and semantic indicator. The testing set reflects
the total number of test files per benchmark indicator. The tested set shows the actual num-
ber of files used in the experiments conducted for evaluation of the benchmark. Specifically,
the morphosyntax indicators have 28 files in the benchmark: 13 files for conjugated imperfect

(CISS) s.ah. ı̄h. sālim ( ) roots, 13 files for conjugated imperfect waw-inclusive (CIWI)
roots ( ). However, in this section we show the results of only 6 selected test
files for the benefit of space-saving: CISS-hiya, CISS-hum, CISS-huwa, CIWI-hiya, CIWI-hum,
and CIWI-huwa; this is sufficient to demonstrate the paradigm. The morphosemantic indica-

tors have 11 files six of which are the morphosemantic patterns: ( ) ’af ‘ala; ( ) ifta‘ala;
( ) infa‘ala; ( ) istaf ‘ala; ( ) tafa‘‘ala; ( ) tafā‘ala; Active-Participle; Verbal-Noun;
Masculine-Feminine; Feminine-Singular-Plural; Masculine-Singular-Plural. For testing this indi-

cator, we selected the most and least frequent morphosemantic patterns (( ) ’af ‘ala, ( )
istaf ‘ala) and the rest of indicators. The third benchmark indicator is semantics, which has five
files: Synonyms, Antonyms, Hyponyms, Capital-Cities, and Currency. We used all five files in
testing this indicator.

5.2 Analogy Assessment
The above datasets will be used in the evaluation of word embedding models with the aid of
analogy tests. Ever since Mikolov et al. (2013) such models have always been evaluated using
analogy relations which rely heavily on the notion of similarity.

The goal of word similarity is to measure how well the notion of human perceived similar-
ity is captured by word vector representation. Therefore, word similarity correlates the distance
between word vectors and human perceived similarity. Word analogies are equivalent to word
transformations that describe common semantic differences. In this work, we consider similarity
to be part of analogy.

For all the experimental models discussed here, we included uni-gram as well as n-grammodels
(bi-gram and tri-gram). The embedding models are used to search for the nearest neighbors in the
embedding space or as an embedding layer in a machine learning model in a supervised task (to
be discussed in Subsection 5.4). Therefore, good embedding models must maintain relationships
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Table 2. Top 3 results retrieved from the W2V-CBOW embedding of ’NEWS’

SN Query Top three results

1
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

11

between words. To illustrate nearest neighbors and analogy relationships, we show a sample of
query terms with their top 3 neighbors as retrieved from ‘W2V-CBOW’ models for the following
sample datasets:

(1) ‘NEWS’ which is based on SANAD and Masrawy, Table 2.
(2) ‘REVIEWS’ which is based on HARD and BRAD, Table 4.

Tables 2 and 4 show the resulting top 3 neighbors for 11/12 query terms purposefully selected
such that they would demonstrate unigram versus n-gram, dialectal versus standard, polyse-
mous versus nonpolysemous dichotomies for theW2V-CBOW (W2V-CBOW) architecture when
applied to the two datasets.

Table 2 shows the top three results from the embedding of the NEWS dataset, which constitutes
nonacademic texts that the lay people interact with on a daily basis. Transliterations is provided
in Table 3. Notice that the query is sometimes a uni-gram and sometimes a bi-gram. The returned
results are similarly uni-gram or n-gram, regardless of the number of words in the query (e.g., 1,
7, and 8). The top three results are invariably relevant; either they are synonyms, near synonyms,
or frequent collocates. If we consider the ambiguous query words, we would notice the following:

The query word in 7 could be read to mean ‘kiss’ or ‘destination’, but the NEWS embedding
seems to have found the second reading dominant. In 8, ‘mabrwk’ is not interpreted as a proper
noun; it is taken as ‘congratulations’, which is the prototypical meaning that first comes to mind
in contemporary Arabic. In 9, the ambiguous query (i.e., moon/ a girl name) appears to have been
interpreted literally as ‘moon’, that is why the results are ‘the moon’, ‘lunar’, and ‘space probe’.
In 10, the ambiguous query is taken as equivalent to the Latin adverb sic ‘so, thus’. Interestingly,
the spoken Gulf Arabic variant is in the top results. In 11, the query seems to have been read as
an Asian named entity rather than as a noun meaning ‘ease/peacefulness/shame’; or as a verb that
means ‘to make easy/to facilitate/to mitigate/ to disparage’.
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Table 3. Transliterations of the top 3 results retrieved from the W2V-CBOW embedding of ‘NEWS’ (Table 2)

Table 4. Top 3 results retrieved from the W2V-CBOW embedding of ‘REVIEWS’

SN Query Top three results

1
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

11
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12

Table 4 shows the results of querying the embedding of the REVIEWS dataset, the collection
of hotel and book reviews. Transliterations is provided in Table 5. Since this is more reflective of
everyday language as used in social media, many queries retrieved contemporary spoken language
patterns such as vowel elongation in 6, 8, and 12; dialectal forms in 10, 11, and 12; and emojies
in 12. The results of the homonymous query in 7 demonstrate the spoken nature of the dataset
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Table 5. Transliterations of the top 3 results retrieved fromW2V-CBOW embedding of ‘REVIEWS’ (Table 4)

really well. The query is no longer interpreted as ‘a fulcrum or destination’ but rather as the stan-
dard and colloquial words for ‘kiss’ and ‘tender kiss’. The query in 9 (‘moon’) has no longer the
strongest collocation with outer space (Table 2) but rather with metaphorical extension in the
form of named entities (Najm Al-Dean, Ghadeer, and Shurouq). The query ( , SN. 11) is no
longer a noun or a verb relating to ‘ease’ (Table 2) or an Asian named entity but rather an adverb
of time or place with different dialectal pronunciations. Indeed, the REVIEWS dataset is the most
reflective of contemporary spoken Arabic.

Clearly, the embeddings are quite efficient since they, not only did not shy away from depicting
n-grams for a uni-gram query, but also recognized the homonymy and polysemy of query terms
as well as the dichotomous difference between standard and dialectal Arabic.

Now, let us turn to the evaluation of our proposed benchmark. Let us measure the efficiency of
its performance intrinsically first, then extrinsically.

5.3 Intrinsic Assessment
We used the proposed benchmark to evaluate models of distributed word representations, mea-
suring their ability to capture both the morphological and the semantic attributes of all datasets
introduced in Subsection 5.1. Our indicators are expected to disclose to what degree these models
are capable of extracting the morphological and semantic features of texts, the derivational and
inflectional morphological characteristics, and noun and verb morphological attributes.

The results shown in this section are when the performance of models of distributed word
representations of five datasets: HAC books; OpenITI, NewsArticles, Masrawy, and Ara-Vec.
Three distributed word representation modeling algorithms are used: FT, GloVe, and W2V, all
in Skip-Gram and Continuous Bag of Words architectures.

Figure 2 displays the morphosemantic evaluation of embeddings rendered for HAC using the
SG and CBOW architectures of FT, GloVe, and W2V. Notice how the indicators can show the
strength and weakness of the three embedding algorithms and their respective architectures. For
’afala, the highly frequent morphosemantic pattern, FT-CBOW outperformed the other modeling
algorithms by identifying around 50% of the query terms, two and a half times more than its
next rival. FT’s performance is most impressive when the least frequent morphosemantic pattern
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Figure 2. Morphosemantics in HAC embedding models.

is considered. It successfully spotted 33% of the instances of istafala in the top five query results; its
next rival managed a success rate of less than 3%. In fact, the overall performance of FT surpassed
all others, precisely because it is morphology-centric; it appears to capture best the nuances of
Arabic morphosemantics.

This is not totally new but it partially corroborates the general consensus that FastText is best
for morphological exploration as demonstrated in the verb derivational patterns of istafala, active
participle, and in the gender contrast in ‘masculine-feminine’. These results show Word2Vec as
a worthy opponent in the noun derivation as manifested in verbal nouns. W2V outperforms FT
in the detection of verbal nouns and rivals it in the detection of active participles. FT’s contin-
uous bag of words architecture is more efficient in derivational morphological exploration than
its Skip-Gram architecture. Notice also that the frequency of occurrence of linguistic items has
critical relevance for word representation. W2V Skip-Gram has barely been capable of detecting
the relatively infrequent morphological pattern, istafala, while W2V Skip-Gram and GloVe have
failed utterly in that. In highly frequent morphosemantic forms, the three embeddings, in their
SG and CBOW iterations, have been quite good in detecting verbal nouns, active participles, and
gender contrast.

Morphosemantics, however, might not be enough to draw this conclusion. Let us now check
whether the embedding models would perform at the same level when morphosyntax and partic-
ularly inflectional morphology is targeted. We will use the proposed benchmark to discriminate
between the three embeddings in the context of inflected word forms. Let us take the Conjugated

Imperfect verb of the all-consonantal, s.ah. ı̄h. sālim ( ), (CISS), and the Conjugated
Imperfect W-Inclusive, mutall, (CIWI), as cases in point.

Consider Figure 3 which shows the results of the three embedding models’ performance on the
morphosyntax in HAC. It should be noted that the axes in Figures 3–9 follow exactly what was
presented in Figure 2.

All embeddings, whether in the SG or CBOW architectures, are capable of extracting mor-
phosyntactic knowledge with reasonable efficiency. FT-CBOW is consistently the best in detecting
conjugated word forms and GloVe tends to be the least efficient. CBOW is more capable than the
SG architecture in revealing syntactically inflected word forms. Conjugated imperfect verbs that
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Figure 3. Morphosyntax in HAC embedding models.

Figure 4. Morphosyntax in all-datasets embedding model.

are of the s.ah. ı̄h. sālim ( ) root type are better detected by the three main embeddings
than conjugated imperfect verbs that are of the w-inclusive type.

Figure 4 is similar to Figure 3 but it depicts the morphosyntactic results for the embedding
model of all-datasets combined rather than in just HAC. Although the patterns in the two figures
are similar, the accuracy scores dropped a little in Figure 4. This is because wemade the embedding
models more general by combining them together despite the fact that the individual embeddings
were created for specific NLP tasks. For example, developing a dialect classifier would not ben-
efit as much from combining all-datasets as it would from the ‘REVIEWS’ embedding, which is
predominantly dialectal.
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Figure 5. Semantics in HAC embedding models.

Figure 6. Word2Vec embeddings of HAC and OpenITI corpora.

Now, let us turn to the semantic dimension and see how well the three embedding models per-
form in representing texts in HAC. Figure 5 shows that GloVe is the best in detecting semantic
features. This could be due to several reasons: (1) The overall performance of low-dimensional
continuous word vector representations in such morphologically rich languages as German to be
lower than in English (Köper et al. 2015); so they are expected to be of lower levels in Arabic as
well. (2) They are generally less able to predict paradigmatic relations since “none of the vector
spaces encodes deep semantic information reliably” Köper et al. (2015), p. 44. (3) The mor-
phological richness of Arabic makes the prediction of analogies more difficult since the search
space is larger with all the morphological variants and derivatives of a query term. Figure 5 also
shows GloVe to be relatively better than the other two modeling algorithms in detecting semantic
features.
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Figure 7. Word2Vec embeddings of Masrawy and other NewsArticles datasets.

Figure 8. AraVec embedding versus our ‘Wiki’ embedding.

Let us now zoom in on one embedding model, say W2V, and examine to what extent would
word embeddings be affected by corpus size. Subjecting the W2V embeddings of HAC and
those in the similar in composition but larger OpenITI corpus, the proposed analogy bench-
mark revealed what is in Figure 6, that the magnitude of a corpus is not as critical as we might
think, regardless of which architecture is adopted. Obviously, corpus size is important but beyond
a certain point, it has diminishing returns in terms of quality of embeddings. Figure 6 shows
how the quality of SG and of CBOW embeddings is only slightly affected by corpus size, regard-
less of whether we consider the morphosyntactics (exemplified by CISS_hiya, the all-consonantal
imperfect verb conjugated for the third person singular feminine pronoun, ‘hiya’), deriva-
tional morphology (represented by verbal nouns), or semantics (demonstrated by antonyms).
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Figure 9. Overall performance on all test files grouped by benchmark categories.

HAC is only 45 million tokens compared to OpenITI’s 1346 million tokens, yet its SG and CBOW
embeddings reveal similar patterns.

The proposed benchmark shows the embeddings to be analogous. Figure 7 below displays the
results of a comparison between, on the one hand, SG and CBOW embeddings in the huge single-
source Egyptian news corpus, Masrawy, and on the other, those in a small, multiple-source news
corpus that we compiled from a variety of news portals. Notice that the morphosyntactic compo-
nent of our benchmark, illustrated by ‘CISS_Hiya’, reveals CBOW to be superior when the corpus
is single-source and big than when it is multi-source and small. This conclusion is soon inval-
idated when meaning is taken into account. Consider the derivational morphosemantic Verbal
Noun indicator and the semantic component of Antonyms. SG performs best when the corpus is
small and when derivational morphology is in focus, as exemplified by verbal nouns. This, how-
ever, is invalidated when the morphosyntactic and semantic components of the benchmark are
taken into account. It also appears that the use of a small corpus of multiple sources as in our
NewsArticles collection vis-a-vis a huge single source corpus (i.e., Masrawy) has better cover-
age for morphosemantics as exemplified by verbal nouns and for semantics as represented by
antonyms. This implies that the heterogeneity of a corpus enhances its semantic representation
and makes up for the smallness of its corpus size.

Next, we discuss the effect of normalization on embeddings. The proposed benchmark can
shed light on this issue, as demonstrated in Figure 8. With it, we evaluated respectively the SG
and CBOW Word2Vec embeddings in two versions of the Arabic Wikipedia, a version with the
text normalized and the other without normalization. Normalization, a widely adopted practice in
Arabic computational linguistics, is the process of unifying the orthography of some Arabic char-
acters. Namely, alif forms [ ] to [ ], hamza forms [ ] to [ ], hā and tā marbūt.ah
[ ] to [ ], and yā and ’alif maqs.ūrah [ ] to [ ]. Aravec did implement normalization but
we did not because we thought normalization could affect the contextual meaning of such words
as fa’r ’mouse’ and fār ’boiled’ or kurah ‘ball’ and kurh ‘hatred’.

The results show that our non-normalized texts (depicted in the two bars on the right in each
cluster in Figure 8) give slightly better results than the normalized texts of Ara-Vec and that
the CBOW embeddings are of better quality than those of SG irrespective of text normalization.
Clearly then, word representation is not seriously hampered by the lack of text normalization.

Having demonstrated above the discriminatory power of the proposed benchmark on the sam-
ple test-files, consider Figure 9 to see the overall performance of the full benchmark (test files)
grouped by morphosyntactic, morphosemantic, and semantic categories. In general, the embed-
dings performed better on the morphosyntactic indicators than they did on the meaning-based
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morphosemantic and semantic indicators. This is to be expected as syntax has orthographic
manifestation while the semantic ones do not.

With intrinsic evaluation, the overall test results have demonstrated that FT-based embedding
produced the most favorable results. How would it perform extrinsically?

5.4 Extrinsic Assessment
Following Elrazzaz et al. (2017), we perform extrinsic evaluation of all proposed embedding
models on two main tasks from NLP: Arabic Named Entity Recognition (ANER) and Text
Classification (TC).

For ANER, the objective is to test all embeddingmodels on their ability to detect Persons (PER),
Organizations (ORG), and Locations (LOC). The aim of the TC task is to classify a given text in
terms of five categories: Finance, Medicine, Politics, Sports, and Technology.

To carry out the two tasks, we implemented three deep learning networks using two machine
learning approaches: Convolution Neural Networks (CNN) and Recurrent Neural Networks
(RNN). For RNN, we experimented with both the Bidirectional Long Short-Term Memory
(BiLSTM) layer and Bidirectional Gated Recurrent Unit (BiGRU). We selected these three mod-
els because of their good performance on similar tasks (Al Qadi et al. 2019; Al Qadi et al. 2020;
Elnagar et al. 2020; Nassif, Darya, and Elnagar 2021a; El Rifai, Al Qadi, and Elnagar 2022).

The function of CNNs is learning spatial features of the data, and then convoluting down to a
smaller subset of the data while trying to learn more features from the already learned data. CNNs
utilize a special layer called the pooling layer, which combines multiple related inputs into one
based on some specific rules. A max-pooling layer of size 2× 2 would get the maximum value of
a 2× 2 window and discard the remaining three inputs. An average-pooling works the same way
but uses the average instead of the max.

RNNs are designed to work best with sequential data, or data that changes over time, such as
textual or speech data. Unlike other neural networks, RNNs can process information in a bidi-
rectional fashion in order to allow for learning information from the previous as well as the next
states.

The difference between LSTM networks and RNNs is the ability of an LSTM network to
remember information from layers that are too far behind, such as the case of sentences in a
paragraph. LSTM networks have a forget gate, as well as an update gate. As the name suggests, the
forget and update gates determine whether to pass the current information forward or to discard
them. On the other hand, GRUs vary from LSTM units by utilizing update gates and reset gates.
The gates’ tasks are to determine the amount of information from previous layers to be either
moved onto the next layers or discarded. Both RNN models listed above can also be wrapped
around with a Bidirectional wrapper, giving us 2 new models. Namely, BiGRU and BiLSTM. Both
models are composed of 1 BiRNN layer. The reason for implementing Bidirectionality is because
of the nature of text, where each word is defined by the preceding and the proceeding words.
Bidirectional wrappers allow the layers to go over the data in both directions, resulting in a vector
that is 2 times as big as a uni-directional layer.

In the ANER task, the goal is to label each word in each sequence using one of the following 3
labels: PER, LOC, and ORG, which represent different Named Entity classes. This task was trained
and tested on a dataset of size 2400 sentence from the “ANERcorp” dataset, which is a manually
annotated corpus in Arabic for ANER tasks, Benajiba, Rosso, and Benedruiz (2007).

The embedding layer of the three proposed deep learning models was used to test all con-
structed embedding models. The performance of all embedding models on the ANER task is
shown in Figures 10 and 11.

Similarly, we tested the performance of the embedding model on the TC task in which the goal
is to label each document by a single label from the five labels. This task was trained and tested
on a dataset of size 17,500 document from the “arabiya” dataset, which is a manually annotated
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Figure 10. ANER accuracy results per dataset for all embeddings.

Figure 11. ANER accuracy results per embedding for all datasets.

corpus from ‘Arabiya’ news portal, Einea et al. (2019). The performance of all embedding models
on the text classification task is shown in Figures 12 and 13.

With extrinsic evaluation, the overall test results indicate that W2V skip-gram embedding
produced the most favorable results. However, FastText skip-gram nudges W2V so closely (see
Figures 11 and 13). The skip-gram architecture outperforms the CBOW architecture for Arabic.
As for the best dataset-based embeddings to use, it is all dependent on the desired NLP task.
For example, for ANER, the all-datasets embedding is the best (Figure 10) since this embedding
provides better coverage of names of organizations, people, locations, etc. However, for the text
classification task, NEWS and WIKI-based embeddings provide the best results (Figure 12) since
the texts they model are homogeneous (all written in MSA). In short, an NLP task would dictate
which dataset-embedding to use.
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Figure 12. TC accuracy results per dataset for all embeddings.

Figure 13. TC accuracy results per embedding for all datasets.

For text classification, we detail the CNN deep learning model, which used 356,869 trainable
parameters. This network consists of several hidden layers including embedding, three layers of
conv1d,max pooling, dropout, and dense. The number of epochs is set to 25 with an early stopping
option. The experiments needed 12 epochs to report best accuracy scores. The batch_size=128.
The upper_limit is 5000 characters, and layer_outputs is set to 128. We used a similar
network for the ANER task.

6. Conclusion
We have presented here a benchmark for the evaluation of Arabic word embeddings after show-
ing the inadequacy of current benchmarks, as they fail to take into account the root-based,
introflexive, fusional morphology, and inflectional syntax of the language.
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These features give it facility for the generation from several thousand roots, of millions of word
forms and hundreds of thousands of word types. Our indicators evaluate distributional semantic
models of this language by being attuned to its semantic, morphological, and syntactic intricacies.

The benchmark we proposed only partially echo Mikolov’s benchmark; they are not a slavish
translation of it. They have been designed such that they could be used to evaluate models of both
Contemporary Arabic and Classical Arabic; they cover relations that are common to both varieties
of this language.

Selection criteria of analogy items have beenmade transparent and truly reflective of the deriva-
tional and inflectional nature of the language. They capture the major features of nouns and verbs;
derivational and inflectional morphology; high-, medium-, and low-frequency patterns and lexical
items; and morphosemantic, morphosyntactic, and semantic dimensions of the language.

These indicators have been put to test both intrinsically and extrinsically by using them in the
assessment of embeddings that were produced by FT, GloVe, and W2V in both SG and CBOW
iterations. Their modeling of the distributed word representations of HAC books; OpenITI,
NewsArticles, Masrawy, and Ara-Vec has revealed that FastText is the most suitable for Arabic
morphosemantic and morphosyntactic investigations and that Word2Vec and GloVe are most
suitable for semantic inquiry.

It has also demonstrated that corpus size has a point of diminishing returns, that heterogene-
ity of corpus content could compensate for the smallness of corpus size, and that graphemic
normalization of Arabic texts creates polysemy and homonymy without compensatory gains in
results.

The reliability and effectiveness of all the embedding models, that we have constructed, were
demonstrated by analogy tests as well as two popular NLP tasks: named-entity recognition and
text classification.
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