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Abstract

In this paper, we derive simple analytical bounds for solutions of x − ln x = y − ln y, and
use them for estimating trajectories following Lotka–Volterra-type integrals. We show
how our results give estimates for the Lambert W function as well as for trajectories
of general predator–prey systems, including, for example, Rosenzweig–MacArthur
equations.
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1. Introduction

Consider the Lotka–Volterra system

dS
dt
= aS − bSX,

dX
dt
= cSX − dX,

(1.1)

where the nonnegative variable S = S(t) represents prey and the nonnegative variable
X = X(t) predator biomass, and a, b, c and d are positive constants. By introducing the
nondimensional quantities

x(τ) =
b
a

X(t), s(τ) =
c
d

S(t), τ = at, α =
d
a

,
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system (1.1) takes the form

ds
dτ
= (1 − x)s,

dx
dτ
= αx(s − 1),

(1.2)

which, by the corresponding phase-plane equation, has its trajectories on level
curves of

V(x, s) =
1
α

(x − ln x) + s − ln s. (1.3)

In this note, we derive analytical bounds for solutions of the Lotka–Volterra integral
(1.3). Indeed, we prove that the solution x < 1 of the equation

x − ln x = y − ln y where y > 1, (1.4)

satisfies the relation x = zY , where Y = ye−y, 1 < z < e and z = z(y) is a decreasing
function of y. We also prove that the inequalities 1 < z1 < z < z2 < z0 < e hold for z,
where the zi terms are explicit functions of Y (see Theorem 2.1 in Section 2).

To apply Theorem 2.1, consider a trajectory T of system (1.2) which passes through
(x0, s0) with s0 > 1. If we aim for an estimate of the s-value for the next intersection
of T with the line x = x0 at, say (x0, s1), then we intend to estimate the solution of
V(x0, s0) = V(x0, s1), where V is given by (1.3), that is, the solution s1 < 1 < s0 of

s1 − ln s1 = s0 − ln s0.

According to the theorem, we find

s1 = z(s0)s0e−s0 ,

in which the function z is decreasing and can be estimated so that

1 < z1 <
s1

s0
es0 < z2 < z0 < e, (1.5)

where zi = zi(s0), i = 0, 1, 2. Likewise, if trajectory T passes through (x0, s0) with
x0 > 1, then we may find an estimate of the next intersection of T with the line s = s0
through the equation V(x0, s0) = V(x1, s0), which boils down to x1 − ln x1 = x0 − ln x0.
As above, we conclude, for the solution x1 < 1 < x0,

1 < z1 <
x1

x0
ex0 < z2 < z0 < e, (1.6)

where zi = zi(x0), i = 0, 1, 2. Observe that any level of predator or prey can be chosen,
giving estimates for the next intersection of the trajectory at the same predator or prey
level. For example, if we wish to estimate the minimal predator biomass, xmin, on
a trajectory having maximal predator biomass xmax, then we use the fact that both
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FIGURE 1. Trajectory T (solid blue curves) and the estimates of T marked with straight lines in black:
estimates with z1 and z2 (solid), z0 (dashed), and 1 and e (dotted). The red dash-dotted lines mark the
sought after intersection level. Estimates (a) for s in (1.5) with (x0, s0) = (2, 2), and (b) for x in (1.6) with
(x0, s0) = (2, 1/2). Here, α = 1.

maximal and minimal predator biomass are attained on the isocline x′ = 0, that is, at
the prey biomass s0 = 1. From (1.6), we obtain

1 < z1 <
xmin

xmax
exmax < z2 < z0 < e,

where zi = zi(xmax), i = 0, 1, 2. Clearly, we can obtain the similar estimates for smin as
a function of smax using (1.5) and x0 = 1. Figure 1 shows the estimates for s1 in (1.5)
with (x0, s0) = (2, 2), and the estimates for x1 in (1.6) with (x0, s0) = (2, 1/2).

In Theorem 2.2, we refine our arguments and derive more accurate bounds
than those in Theorem 2.1 by introducing higher order Padé approximants in the
constructions.

A literature survey shows extensive interest in Lotka–Volterra system (1.1) and its
generalizations. To mention a few, we refer the reader to [5, 6, 9, 16] and the references
therein. Estimates valid for small prey biomass such as (1.5) may be of importance
when studying the predators hunting strategies, for example, if there is a threshold of
the prey level at which the predator chose to switch from their central prey and instead
starts to feed on other sources. We give further motivations and demonstrations on how
our theorems can be used to derive estimates of trajectories to more general dynamical
systems in Section 3.

The solution of (1.4) can be written as

x = −W(−ye−y),

in which W denotes the principal branch of the Lambert W function. Therefore,
our estimates in Theorems 2.1 and 2.2 imply bounds and approximations of this
function, see Corollaries 2.3 and 2.4. In addition to population dynamics, the Lambert
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W function arises in many areas such as chemical and mechanical engineering,
materials science, statistical mechanics, crystal growth, economy, viscous flows and
flow through porous media (see for example, [1–3, 21] and references therein). In the
next section, we present the main theorems and their proofs.

2. Statement and proofs of main results

We first prove the following analytical estimates.

THEOREM 2.1. The solution x < 1 of the equation x − ln x = y − ln y, where y > 1,
satisfies the relation x = zY, where Y = ye−y, 1 < z < e and z = z(y) is decreasing in y.
Moreover, the inequalities 1 < z1 < z < z2 < z0 < e hold for z, where, for i = 1, 2,

zi =
1 − diY −

√
(1 − diY)2 − 4ciY
2ciY

, z0 =
1

1 − (e − 1)Y
,

di = e − 1 − cie, c1 =
e − 2
e − 1

and c2 =
1
e

.

PROOF. We begin by substituting x = zY into the equation of the theorem to obtain

zY − ln z − ln Y = y − ln y

and thus, since Y = ye−y,

Z(z) = Y in which Z(z) =
ln z
z

. (2.1)

This equation has a unique solution for z, where 1 < z < e, because 0 < Y < 1/e for
y > 1, Z(1) = 0, Z(e) = 1/e and Z is increasing in z in the interval. Differentiation of
(2.1) with respect to y,

d
dy

(ye−y) =
d
dy

( ln z(y)
z(y)

)
,

gives

z′ = z2 e−y 1 − y
1 − ln z

< 0.

Hence, z is decreasing in y.
To get the estimates for z, we intend to replace ln z in (2.1) by Padé approximations

built on the rational functions

fi(z) =
z − 1

ciz + di
, i = 0, 1, 2, 1 ≤ z ≤ e, (2.2)

and then solve the remaining formulae for z. Immediately, fi(1) = 0 and, by demanding
fi(e) = 1, we obtain di = e − 1 − cie for i = 0, 1, 2. Taking c0 = 0 makes f0(z) a linear
approximation and equating the derivatives of ln z and f2(z) at e gives c2 = 1/e.
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Similarly, equating the derivatives of ln z and f1(z) at 1 gives c1 = (e − 2)/(e − 1), and
we prove below that these choices imply the central inequalities

f0(z) < f2(z) < ln z < f1(z) for 1 < z < e.

Denote by z∗ the solution of (2.1). Then, Z(z) < Y for z < z∗ and Z(z) > Y for z > z∗.
Thus, if Y = fi(zi)/zi < Z(zi), then z∗ < zi, and if Y = fi(zi)/zi > Z(zi), then z∗ > zi. We
now consider the functions gi defined by

gi(z) = ln z − fi(z), i = 0, 1, 2, 1 ≤ z ≤ e.

Calculating the derivative of gi(z), gives

g′i(z) =
hi(z)

z (ciz + di)2 in which hi(z) = c2
i z2 + (2di ci − ci − di) z + d2

i .

We notice that h1(z) is negative between 1 and 1/(e − 2)2, positive between 1/(e − 2)2

and e, and because g1(1) = g1(e) = 0, we conclude that g1(z) < 0 between 1 and e.
Thus, f1(z)/z > Z(z), and because z1 is the solution to f1(z)/z = Y , we get z∗ > z1.

Further, h2(z) is positive between 1 and e (e − 2)2, negative between e (e − 2)2 and
e, and because g2(1) = g2(e) = 0, we conclude that g2(z) > 0 between 1 and e. Thus,
f2(z)/z < Z(z) and because z2 is the solution to f2(z)/z = Y , we get z∗ < z2.

Furthermore, h0(z) is positive between 1 and e − 1, negative between e − 1 and e,
and because g0(1) = g0(e) = 0, we conclude that g0(z) > 0 between 1 and e. Thus,
f0(z)/z < Z(z) and because z0 is the solution to f0(z)/z = Y , we get z∗ < z0. We finish
the proof by noting that a trivial calculation shows f0(z) < f2(z) for 1 < z < e, implying
z2 < z0. This completes the proof. �

A numerical solution of the equation x − ln x = y − ln y together with the five
bounds in Theorem 2.1, as well as the bounds in inequality (�) stated in Section 2.1,
are plotted in Figure 2(a). Figure 2(b) shows the relative error.

While the estimates in Theorem 2.1 are not impressively accurate, we emphasize
their simplicity and the fact that in biological systems, the Lotka–Volterra integral
constitutes already an approximation of real systems, motivating us to strive for simple
expressions rather than higher precision. We also remark that any equation of type
x − a ln x = y − a ln y, 0 < x < a < y, can be transformed into the equation of
Theorem 2.1 by scaling x and y.

Using higher order Padé approximations in place of (2.2), we next build the
following bounds.

THEOREM 2.2. The inequalities z̃1 < z < z̃i, i = 2, 3, hold for z in Theorem 2.1, where

z̃i =
1 − 2ai − diY −

√
(1 − diY)2 − 4Y(ci − ai(di + ci))

2(ciY − ai)
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FIGURE 2. (a) A numerical solution of the equation x − ln x = y − ln y together with the five bounds in
Theorem 2.1, as well as the bounds in display (�). (c) The Lambert W function together with the bounds
in Corollary 2.3, the upper bound in display (��) with ȳ = X + 1 and the series approximation in display
(ser) with 2, 3, 4, 5 and 6 terms. (b,d) Relative error.

in which di = e − 1 − ci e + ai(e − 1)2, i = 1, 2, 3, and where

a1 = 1 − e
(e − 1)2 , a2 =

3 − e
2(e − 1)(e − 2)

, a3 =
c3 e − 1
e2 − 1

,

c1 = e − 1 − 2
e − 1

, c2 =
e2 − 4e + 5

2(e − 1)(e − 2)
, c3 =

2e − (e − 1)2

2 + (e − 1)2 .

PROOF. The argument is very similar to the second part of the proof of Theorem 2.1.
Instead of (2.2), we estimate ln z with the higher order Padé

fi(z) =
z − 1 + ai(z − 1)2

ciz + di
, i = 1, 2, 3, 1 ≤ z ≤ e.
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Solving the remaining expression of (2.1), which is only a second-order equation,
gives the desired expression for z, and equating ln z with fi(z) at e immediately gives
di = e − 1 − cie + ai(e − 1)2. We will show

fj(z) < ln z < f1(z), j = 2, 3, 1 < z < e,

by observing that the derivative of gi(z) = ln z − fi(z) yields

g′i(z) =
hi(z)

z (ciz + di)2 , i = 1, 2, 3,

in which

hi(z) = −aici z3 + (c2
i − 2aidi) z2 + (aici + 2aidi − di − ci + 2dici) z + d2

i .

Equating the first derivatives of ln z and f1(z) at endpoints 1 and e gives a1 and c1
building the lower bound z̃1. We notice that h1(z) has three real roots, 1, zr ≈ 1.66 and e,
is negative between 1 and zr, positive between zr and e, and because g1(1) = g1(e) = 0,
we conclude that g1(z) < 0 between 1 and e. Thus, f1(z)/z > Z(z), and because z̃1 is the
solution of f1(z)/z = Y , we get z∗ > z̃1.

Equating first and second derivatives of ln z and f2(z) at z = 1 gives a2 and c2
building the upper bound z̃2. We notice that h2(z) has three real roots, 1, 1, zr ≈ 2.12, is
positive between 1 and zr, negative between zr and e, and because g2(1) = g2(e) = 0,
we conclude that g2(z) > 0 between 1 and e. Thus, f2(z)/z < Z(z) and because z̃2 is the
solution of f2(z)/z = Y , we get z∗ < z̃2.

Equating first and second derivatives of ln z and f3(z) at z = e gives a3 and c3
building the upper bound z̃3. We notice that h3(z) has three real roots, zr ≈ 1.296, e, e,
is positive between 1 and zr, negative between zr and e, and because g3(1) = g3(e) = 0,
we conclude that g3(z) > 0 between 1 and e. Thus, f3(z)/z < Z(z) and because z3 is the
solution of f3(z)/z = Y , we get z∗ < z̃3; this completes the proof. �

Of the two upper bounds, they match better near the side where the derivatives are
equated, naturally. Figure 3(a) shows the relative error of the bounds in Theorem 2.2,
the sharpest bounds from Theorem 2.1 and those given in (�).

2.1. Implications for the Lambert W function For real numbers X and u, the
equation

ueu = X

can be solved for u only if X ≥ −1/e; gets u = W(X) if X ≥ 0 and the two values
u = W(X) and u = W−1(X) if −1/e ≤ X < 0. Here, W is the upper (principal) branch
and W−1 the lower branch of the Lambert W function, (see Figure 4).

The equation x − ln x = y − ln y, x ∈ (0, 1), y ∈ (1,∞) can be written as

−xe−x = −ye−y = −Y ,
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FIGURE 3. (a) Relative error of the bounds in Theorem 2.2, the sharpest bounds from Theorem 2.1 and
those given in display (�). (b) Relative error of the bounds on the Lambert W function in Corollary
2.4, the sharpest bounds from Corollary 2.3, the bound in display (��) with ȳ = X + 1, and the series
approximation in display (ser) with 2, 3, 4, 5 and 6 terms. In the legend, tzi = z̃i and TZi = Z̃i.
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FIGURE 4. The Lambert W function.

and thus x = −W(−ye−y) = −W(−Y). However, following the notation in Theorem 2.1,
we also have

x = zye−y = −W(−ye−y) = −W(−Y),

and hence Theorem 2.1 gives estimates of the function −W(−ye−y). In our case,
−Y ∈ (−e−1, 0), x ∈ (0, 1) and hence, we are in the upper (principal) branch. We remark
that the function W(−ye−y) appears also in the classic problem of a projectile moving
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through a linearly resisting medium [15, 20, 23, 25], and that several bounds for
W(−ye−y) were derived in [24]. For example, [24, Theorems 3.5 and 3.7] imply

2 ln y − y <
√

8(y − 1 − ln y) − y < W(−ye−y) < ln y − 1, (�)

whenever y > 1. (In [24], the right-hand side is 2 ln y − 1, but their proof holds for (�)
as well.) Figure 2(a,b) shows the function x = −W(−ye−y) together with our estimates
and the estimates in (�).

Next, let X = −Y and observe that

W(X) = W(−Y) = −zY = zX.

Noticing also that z = z(y) depends only on Y = −X, the estimates in Theorem 2.1
imply the following approximations of the Lambert W function.

COROLLARY 2.3. Let W(X) be the principal branch of the Lambert W function. Then,

Z1(X) ≥ W(X) ≥ Z2(X) ≥ Z0(X)

whenever −1/e ≤ X ≤ 0, where for i = 1, 2,

Zi(X) =
−1 − diX +

√
(1 + diX)2 + 4ciX
2ci

, Z0(X) =
X

1 + (e − 1)X
,

di = e − 1 − cie, c1 =
e − 2
e − 1

and c2 =
1
e

.

While the estimates in Corollary 2.3 are not impressively accurate, we emphasize their
simplicity and that we will derive more accurate bounds for the Lambert W function
in Corollary 2.4 below. We proceed by comparing the bounds in Corollary 2.3 with
other simple estimates, for example, the following upper bound given in [7]:

W(X) ≤ ln
( X + ȳ
1 + ln ȳ

)
(��)

valid for X ≥ −1/e, where ȳ > 1/e is a degree of freedom. Moreover, the Taylor series
of W around 0 yields

W(X) =
∞∑

n=1

(−n)n−1

n!
Xn = X − X2 +

3
2

X3 − 8
3

X4 +
125
24

X5 − · · · , (ser)

and an approximation with relative error less than 0.013% can be found in [3, (7),
(8) and (9)], to which we also refer the reader for an extensive list of applications
for the Lambert W function. Figure 2(c,d) shows the Lambert W function together
with our estimates in Corollary 2.3, the upper bound (��) with ȳ = X + 1, the series
approximation (ser) with 2, 3, 4, 5 and 6 terms in panel (c), as well as the relative error
in panel (d).
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In the same way as Theorem 2.1 yields Corollary 2.3, the higher order Padé
approximations in Theorem 2.2 imply the following bounds of the Lambert W
function.

COROLLARY 2.4. Let W(X) be the principal branch of the Lambert W function. Then,

Z̃1(X) ≥ W(X) ≥ Z̃i(X), i = 2, 3,

whenever −1/e ≤ X ≤ 0, where for i = 1, 2, 3,

Z̃i(X) =
2ai − 1 − diX +

√
(1 + diX)2 + 4X(ci − ai(di + ci))
2(ci + aiX−1)

and where the coefficients ai, ci and di are as in Theorem 2.2.

Figure 3(b) shows the relative error of the bounds on the Lambert W function
in Corollary 2.4, the sharpest bounds from Corollary 2.3, the bound in (��) with
ȳ = X + 1, and the series approximation (ser) with 2, 3, 4, 5 and 6 terms.

3. Applications to more general predator–prey systems

Consider a general predator–prey system on the form

dS
dt
= H(S) − qϕ(S)X,

dX
dt
= pϕ(S)X − dX,

(3.1)

where the nonnegative variable S = S(t) represents the prey biomass, the non-
negative variable X = X(t) represents the predator biomass, ϕ is nondecreasing,
ϕ(0) = H(0) = 0, and parameters p, q, d are positive. Systems of type (3.1) have been
extensively studied through the last centuries, see for example, [4, 8, 10, 11, 13, 14]
and the references therein.

Often, functions H and ϕ are defined by

H(S) = rS
(
1 − S

K

)
and ϕ(S) =

Sn

Sn + A
, (3.2)

where, most commonly, n = 1 or n = 2. In the case of (3.2), system (3.1) is usually
referred to as a Rosenzweig–MacArthur predator–prey system. If

H(S) = rS and ϕ(S) = S,

then system (3.1) boils down to the Lotka–Volterra equations (1.2).
We now intend to analyse the general system (3.1) using our estimates in

Theorem 2.1. Without loss of generality, assume that q = 1. The phase-plane equation
yields

dS
dX
=

F(S) − X
X

· ϕ(S)
pϕ(S) − d

,

https://doi.org/10.1017/S1446181125000033 Published online by Cambridge University Press

https://doi.org/10.1017/S1446181125000033


[11] Analytical approximations of Lotka–Volterra integrals 11

FIGURE 5. Geometry in the construction of estimates.

where F(S) = H(S)/ϕ(S). Let us replace F(S) by a constant F for the moment, and
observe that then integrating gives∫ (

p − d
ϕ(S)

)
dS =

∫ (F
X
− 1
)

dX,

and thus the system can, under reasonable assumptions on ϕ and H, be analysed by the
generalized Lotka–Volterra integral

VF(X, S) = pS − d
∫

dS
ϕ(S)

+ X − F ln X.

Moreover,

∇VF =

(
1 − F

X
, p − d

ϕ(S)

)
, (3.3)

and

dVF

dt
=

(
p − d
ϕ(S)

)dS
dt
+

(
1 − F

X

)dX
dt
= (pϕ(S) − d)(F(S) − F). (3.4)

To proceed, we consider a trajectory T of system (3.1) with initial condition (X0, S0),
where X0 > F(S0) and S0 satisfies ϕ(S0) < d/p. Observe that X = F(S) and ϕ(S) = d/p
give isoclines and that both S and X are decreasing initially. Suppose that until T
intersects S = S0 the next time, T stays in a part of the state space where there exist
positive F and F such that

F < F(S) < F and ϕ(S) < d/p. (3.5)

It then follows from (3.3) and (3.4) that trajectory T starting at (X0, S0) remains trapped
between the curves S and S, defined through

VF(X0, S0) = VF(X, S(X)) and VF(X0, S0) = VF(X, S(X)),

(see Figure 5). Moreover, the “barriers” S and S are convex with minimum at X = F
and X = F, and intersect S = S0 a second time at X = X1 and X = X1, respectively.
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For the next intersection of T with S = S0 at (X1, S0), it necessarily holds that

X1 < X1 < X1,

where

VF(X0, S0) = VF(X1, S0) giving X0 − F ln X0 = X1 − F ln X1,

and

VF(X0, S0) = VF(X1, S0) giving X0 − F ln X0 = X1 − F ln X1.

By setting x = X1/F and y = X0/F, the first equation reads

x − ln x = y − ln y,

and since y = X0/F > 1, an application of Theorem 2.1 gives

x = z(y)ye−y,

where z is a decreasing function of y. As the same argument applies to the upper
barrier, we conclude

z
(X0

F

)
X0e−X0/F = X1 < X1 < X1 = z

(X0

F

)
X0e−X0/F.

Moreover, since

x = −W(−ye−y),

where W is the principal branch of the Lambert W function, we also have

−FW
(
− X0

F
e−X0/F

)
= X1 < X1 < X1 = −FW

(X0

F
e−X0/F

)
.

Finally, summarizing and applying Theorem 2.1 for estimating z yields the following
result.

THEOREM 3.1. Suppose that T is a trajectory of system (3.1) with initial condition
(X0, S0) satisfying X0 > F(S0) and ϕ(S0) < d/p. Suppose also that, until T intersects
S = S0 the next time, T stays in a part of the state space where (3.5) is satisfied. Then,
for the next intersection of trajectory T with S = S0 at (X1, S0), it holds that

−FW
(
− X0

F
e−X0/F

)
< X1 < −FW

(X0

F
e−X0/F

)
and

e−X0/F < z1e−X0/F <
X1

X0
< z2e−X0/F < z0e−X0/F < e1−X0/F,

where z1 = z1(X0/F), z2 = z2(X0/F) and z0 = z0(X0/F).
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As a remark, we note that the accuracy of the estimates in Theorem 3.1 improves
when F(S) = H(S)/ϕ(S) obeys less variation, that is, when one can take a tighter
interval in assumption (3.5). We also remark that similar but more accurate estimates
follow by using Theorem 2.2 in place of Theorem 2.1 in the above derivation.

As an example, for which we easily find the above imposed assumptions satisfied
and thereby conclude Theorem 3.1, we consider the system

ds
dτ
= (h(s) − x)s,

dx
dτ
= m(s − λ)x,

(3.6)

in x, s ≥ 0, supposing parameters m > 0, λ ∈ (0, 1) and where h is given by

h(s) = (1 − s)(s + a). (3.7)

Any standard Rosenzweig–MacArthur predator–prey system can be transformed into
a system of type (3.6). In particular, it is equivalent with system (3.1) when (3.2) holds
with n = 1, which can be seen by introducing the nondimensional quantities

τ =

∫
rK

A + S(t)
dt, s =

S
K

, x =
qX
rK

, a =
A
K

,

m =
p − d

r
and λ =

dA
(p − d)K

.

Comparing with the general system (3.1), we identify S = s, X = x, F(S) = h(s),
ϕ(S) = s, p = m and d = mλ. Moreover, isoclines are given by x = h(s) and s = λ,
and since a < h(s) = (1 − s)(s + a) < h(λ) when s < λ, we obtain (3.5) satisfied in the
region s < λ with F = a and F = h(λ). Theorem 3.1 therefore implies the following
estimate for the minimal predator biomass, xmin.

COROLLARY 3.2. Consider a trajectory of system (3.6) starting at (xmax, λ) with
xmax > h(λ). Suppose that m > 0, λ ∈ (0, 1) and that (3.7) holds. Then, the minimal
predator biomass, xmin, satisfies

e−xmax/a < z1e−xmax/a < xmin/xmax < z2e−xmax/h(λ) < z0e−xmax/h(λ) < e1−xmax/h(λ),

where z1 = z1(xmax/a), z2 = z2(xmax/h(λ)) and z0 = z0(xmax/h(λ)).

We remark that by shrinking the region s < λ into s < λ∗ for some 0 < λ∗ < λ, we
have the better estimates a < h(s) < h(λ∗) and may, for a trajectory starting at (x0, λ∗),
estimate its next intersection with the line s = λ∗ at point (x1, λ∗). In particular, we
then get Corollary 3.2 but with xmax = x0, xmin = x1 and h(λ) = h(λ∗). Furthermore, we
observe that the upper estimate is good for small λ but becomes less efficient when the
value of λ increases beyond a. The bounds in Corollary 3.2 will be used by the authors
in [14] for estimating the size of the unique limit cycle to system (3.6), which is the
global attractor when 2λ + a < 1.

https://doi.org/10.1017/S1446181125000033 Published online by Cambridge University Press

https://doi.org/10.1017/S1446181125000033


14 N. L. P. Lundström and G. J. Söderbacka [14]

3.1. Coexistence of predators As a final remark, we consider the following system
similar to (3.1) but allowing for n ≥ 1 predators:

dS
dt
= H(S) −

n∑
i=1

qiϕi(S)Xi,

dXi

dt
= piϕi(S)Xi − diXi, i = 1, . . . , n,

(3.8)

where the nonnegative variable S represents the prey biomass, the nonnegative
variables Xi represent predator biomass, ϕi is nondecreasing, ϕi(0) = H(0) = 0 and
parameters pi, qi, di are positive.

Following [22, p. 2], we assume pi > di. If not, the corresponding predator will
die. Using the time change τ = rt, where τ is the new time, and the variable changes
s = S/K, xi = (qi/rK)Xi, we transform, when

H(S) = rS
(
1 − S

K

)
and ϕi(S) =

S
S + Ai

,

system (3.8) to the system

ds
dτ
=

(
1 − s −

n∑
i=1

xi

s + ai

)
s,

dxi

dτ
= mi

s − λi

s + ai
xi, i = 1, . . . , n,

(3.9)

where

ai =
Ai

K
, mi =

pi − di

r
and λi =

diAi

K(pi − di)
.

Systems of this type have been studied, see for example, [17–19, 22]. In particular,
extinction and coexistence results for predators can be found in [17, 22] from which
we recall the following statement, giving sufficient conditions for extinction.

STATEMENT 3.3 [22, Statement 2]. Let L = λi(1 − λj)/λj(1 − λi) and λi > λj. If
aj > ai/(L + ai(L − 1)), then the predator i in system (3.9) goes extinct.

Anyhow, the condition is quite far from necessary, and it is possible to use the
results in this work to find sufficient conditions for the opposite, that is, for coexistence
of predators. The proof of the statement and similar known proofs for extinction
essentially only use the equations for xi and the properties of the functions ϕi. The
equation for s is only used to make the obvious restriction s < 1. If we consider the
case of two predators, we notice that in the two-dimensional coordinate planes, where
one predator is absent, there can be cycles like in the standard Rosenzweig–MacArthur
system. The instability of one or two of these cycles can be used to get sufficient
conditions for coexistence and, thus, we conjecture that nice estimates, such as those
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we have produced in this work, could be useful for getting important coexistence
conditions contradicting the known exclusion principle.

Another interesting problem is arising in connection to the bifurcation in system
(3.9) examined in [12]. There, under certain conditions, they conclude cyclic coexis-
tence of the predators for parameters near to the case λ1 = λ2, where there is a cycle
only in one of the coordinate planes. We conjecture that for this cycle, our estimates
can be used to prove its instability and, thus, coexistence for a parameter range after
the bifurcation. We observe that in all these cases, we suppose to use the results only
far beyond the bifurcation to cycle of the equilibrium, when the cycles are big, and
parameters ai and λi are small. Finally, we remark that the behaviour for small prey
biomass on the cycle can play an important role in determining the stability (see [19]
and references therein) and, thus, estimates of the limit cycle for small prey, such as
those in Theorem (3.1), obtained by Theorem 2.1, may be useful.

4. Conclusions

Lotka–Volterra integrals have been frequently used in theoretical biology over
nearly 100 years. One frequent application is construction of Lyapunov functions for
trapping trajectories of biological systems. With the aim of estimating Lotka–Volterra
integrals, we have used Padé approximations of the logarithm to derive simple analyt-
ical bounds for solutions of the equation x − ln x = y − ln y. In Theorem 2.1, we derive
our simplest bounds, and in Theorem 2.2, we apply higher order Padé approximations
and derive some sharper bounds. We show how our theorems imply estimates for
the Lambert W function in Corollaries 2.3 and 2.4, and Figures 2 and 3 show some
comparisons with existing approximations of the Lambert W function. Moreover,
in Theorem 3.1, we show how to apply our theorems for trapping trajectories of
more general predator–prey systems, including, for example, Rosenzweig–MacArthur
equations (see Corollary 3.2). As a final remark, we discuss possible applications of
our estimates in systems allowing for the existence of several predators, for example,
we conjecture that our estimates can be useful when investigating stability and
coexistence of predators in systems on the form (3.8).
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