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In this study, we consider the viscous compressible Navier—Stokes—Poisson equations,
which consist of the balance laws for electron density and moment, and a Poisson
equation for the electrostatic potential. The limit of vanishing electron mass of this
system with both well/ill-prepared initial data on the whole space is rigorously
justified within the framework of local smooth solution. We first make use of the
symmetric hyperbolic—parabolic structure of the compressible Navier—Stokes—Poisson
equation to obtain uniform estimate in the short time, by which we show uniform
existence of local classical solution to the compressible Navier—Stokes—Poisson
equation in R? (d > 1). Further, with uniform estimate of time derivatives, we show
the zero-electron-mass limit of the solutions for the compressible
Navier—Stokes—Poisson equation with well-prepared initial data in Rd(d >1) by
using Aubin’s lemma. A detailed spectral analysis on the linearized system is done
so that we are able to prove the zero-electron-mass limit of the solutions with
ill-prepared initial data in R%(d > 3), where the convergence occurs away from the
time ¢ = 0. Finally, note that the dissipation mechanism for the linearized
compressible Navier—Stokes—Poisson system is different from that of the compressible
Euler equations in Grenier (Commun. Partial Diff. Eqns. 21 (1996), 363-394);
Grenier (Commun. Pure Appl. Math. 50 (1997), 821-865); Ukai (J. Math. Kyoto
Univ. 26 (1986), 323-331), or that of the compressible Euler—Poisson equations in
Ali and Chen (Nonlinearity 24 (2011), 2745-2761), since its eigenvalues are
somehow similar to that of heat equation, and the fundamental solution contains a
part behaving like the heat kernel, thus a big difficulty is the singularity of the heat
kernel at ¢t = 0.
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1. Introduction

The compressible Navier—Stokes—Poisson equations are used to describe the motion
of charged particles (i.e. the electrons and the holes or, the electrons and the ions)
under the influence of the self-consistent electrostatic potential force arising from
semiconductors and plasmas. In this model, the heavy holes and ions are assumed
to be immobile and uniformly distributed in space, providing as a background of
positive charge. The light electrons are modelled as a charged compressible fluid
moving against the ionic forces. Neglecting magnetic effect and heat-conductive
effect, the governing dynamics of the electron fluid are given by the following viscous
isentropic compressible Navier—Stokes—Poisson equations (see [7, 21, 35]):

Ogn + div(nu) = 0,
me [0y (nu) + div(nu @ w)] + Vp(n) = div S(u) + pV e, (1.1)
MA¢p=n—N,

for (¢, x) € [0, 00) x R¥(d = 1). The unknown variables n, u, ¢ are the electron
density, the velocity and the electrostatic potential, p(n) is the pressure function,
usually given by p(p) = Ap” with the constants A > 0 and v > 1. In this work, we
assume that p(n) is smooth and strictly increasing. S(u) denotes the viscous stress
tensor with the form

divS(u) = p'Au+ V' Vdivu,

here ¢/ and v/ are viscosity coefficients satisfying ¢/ > 0 and ¢’ + v/ > 0 for the sake
of simplicity. The constant m. is the ratio of the electron/ions mass, and A > 0 is the
Debye length. N stands for a given (constant) density of positively charged ions.
Moreover, we also mention that, without viscous terms, (1.1) becomes the com-
pressible isentropic Euler—Poisson system, which is another model describing the
motion of charged particles. Finally, if the electrostatic potential ¢ is neglected, the
compressible Navier-Stokes—Poisson equations (1.1) is then reduced to the classical
compressible Navier—Stokes equations.

Recently, some important progress has been made for the compressible
Navier—Stokes—Poisson system. Here we only refer to some results about the
isentropic compressible Navier—Stokes—Poisson system. The local and/or global
existence of renormalized weak solutions to the Cauchy problem of the multi-
dimensional compressible Navier—Stokes—Poisson system are proved in [14, 43].
The existence of non-trivial stationary solutions with compact support and their
stability related to a free-boundary value problem for the three-dimensional
Navier—Stokes—Poisson system are discussed in [15]. Some nonexistence result of
global weak solutions is obtained in [5]. Large-time behaviour of the spherically
symmetric Navier—Stokes—Poisson system with degenerate viscosity coefficients
and with vacuum in R® is shown in [42]. The global existence of spherically
symmetric weak solutions, and the regularity and long-time behaviour of global
solution for free boundary value problem to three-dimensional spherically symmet-
ric compressible Navier—Stokes—Poisson equations are shown in [25]. The linear and
nonlinear dynamical stability for the Lane—Emden solutions to the compressible
Navier—Stokes—Poisson system is studied in [20]. The global strong solutions of the
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initial value problem for the multi-dimensional compressible Navier—Stokes—Poisson
system with the strictly positive background profile in Besov spaces are investi-
gated in [19]. The global existence and L2-decay rate of the smooth solution of
the initial value problem for the compressible Navier-Stokes—Poisson system in R?
are proved in [27]. The pointwise estimates of the smooth solutions for the three-
dimensional isentropic compressible Navier—Stokes—Poisson equation are obtained
in [38]. The asymptotic stability of the nonlinear wave such as the rarefaction wave,
the viscous shock wave and the stationary wave of the one-dimensional compressible
Navier—Stokes—Poisson equation is studied in [12, 13, 23, 28, 39].

Moreover, the zero-electron-mass limit m. — 0 and the quasi-neutral limit A — 0
of the compressible Navier-Stokes—Poisson equations are the important problems
in the theory of the compressible fluid of semiconductors and plasmas. Li and
Liao [26] showed the existence and zero-electron-mass limit of strong solutions
to the stationary compressible Navier—Stokes—Poisson equation with large exter-
nal force. Donatelli et al. [10] discussed the vanishing electron-mass limit of weak
solution for the plasma hydrodynamics in three-dimensional unbounded domain.
Li et al. [29] investigated zero-electron-mass limit of the two-dimensional com-
pressible Navier—Stokes—Poisson equations over bounded domain. The quasineu-
tral limit of weak solution and smooth solutions of the compressible unipolar
Navier-Stokes—Poisson system was studied in [11, 22, 37]. We also mention that
many authors discussed the zero-electron-mass limit in the Euler—Poisson system for
both well- and ill-prepared initial data, and we can refer to [3, 4, 40, 41] and some
references therein. To our knowledge, there were no results on the zero-electron-
mass limit of the classical local solutions to compressible Navier—Stokes—Poisson
equations (1.1). The goal of this work is to fill in the void and study the zero-
electron-mass limit of the classical solutions to compressible Navier—Stokes—Poisson
equations (1.1) with well- and ill-prepared initial data in R%(d > 1).

To study the zero-electron-mass limit of the Navier—Stokes—Poisson equa-
tions (1.1), we denote &2 = m,, and we assume u' =¢e?u, v/ = e?v. Moreover,
let us introduce the electrostatic field E' = V¢ and define the enthalpy h =
h(n) by h'(n) =p'(n)/n and h(1) = 0. Then the viscous isentropic compressible
Navier—Stokes—Poisson system (1.1) can be written as:

Ogn + div(nu) = 0,

2
20 +u-V)u+ Vh(n) = %(uAu +vVdivu) + E, (1.2)
1 x
2E=VA'(n=-N)=K N, Kz)= ——
RE = VAT 1= N)i= K x (0= N), K(o) =

where wq_1 is the volume of the unit ball in R?. From the analysis of [3], the opera-
tor A™! represents symbolically the fundamental solution of the Poisson equation,
and A~!'f might not be well defined for not good enough functions f when the
problem is considered on the whole space. However, VA~!f is well defined for
f € H*(R?) as long as s > 0. Since we will prove the zero-electron-mass limit
of the isentropic compressible Navier—Stokes—Poisson equations (1.2) with well-
and ill-prepared initial data, we now supply the system (1.2) with the following
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initial data:

(n,u)(+,0) = (n7,u7). (1.3)
Moreover, for smooth solutions, the initial value problem (1.2)—(1.3) is equivalent
to the following hyperbolic—parabolic type system:
(O +u-V)h+p'(n)divu =0,

52

n(h)

20y +u-V)u+ Vh = (nAu +vVdivu) + E, (1.4)

ME =K x(n—N),
with initial conditions

(h,u)(-,0) = (hf, ug),  hi = h(ng). (1.5)

Here n(h) is a smooth reversible function of h(n), which can be assured by the
assumption of p(n).

The zero-electron-mass limit € — 0 in the problem (1.2)—(1.3) or (1.4)—(1.5) is
reminiscent of the low Mach number (incompressible) limit of the compressible
fluid equation, which has been investigated in a number of recent studies, see the
monograph [6] and the survey papers [2, 16, 30, 32], and the references cited
therein. The objective of this paper is to perform the limit as & — 0 in (1.2). Then
as in [3, 8, 9, 30], we introduce the new variables:

then systems (1.2) and (1.4) are rewritten as

O + %div((N +ei)u) = 0,

1 1=~
(O +u-V)u+ gh/(N—i—Eﬁ)Vﬁ = (nAu + vVdivu) + EE’ (1.6)

N +en
NE=K=xn,
and
~ = 1
A(eh)(0y +u-V)h + gdivu =0,
1

1 .
Oy +u-V)u+ th = —————(pAu+vVdivu) +

B (L7
n(h0 4 eh)

M | =

NE =K *n,

respectively, where A(eh) = 1/p'(n(h°® + ¢h)). For smooth solutions, we use the
variable h instead of 7, because the system (1.7) with some symmetric part is
more convenient for standard energy estimates.

Notations. First, L?(R?) with 1 < p < 0o denotes the space of measurable func-
tions whose p-powers are integrable on R?, with norm |- ||z = (fga |- [Pd2)'/?,

https://doi.org/10.1017/prm.2022.50 Published online by Cambridge University Press


https://doi.org/10.1017/prm.2022.50

Zero-electron-mass limit 1443

and L>°(R9) is the space of bounded measurable functions on R?, with the norm
| - ||z = esssup,cpal - |- Without confusion, we also denote the norm of L*(R?) by
|| - || for brevity. Next, for a nonnegative integer k, H* = H*(R) denotes the usual
L2-type Sobolev space of order k. We also write || - ||, for the standard norm of
H*(R?). Moreover, we denote Il = supgcier || - IIs for s = 0. In addition, we
denote by C([0, T], X) (resp. L*([0, T], X)) the space of continuous (resp. square
integrable) functions on [0, T'] with values in a Banach space X. Finally, the symbols
¢ (1=1,2,...)or C; (j=0,1, 2, ...) are always used to denote generic positive
constants independent of ¢, ¢(-) and C(-) denote some positive smooth functions
which may vary from line to line.
The first result in this paper is the following uniform local existence.

THEOREM 1.1 (Uniform-in-¢ local-in-time existence). Let d > 1, s > d/2+2 and
N >0, assume that the initial data (n3, ug) satisfy

c—N
n§ — N € L'(RY), H <” u)

< M07 (18)

S

3

where My a given constant independent of €. Then there exist constants Ty > 0 and
MY > 0 independent of e, and eo(Mp) > 0, such that, for all e with 0 < e < g9(Mp),
the problem (1.2)~(1.3) has a classical solution (n®, u®, E°) in [0, Ty] satisfying

H‘(nsN 5 E€>
YUy —
3 e

Next, we have the following zero-electron-mass limit for the problem (1.2)—(1.3)
with well-prepared initial data, that is, the initial data is prepared to make the
‘initial time-derivatives’ uniformly bounded. Here the ‘initial time-derivative’ is
understood by compatibility condition using the differential equation that time-
derivative can be replaced by spatial-derivatives. The term ill-prepared initial data
refers to that is not well-prepared.

< M. (1.9)

s,To

THEOREM 1.2 (Limit for well-prepared initial data). Let the assumption of
theorem 1.1 be held. Assume that the initial data are well-prepared, that is, uj =
uf + eu} with V-u§ =0, and

< My, (1.10)

S

where My is a constant. Let (n®, u®, E°) be a classical solution to (1.2)—~(1.3) in
[0, Tp] with Ty > 0 independent of € as obtained in theorem 1.1. Then we have the
limit as € — 0 that

(nf, E¥) — (N,0) strongly in  L>=([0, To]; H*(R?)) N CO1([0, Ty]; L*(RY)),
u® —u®,  strongly in  C°([0,Tp); H*(R?)) for all o < s,
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0

where u” is the unique classical solution of the incompressible Navier—Stokes

equations

.0 0. 0_ H A0
V-ul=0, O+u’ Vu NAu +Vr for t>0, (1.11)

and 7 is the limit of

E° — Vh(n®)

. —~ Vr  weakly* in  L>([0, Ty]; L*(R%)).

Finally, for the ill-prepared initial data of the problem (1.2)—(1.3), we have

THEOREM 1.3 (Limit for ill-prepared initial data). Let the assumptions of theorem
1.1 hold and let d > 3, suppose that the initial data u5 — u9 in H*(R?) as e — 0,
and let (n®, u®, E°) be a classical solution to (1.2)~(1.3) in [0, Tp] with Ty >0
independent of €. Then, as e — 0,

(nF, E¥) — (N,0) strongly in  L>(0,Ty); H*(R)),

uf —ul  weakly* in  L>=([0,Tp); H*(RY)),

u —ul strongly in  Cp _((0,Tp] x RY),
where u? € L ([0, To); H*(R?)) is the solution of the incompressible Navier—Stokes
equations

L

NAuS +Vr  for t>0,

V-l =0, (Op+u V)ul=
u?(-,0) = PuY,

*

(1.12)

for some m € L>=([0, Ty]; H*(R%)), and P is the orthogonal projection of H® onto
the subspace {v € H® : V -v = 0}.

REMARK 1.4. Theorem 1.3 holds only for d > 3, since the decay property of the
fundamental solution is essentially used in the spectral analysis. This is compatible
with the corresponding result in [3].

REMARK 1.5. In the present work, we only discuss the zero-electron-mass limit
for the unipolar isentropic Navier—Stokes—Poisson equation with well-prepared and
ill-prepared initial data. It is also attractive for studying similar problems for the
unipolar non-isentropic and bipolar compressible Navier—Stokes—Poisson system.
These are expected to be done in the forthcoming papers.

The ideas and outlines of proving theorems 1.1, 1.2 and 1.3 are as follows. As a
first step, we will get the uniform-in-¢ estimate in short time using a similar idea
as in [1, 3, 4]. Then applying the local existence of [24] and standard continuation
argument, we can show theorem 1.1. To get the uniform estimate, we need to
treat the singular terms with 1. Note that the terms Ldivu and VA in (1.6) are
symmetric, the key ingredient of the uniform local estimate is the control of the
term %E‘ in (1.6), which can be similarly estimated as in [3]. Then, after obtaining
the estimate of time derivatives with a similar argument as the one used in [3, 4],
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the zero-electron-mass limit for the well-prepared initial data on R%(d > 1) can be
achieved by using Aubin’s lemma. We will prove theorem 1.2 in § 4.

For the proof of theorem 1.3, we still follow the approach of [17, 18, 36], which
was used in [3]. That is, we first consider the linearized Navier-Stokes—Poisson
equations, and next study the properties of the semigroup £°(¢) generated by the
linear operator. Then we can decompose the solution (72, u) = (0, u1) + (72, ug)
with u; being the divergence free part. Finally, by further use of the properties
of L5(t), it is possible to get estimates for dyuq, which help the discussion of the
convergence away from t = 0. Therefore, we can prove the limit for ill-prepared
initial data in § 5. It is worth noting that the eigenvalues of the linear compressible
Navier—Stokes—Poisson equations are different from that of the linear compressible
Euler equations in [17, 18, 36] and that of the linear compressible Euler—Poisson
equations in [3]. The solution of the linearized equation in [17, 18, 36] has an
algebra decay rate, and the solution of the linearized equation in [3] has an expo-
nential decay rate due to the damping. However, the dissipation mechanism for the
linear compressible Navier-Stokes—Poisson system is different here, which can be
seen from its eigenvalues

= p|éf?, (d — 1 multiple)

“*”m?i AT+ ale) — (ut v)2IE,

At

this is somehow similar to that of heat equation, and the fundamental solution
contains some part like the heat kernel, and a big difficulty is the singularity of the
heat kernel at t = 0. Next, we have the characteristic decomposition of the solution
operator in the form (5.3), with each mode corresponding to an eigenvalue, and
then analyse carefully the uniform-in-¢ estimates of each mode. See lemma 5.1 for
details. Due to the singularity of the heat kernel at ¢ = 0 and good decay away from
t = 0, we need to have more precise local in time estimate of the solution operator
such that the result is integrable in time. Thus we need two sets of estimates: t < §
and t > 4, for any given positive constant 6. Without loss of generality, we consider
0 =1, that is, we derive the estimate (5.6) for ¢t < 1, and, estimate (5.7) for ¢t > 1.
The solution of the full linearized problem (5.1) can be represented by Duhamel’s
principle using the solution operator of the linear part, which essentially relies on the
time integrability of the estimate near ¢ = 0. See also remark 5.2. Another difficulty
in the analysis is due to the complicated structure of the eigenvalues Ay. More
specifically, the term inside the square-root in Ay, F(|¢[?) :=4(1 + al¢]?) — (u +
v)?|€|*2, is not monotone with respect to |£|2, unlike F(|€[2) = 4(1 + a|¢]?) — &2
for the Euler—Poisson case which was strictly increasing, will bring difficulty to our
analysis. To deal with this problem, we properly decompose the solution operator
with respect to frequencies, say, the low, medium and high frequency parts, and
estimate each part respectively. See (5.13) and subsequent computations for details.

This paper is organized as follows. In the next section we state some useful lem-
mas which will be used later, then we give the uniform local estimate of the terms
involving the term %E‘ . We will prove the uniform local existence of the compress-
ible Navier—Stokes—Poisson equation in § 3. Finally, the limit for the solutions of
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the compressible Navier—Stokes—Poisson equation with well- and ill-prepared initial
data will be considered in § 4 and § 5, respectively.

2. Preliminary

We make some preliminaries in this section, by first giving some useful lemmas
which will be used later, then showing the uniform local estimate of the term

involving the term %E To begin with, we list the following classical differential
inequalities in Sobolev spaces [31].

LeEMMA 2.1. (i) Let f, g € H*(R?Y) for s > % + 1. Then, for all multi-indices o with
la| < s, it holds that 0%(fg) € L*(R?) and

10z (FOll < Cl fllsllglls-

(ii) Let f € H*(R?) and g € H*~Y(R?) for s > % + 2. Then for all multi-indices o
with |a| < s, it holds that the commutator [0, flg € L*(R?) and

110z, Flgll < CIV flls—allglls—-

(iii) Assume g(u) is a smooth function on G, u(x) is a continuous function with
u(z) € G1, G1 CC G, and u(z) € L= N H*(RY). Then for s > 1,

s ag s— s
ID*9()ll < Clglsor. lull = | D]l

Here |- |, g, is the C"-norm on the set G1 and Cj is a generic constant depending
only on s.

Next, we recall the following Aubin’s lemma in [33, 34].

LEMMA 2.2. Assume X C ECY are Banach spaces and X —<— Y. Then the
following tmbeddings are compact:

0) {0 € L90. 7:X). 9 € L0, TY)} v L9(0. T4 E), i 1< 0 < oc;
(ii) {gp Lo e Lo, T; X), 22 € 17(0, T;Y)} s C(0, TS E), if 1 < v < 0.

To end this section, we give the following estimates of the terms involving the
term such as %E

LEMMA 2.3. Under the assumptions of theorem 1.1, let (iL, U, E) be the solution of
the Cauchy problem for (1.7) with (1.5) in [0, T*] for some T* >0 (may depend
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on €), and (3.1) hold. Then we have

1 -~ 1 d - -
-F-udr < ———— El*d M)(|E|? 2 M 2.1
[ 1Beuds 2th/wu 4+ D (B + [ul]?) + (M), (21)
and
L B A P / By da + cQD)(VE 2 + el + uel?). (22)
6 Rd 2th Rd

Furthermore, for any multi-index o with 1 < |a| < s, denote
ho = 0%, uy = 0%, E,=0%F,

we also have

1 1d Aleh
2By uade < _77/ _ACh) g 2dy
R € 2 dt R4 n/(ho + Eh) (23)

+e(M)(IPI3 + lullZ + 1 EII2) + e(M).
The proof is similar to that in [3], thus is omitted here.

3. Uniform local existence

In this section, we mainly show uniform-in-e local existence of smooth solution for
(1.2)-(1.3). That is, we prove theorem 1.1. Applying the local existence of [24]
and standard continuation argument, we only need the following uniform a priori
estimate.

LemMMA 3.1 (Uniform-in-e a priori estimates). Under the assumptions of
theorem 1.1, let (h, u, E) be the solution of the Cauchy problem for (1.7) with (1.5)
in [0, T*] for some T > 0 (may depend on ), and

als 2 + lulllsz- < M (3.1)

for some positive constant M independent of €. Then there exist g = €o(M) and
c(M) > 0 such that for all 0 < € < g, it holds that

’H(ﬁ’“’ E)W o H IVl orpe ey < 0T (Mo +c(M)TY). (3.2)

Before the proof of lemma 3.1, we give some necessary preliminaries. First,
from (3.1) and Sobolev inequalities, it is easy to see that, there exists a constant
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C(M) > 0, such that, for |a| < 2,

sup (|05 (h, w)|[ L~ < C(M) (3.3)
te[0,T%]
and
0 < Co(M) < A(eh), n(h® + eh) < C1 (M) (3.4)

for sufficiently small e. Furthermore, since
VA(eh) = eA'(eh)Vh, Vn(h® + eh) = en/(h° 4 eh)Vh,
we also have

sup ||[VA(eh)||L~ < C(M), sup ||[VA(eh)|r~ < eC(M). (3.5)
te[0,T%] te[0,T%]

Moreover, using (1.7)1, we have

Oy A(eh) = —A'(eh) (su -Vh+ A(i—:ﬁ) div u)

and

A" (eh) = j;((i%)) <su -Vh+ A(iﬁ) div u) ,

which together with (3.3)—(3.4) imply

sup [0 A(eh)||p~ < C(M) and  sup ||@, A" (eh)|p~ < C(M). (3.6)
te[0,T%] te[0,T%]

Proof. Multiply (1.7); and (1.7)5 by h and u, respectively, take the summation and
integrate over RY, then we have

1d
2dt Jra
1

=5 A1 (A(eh)h? + V - (A(eh)u)h? + divu |u|?) dz
Rd

-~ 1
A(eh)|h|? + u2dx—|—/ - (u|Vul? + v|divul?) dz
(A(eh)|h]* + [ul) g n(h0+€h)(ul | | %)

n'(h0 + eh)e - Z\ o /
+ ———(uw(Vh-V)u-u+ v(u-Vh)divu)dz +
L s g (TRt vt Vv e [
== H1 + H2 + Hd
First, utilizing (3.3), (3.5) and (3.6), it is trivial that
Hy < C(M)(|[R] + [|u]?)- (3.8)
Next, by using Cauchy’s inequality and (3.3), we have

1 1
Hy < o — (| Vul? + v|divu|?) dx + (M) ul?. 3.9
: zédn(ho+5h)(ul * + vldivl?) (M)]ful] (3.9)
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Finally, from (2.1) in lemma 2.3, we have

1 d - -
S 5w E? M)(||E|? 2 M). 1
o< gy [ VR DB + Jl?) 40, (310)
Hence, putting the estimates (3.8)—(3.10) into (3.7), using (3.3) and (3.4), we get

d - -
— | (B + [u* +|EP?) dz + [ Vul? + ||div ul/?
At Jpa (3.11)

< (M)A + Jul® + | E]?) + C(M).
Next, we derive the estimates of derivatives of (fz, u, E‘) Let a be a multi-index

with 1 < |a| < s, denote hy = D, 1o = D%u, E, = D*E, and define |D!®ly| :=
sup,, |D“u|. Then applying the operator D* to (1.7), we have

- 1
A(eh) (0 +u-V)hg + gdiv uq = Fy,

1 1
Oy +u-V)ug + —Vhy = ———— (nAuy + vVdiv ugy
(e ) - n(ho—i—sh)(M )

1 1
+ Da*ﬁ <~) Aug + vVdivug) + 7Ea + Gav
2. (0 5 ey ) B It

B<O‘7‘O‘_B|:1
(3.12)
where

~ -1 - _

F, = A(eh)[u-, D¥]Vh + gA(Eh)[A_l(Eh), D*|div u,
1
— [, a _ B pa—pB ;

Gq = [u-, DY|Vu Z {D ,D (n(ho n Eﬁ))} (nAu + vVdivu).

B<a,|a—p|=1

In fact |5 = |a| — 1 here. Now multiply (3.12); and (3.12)2 by h, and g, respec-
tively, and integrate the resultant equations over R?, then the summation of the
two equations yields
1d
2dt Jpa
1

= f/ (atA(aiL)hi + V- (A(eh)u)h? + divu \ua\z) dz
2 Jau

- 1
A(eh)|ha|? + ua2dx+/ — (| Vuu|* + v|divu,|?) dz
(ARl + o) e+ [ s Ve vidiv )

n'(h + eh)e . S
_— Vh-V)ug - tg o Vh)divu, | d
+ /]Rd n2(h0 1 eh) (ﬂ( Ja - Ua + V(u ) divu ) x

1
+ De—h (~> pAug + vVdivug) - u, dz
f<a azﬁl_l R n(h? + ch) s K

1
+/ onfuader/ Fa~hadx+/ Gqo - up dx
Rd € Rd Rd

=+ + 13+ 14+ I5s + Is.
(3.13)
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First, using (3.3) and (3.6), it is easy to find that

L SCM)(|hall® + [|ual®). (3.14)
Second, by using Cauchy’s inequality and (3.3), we have

1 1
I < — — (u|Vug)? + v|divug?) dz + (M) ||ug | 315
<1/ o Tl a2+ (MD)] (3.15)

and similarly,

1 1
I3 < = — (u|Augl? + v|Vdivug|?) dz + (M) |lug|?
s L i g IV ) do (M) e .

1 1
< - — (u|Vua]? + v|divue|?) dz + e(M)||ua?.
i L oy VATl A ) o (A e

Next, from (2.3) in lemma 2.3, we have

1d Aeh) 2 712 2 [12
Iy < —= —|Eo | da + c(M)(||R]|5 + Julls + |1 E]5) +c(M). (3.17
4 2 dr /]Rd (10 ah)l | MO IRIS + Nulls + 1E1S) 4 e(M). (3.17)

Finally, from lemma 2.1 and (3.4), we have
- - 1 - s )
IFall < AR lloo [ Vulls—1lIlls + Z[[A(R) o] VA Heh)|ls—alldivuls
< CM)(IR)Z + llull? + 1),
and similarly, we have
IGall < CD)([BIZ + [lull? + 1),
thus, by using Cauchy—-Schwarz’s inequality, we obtain
Is + Is < CM)(|IR )12 + [[ull2 + 1), (3.18)

Putting the estimates (3.14)—(3.18) into (3.13), using again (3.3) and (3.4), we
readily have

d :
7 U1Balls + llwally + 1 Eall?) + Va3 + lldivuall;

(3.19)
< COOIRE + llullz + 1E]Z) + C (M),
Finally, taking summation (3.11) and (3.19) for 1 < o] < s, we have
d - _
— ([P + ull? 4+ |E|1?) + |Vl + ||divul?
g (Al + Hlulls + 1E1S) + [ Vulls + [ldiv eyl (3.20)

< COD)(IBIZ + ull? + IE12) + C (M),

which together with Gronwall’s inequality imply (3.2), this completes the proof of
lemma 3.1. ]
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4. Limit for well-prepared initial data

In this section, we consider the zero-electron-mass limit of the isentropic compress-
ible Navier—Stokes—Poisson equation with well-prepared initial data, that is, we
shall prove theorem 1.2. Similar to that in [3, 4], we need the following uniform
estimates of the time derivatives.

LEMMA 4.1. Under the assumptions of theorem 1.2 and lemma 3.1, there exists
e1 € (0, g9) such that for all 0 < € < &1, it holds that

-
S[up ]|(htaut7Et)”2+/ Ve ||* + [|div u||* < e(M, Mo, My, T%).  (4.1)
te[0,T* 0

Proof. Take time derivative to (1.7), we have
- -1
A(eh)(0s +u-V)hs + gle uy = Fy,

1_- 1 1~
Oy +u-Vur + ~-Vhy = ———— (uAuy + vVdivuy) + — By + Gy, 4.2
(t )t - t n(ho—i—ah)(u t t) - t t ( )
)\2Et:K*’FLt7

where

F; = A(eh)(u - Vhy — 0(u - Vh)) + é(v cuy — A(eh)0y (AL (eR)V - u)),

- n/(hO + eh) )
Gy = —uy - Vu+ ehy—— L (pAu + vVdivu).
t t tnz(ho—i—sh)(ﬂ )

Multiply (4.2); and (4.2)5 by he and ug, respectively, then integrate over R? and
take the summation, we get

1d - 1
—— | A(eh)|h|? 2d /44447 Vg |? di 2 d
2dt/Rd (ER)lAel” + |ue]” da + Rd n(h0+5h)(ﬂ‘ uel” + vidive]) de

- % / (BRI +V - (Aehyu)hd + divu ful?) de
Rd

n/(h° + eh)e . “ (4.3)
o ey (TR v i)

1 -~ ~
+ *Et'utdl'—F Ftht+ Gt'uth?
Rd € Rd
= J14+ Jo+ J3+ J4.
Similar to (3.8) and (3.14), one has

Ji < CM) (el + llue®). (4.4)
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Next, similar to (3.9) and (3.15), one has

1 1
Jo < = — (| Vuy)? + v|diveg|?) da + (M) ||lug > 4.5
2% 5 [ T v de s D (09

For Js, by using lemma 2.3, we have

1 d

< -
TS oNa

/Rd B da + (M) (1B + 1hell® + lluell?) +e(M). (4.6)

Finally, by using Cauchy inequality, (3.3) and (3.4), we have
Ja < e(M)([[he]]* + uel*). (4.7)

Now, put (4.4)—(4.7) into (4.3), and noting (3.4), we have

d - - .
3 (el -l + 1) + 1V + | div e |

(4.8)
S COD)([1Rell? + fluel® + 1 E2]|)-
Moreover, from (1.7); and u§ = u + euj with V- u9 = 0, we know
17 (- 0]l < C(Mo)(IV (R = BO)| + |V - uj|)) < C(Mo). (4.9)
Similarly, with the condition (1.10), we also have
e (- )11, 12, 0l < C(Mo). (4.10)

Then, apply Gronwall’s inequality to (4.8), by noting (4.9)—(4.10), we readily have
(4.1). This completes the proof. O

Now we show the proof of theorem 1.2.

Proof of theorem 1.2. From (3.2) and (4.1), we have

hs_hO E€ he E¢
|==w D < (s
3 3 s,To 3 I3

thus, as ¢ — 0,
(hf, E¥) — (h°,0) strongly in  L*([0, Tp]; H*(R?)) n C%1([0, Ty); L*(RY)),

<M

)

0,T*

and further by lemma 2.2, there exist a subsequence, still denoted by u*, such that
as ¢ — 0,

u® —u®, strongly in  C°([0, Ty]; H*(RY)) for all a < s.
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It remains to show (1.11). In fact, it holds for all x(¢) € C*°[0, Tp] and 3 (x) €
Cs° (R4 R?) such that V-1 =0,

/To /Rd ( O +u-V)u— NTENWS —  (uAu+vVdiv u)) dadt

/TO /Rdé(E—Vﬁ)dexdt
/ b /R ~(V(=A)"'7 — Vh) xypdadt

To
= / / —((—A)_lﬁ — B)XV -pdadt = 0.
0o JRrdE

Then passing the limit as ¢ — 0 in above equation to get

To
/ / w10y xdadt
0 Jrd

To 1
= / / ((875 +u’ - V)u' — = (pAu® + vVdiv uo)) xdadt.
0 Rd N
By the definition of weak time derivative of u", we conclude that
1
o’ = —P (uo -Vl — N(,uAuo + vVdiv uo)) .

where P is the standard projection on the set of divergence-free vector fields. Since
we already have

u® € CO([0, To}: C'(R)) N L2([0, To]; H*(RY)),
which implies that
1
u’ - Vu' — N(,uAuO +vVdivu®) € C°([0, To]; C°(RY)) N ([0, To]; H¥~2(RY)),

we infer
uf € CO([0, To] x (RY) N L= ([0, Tols H*~2(R4).
Thus, u® € C1([0, Tp] x (R?)) is a classical solution to

V-u’=0, PO +u V)u' = P%Auo, u’(-,0) =u?, for zeRY t>0,

The second equation and the regularity of dyu’ + u° - Vu® — (u/N)Au® show that
there exists a function 7 € L>([0, Ty]; H*(R?)) such that

V-u =0, 0u’+u’ Vi = %Auo + V.
Further, taking into account the equation satisfied by u® and

u‘i—i—ue-Vua—%AuEAu?—l—uo-Vuo—%AuO:VW
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weakly* in L>°([0, T; L?(R9)), we get

wéw weakly* in  L*([0, Tp]; L2(R%)).

Finally, the uniqueness of smooth solutions to the incompressible Navier—Stokes
equation implies the convergence of the whole sequence. This completes the proof.

O
5. Limit for ill-prepared initial data

In this section, we study the zero-electron-mass limit of the initial value problem
(1.2)—(1.3) with ill-prepared initial data. To begin with, we rewrite (1.6) into the
following linearized form:
N
atﬁ —+ ?dlvu = i,

O+ h’(N>¥ - éE - %(uﬁu +rVdive) = Gy, o4

NE =K xn,

where
G§ = —div(nu),
G5 :=—u-Vu+

/ Y, >
WN) = RN +ei) (Nim if) (nAu + vV div u).

Further, we set N =1 without loss of generality, and denote a = h'(N). Let us
consider the Cauchy problem of the linear part of (5.1):

U+ LU =0, U(x,0) =U(x), (5.2)

where the linear operator

0 ly.
L= e
<i(a—|— (-A)"Hv uA-Id—i—VVV-) ‘

Let L£5(t) be the semigroup generated by L, then Ul(x, t) = L5(¢t)U(z) solves
Cauchy problem (5.2). We have

LEMMA 5.1. Assume Uy € L' N H*. The solution of (5.2) can be decomposed as
Uz,t) = LS(t)Ur := LS(t)Ur + LS (U + LZ (1)U, (5.3)
in which (1)

LU, = (g *(}ul) for Uy = (Z;) , (5.4)

where G(x, t) = (1/(4mut))¥? exp(—(|z|?/4ut)) is the heat kernel, P is the orthog-
onal projection of H® onto the subspace {v € H* : V -v =0}, and

G * Puills < [lul]s- (5.5)
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(ii) Fort <1 and 6 € (0, %),

0(d—1) 0d
o <e((u+l’)/2)(t/€)29t (t) . (t) >
t € 5

+ o~ ((ut+v)/2)(t/€)*t + e~ (at/((utv)e?))

1£5.(0)U1] <

1Urllz2-

(iii) Fort >1

25 (U] < EC< ~(at/ @) L ) +e—(at/(2(u+V)€2))} A

{_:d 1 $d/2
(5.7)
(iv) Furthermore, for any fized T > 0,

sup | L5 (t)Ur] -0 as e — 0. (5.8)

t>1

REMARK 5.2. Note that (5.6), the local-in-time behaviour of the solution, is essen-
tial for the estimate of the full nonlinear system when we apply Duhamel’s principle,
since the singularity at ¢ = 0 in (5.6) is integrable. The three terms on the right
hand side of (5.6) correspond to low, medium and high frequency part, respectively.
On the other hand, if the solution exist for longer time, the behaviour of the solution
is controlled by (5.7).

Proof. (i) Taking the Fourier transform of system (5.2), we get

U+ B(e,&)U =0, U(0) =0, (5.9)
where U(t) = U(&, t) = FU(E, t), Be, €) is defined as

0 *5

B(e,€) =
=) e plerny 4 veeT

7
et \€|2

Further, the eigenvalues of the matrix B are computed from the determinant

et(B(e.6) - A1) = (g = 0% (32 = P+ a+ HEER) —o

That is,
A= plé]?, d— 1(multiple)

5.10
“*”m?i AL+ aleP) = (n+ vl (510

The corresponding eigenvectors of B are

ei(€) = (ef&)) Cishedol 0= g (93(!'?)) ’

Ay =
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where
€(&) (i=1,...,d—1) is the orthonormal basis vector of {n € R%|n-¢ = 0},

ile]

N (3])
2
e(l€) = VI=TEDF T 1 = ) 1= 4 1 such ehat fes ()] = 1.

Then the solution of (5.9) can be represented by
U(&,t) = e PETHE) =3 e (e;(€), Ur(€))e;(€),
J

and the inverse Fourier transform
U(x,t) = L5 U = F (e PEOTL(€)) (5.11)
= LE(WUr + L5.()Ur + L2 (4)U; '

gives the solution to (5.2), where
d—1 )
LU =F+ (Z e (e (9), Ul(f))eg‘(f)) ;
j=1 (5.12)

L3(OUr = F 7 (74 (29, Ur(€)ex () -

Now let us estimate each part of the above decomposition. First, by definition,

we compute

= X

£200; = 7 S (6,6 0r(€)es €)

j=1
d—1 X
=G F D (e;(6): Ur(€)e;(©) | -
j=1
where G(z, t) = (1/4mut)?? exp(—(|z|?/4ut)) is the heat kernel. Since e;(£) =

xV
(0, (&))", we get

0
LU = (g*Puj) for Ur = (Zj) )

in which

that is, P is the orthogonal projection of H® onto the subspace {v € H*: V -v =0}
Furthermore, (5.5) is proved by using Hausdorff-Young inequality for convolution.
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(oF

Low Medium igh

Figure 1. Frequency decomposition.

Next, to estimate £5 for given e, we recall that

A=l Y6 = L JRTER), (€)= 40+ alel?) — (u + 0)2lele

Due to the singularity of the heat kernel at ¢ = 0 and good decay away from ¢t = 0,
we need to have more precise local in time estimate of the solution operator such
that the result is integrable in time. Thus we need two sets of estimates: ¢t < § and
t > 9, for any given positive constant . Without loss of generality, we take § = 1,
then derive the estimate for ¢t < 1 and ¢ > 1, respectively. (ii) For ¢t < 1, let

260 \/2—
A:C) , ae<ol>, po et Vet uty)

"d (0 +v)%e

the frequency is decomposed into three parts: [£]? € [0, 4], [4, B], [B, o). Note
that ¢ < 1, the above selection of A implies A < C :=2a/((p + V)2 2) for ¢ small,
thus F is strlctly increasing in the low frequency part. See figure 1.

Then we have

LLOUr = Li+Je+ Ky, (5.13)

where
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In the following we will give the estimates of I, J+ and K., respectively. First, it
is easy to compute

2 it . ~
Loty = [ e O TS e 6), Ur(€)es €) de
VA . d—1
_ / ()2t 7 i R T / / R
e? d—1 d
0 S R

(0P ho(y) +w - vo(y)) (9%7”)) dydwdr := (%EZE;) '

Setting

d—1
C(r) = e~ ((mtv)/2)rt "

!

e*(r)(v/F(r?))

o~ ((utv)/2)rt, d—2 VA +ar?) — (p+v)2rie?2 14 ar?
20— (p+v)r? 14 (1+a)r?

a(r,z —y) = / e @YWy,
Sd—l

B(r,x —y) = /Sd?1 we"(z*?”)"*’du)7
gea(r,z) =((r) <9i(7“)2/ a(r,x — y)ho(y)dy + 9i(7“)/ B(r,x — y)vo(y)dy> :
]Rg Rg

g+2(r,x) = ((r) <9ﬂ:(7') / B(r,z —y)ho(y)dy + wq—1 / a(r,z — y)vo(y)dy> ;
Rd Rd
then for k =1, 2, we have
\/Z it 2 li
I (x,t) = / T2 VI (V/E(r2)) gy g (r, x)dr
0

. VA VA
— :FQ.% (ejF%g\/mng(r,x)‘ —/ eFHEVEC?) 8gig(r x>dr> :
i 0 0 r

Note g4 (0, ) = 0, we have

Vi
2 it 0
I (x,t) = 3F7: (eﬁi FA) g, (VA ) _/0 oTEVF(?) gigir ,T) dr) 7

thus

|[TE (2, 1)] < 275 (Igi,m/lx)l +/ ‘M‘d ) (5.14)
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Recall A = (£)?%. Direct computation shows

0(d—1)
C(VA)| < Com (/D) t) 7

3
il¢]

_ e
0L(¢]) = SW) 10(1€)] = T+ el <

1 (5.15)
a)
|a(r,z —y)|, |B(r,x —y)| < Cr*l|:rfy|*l for 0<I<(d—1)/2,

thus the first term in the right hand side of (5.14) can be controlled by

0(d—1)
_ v 2 t
g4 (VA 2)] < Com e/ e/es () Wil (5.16)

Moreover, we compute

0g+.1(r, )
or

=) (ew /.

Yy

(= o)y +0:(0) | (.~ y)vo(y)dy>
IO () (2ai<r> [ atra=hatuay+ | Ao y)vo<y>dy>

40 (ew)? | ot = oty +0:) [ 50 y>v0<y>dy) .
Ry ]Ry
Recall that for d > 3, one has (see [3, P2756]),

C
|O/(7“,£L’ - y)|a |ﬂ/(7’,.’£ - y)‘ < ?’
and noting also that ¢(r) and ¢’(r) will both have a factor e~ ((W+1)/2r*t after
tedious calculation, with the estimates in (5.15), we find
‘ agig(ﬁ ,T) < Ce—((u+u)/2)r2trd—1 HUI”Ll )
r

Similar estimate holds for g4 (r, ). Thus for k =1, 2,

VA VA 60d

) t

/ ‘M‘dr < C/ rd=Ydr U] < C () 1Urlls- (5.17)
o or 0 €

Plugging (5.16) and (5.17) into (5.14), we have

. v /1) 00D N
|Ii(m,t)| < ;C o ((utv)/2)(t/e)™" () + (€> U1 L2 (5.18)

3
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Next, since

Ji = / o= (a+0) /D) |E2t T (i/2) |/ ATFalEP) — Gt o2 [E[ <2 ¢
A<|€|2<B

x e (es (€),Ur(€))es(£)dE,

we have

el [ O e (6, Dr(e)es o) de
AL|€]2<B (5.19)

< e~ (/240 17, ()2 7,

HLI = ¢ HLI.

Finally, noting that F is negative for |£|?> > B, then Ay are real numbers:

)\i:

s 1 Jrvyge - ER) w4 )

where 0 < § = ((4(1+ al¢]?))/((1 + v)?|€]*€?)) < 1 in the case of high frequency.
Moreover, since § € (0, 1],

1 1
L+VI=021> 36 1-V1-6> 34
then
1+ al¢]? a
AP ez 25— > 5.20
2l = e iy e (5:20)
Hence we have
|Ki| = ‘/ e M E (e (€), Ur(€))e—(€) dg
l€[2>B
(5.21)

<e—(at/((ﬂ+”)52))/ (e(£), Ur(€))e4(8)] d€

l€1>>8B

< e_(“t/((“+”)52))||U[||L1.

Combine (5.18), (5.19), (5.21) and (5.13), we conclude (5.6). (iii) Next, we prove
(5.7) for the case t > 1. Indeed, we will use different frequency decomposition.
That is, taking A = C/2 = a/((u + v)%e?), the three parts of the frequency are
now €[> € [0, A, [4, B], [B, ). The estimate (5.16) is modified to

= _ at 1
9.1 (VA,2)| < Ce” T UL |1,
the estimate (5.17) is modified to
Vi g
gik ,x) _ V) /2)r
/0 |Peer2) c/ () /Dy 41 g7 | < td/2||U1|\L1
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thus, instead of (5.18), we have

€ )20 t 6(d—1) t od
|I:]|€:(I,t)| < EC e*((HJFV)/Q)(E) t <> + (5) HUIHL1' (522)

3

Next, for the medium frequency part, the estimate (5.19) is modified to

el € [ eI oy (), Ur(€))es()] de.
A|¢)2<B (5.23)

< e (/DAL 1y

2
|1 = e~ @/ Clt) 117

L1

The high frequency part estimate is unchanged. Combining (5.21)—(5.23), we have
the estimate (5.7) for ¢ > 1. (iv) The estimate (5.8) is directly derived from
(5.5)—(5.7). The proof of the lemma is finished. O

Moreover, from Holder’s inequality, lemma 2.1 and the uniform estimates in
theorem 1.1, we also have

LEMMA 5.3. Under the assumptions of theorem 1.1, there exists a constant C > 0
independent of € such that for any T € [0, Tol, k =1, 2,

Gl + 1GElls—2 < C.

The proof of lemma 5.3 is same as that of lemma 7 in [3], and we can omit the
details here.

Now let us consider the zero-electron-mass limit of the initial value problem
(1.2)—(1.3) in the ill-prepared initial data case. First, by the Duhamel’s principle,
the solution of system (5.1) can be given as

t
Us(t) := ( ) = L°(t)U; +/ LE(t — 7)G*(7)dT, (5.24)
u(t) 0
where £°(t) is the solution operator studied in previous subsection, and
_ nr € _ Gi (T)
=) e0=(E0):
Note the decomposition (5.3), we rewrite

US(t) = US(E) + US () + UE (1), (5.25)

where
UE(E) = L2007 + /0 Lt — 1)GE(r)dr,
U (t) =L (t)Ur +/0 L5 (t — )G (7)dr.

By the definition of £5(¢) and (5.4)—(5.5), we have

Uy

t
U = (06) 7 us Zg*Pu1+/ G(t —7)x PG5(7)dr. (5.26)
0
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Note (5.5) and the heat kernel G is smooth, then, with use of lemma 5.1 and lemma
5.3, we have

LEMMA 5.4. Under the assumptions of theorem 1.3, there exists a constant C
independent of € such that

[uSlls + [0Sl s—2 < C.
Proof. By the orthogonal projection, we firstly have
uzlls < [lufls <C
from the uniform estimate (1.9). Secondly, the solution u5 defined in (5.26) satisfies

{&ui — Aug = PGS,

us(0) = Puy,
thus
[0cuslls—2 < [|Auifls—2 + PG5 < C
by using (1.9), lemma 5.1 and lemma 5.3. The proof is completed. O

LEMMA 5.5. Assume Uy € L' N H®. For any fized s > 0, it holds that

sup [UL () ||loo = 0 as e — 0. (5.27)
t=>s
Proof. Without loss of generality, we assume ¢ > 1 and decompose the integral

US(t) = L5 (U] + (/OH +/;> L5 (t — 7)GE(r)dr.

By using (5.8), we find
L5 () Ul — 0 as e —0. (5.28)

For 7 € [0, t — 1], that is, ¢ — 7 > 1, then using the estimate of £5 in (5.7) and
lemma 5.1, we compute

/O Lot — )G (r)dr

t—1
3 2 1 1
< O [ o= ((alt=))/2(ntv)e*))
/0 L s (e cd—1 + (t —7)d/2

N e,<<a<t4>>/<2<u+v>62>>} IG= (7) ]| rd7

thus we have

t—1
/ LE(t—7)G(r)dr| =0 as e —0. (5.29)
0
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Similarly, for 7 € (¢t — 1, ¢], that is, 0 < ¢ — 7 < 1, then use the estimate of £5 in
(5.6) and lemma 5.1, we compute

t

L5 (t—7)G(T)dr

t—1

, " 0(d—1) " 0d
< / | e twrv)/a=—ry/* ) (LT + (=
o1 |t—T c :

4 e~ () /2)((E=7)/e)* (t=7) e—((a(t—r))/((uw)ez))] 1G= ()| 1

thus

t
/ L5(t—7)G°(T)dT| =0 as e —0. (5.30)
t—1

Combining (5.28)—(5.30), we have (5.27). This completes the proof. O

Now we are ready to prove the zero-electron-mass limit of (1.2)—(1.3) for ill-
prepared initial data.

Proof of theorem 1.53. Let (n, u®, E°) be a classical solution defined in theorem
1.1 to (1.2)—(1.3) in [0, Tp], with Ty > 0 independent of . From (1.9), we have

(n, %) — (N,0) strongly in L ([0, To]; H*(R%)),
u® — ul  weakly* in  L°°([0, Tp]; H*(R?)).
Recall (5.24)—(5.25), we write
(A%, u)T =UT =UE +US+UE.

For the first part U = (0, u$)”, by lemma 5.4, there exists a subsequence of ug (still
denoted by itself), and u? € C°([0, Tp] x RY) N L>([0, Ty]; H*(R?)), such that

ut — u?  strongly in  C2 ([0, Tp] x RY).
Further use lemma 5.5, we have
(A%, u®)T = U + US+UE — (0,u?)T  strongly in  CF,((0,Tp] x RY).

By the orthogonal decomposition of U¢, we have PuS = uS. Passing to the limit as
e — 0 gives

Pul =49 thatis V-ul=0.

Next, recall the uniform estimates in theorem 1.1, we have the weak-* convergence
of (A€, uf) in L>=([0, Tp); H*(R?)), thus

G5 — —u® - Vu?  weakly* in  L°°([0, Tp]; H*~H(RY)).
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Now pass to the limit as ¢ — 0 in (5.26), we get

¢
u?:g*PuI—/ G(t — 1) % Pl - Vul(7)]dr,
0

thus ! satisfies the equation

O — pAu® = —P[u? - vul], ul(z,0) = Pul,

thus the proof of theorem 1.3 is complete. g
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