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Monte Carlo simulation of electron scattering in solids has
proven valuable to electron microscopists for many years.1 The
electron trajectories, x-ray generation volumes, and scattered
electron signals produced by these simulations are used in
quantitative x-ray microanalysis, image interpretation, experi-
mental design, and hypothesis testing. Unfortunately, these
simulations are often computationally expensive, especially
when used to simulate an image or survey a multidimensional
region of parameter space.

Here we present techniques for performing Monte Carlo
simulations in parallel on a cluster of existing desktop com-
puters. The simulation of multiple, independent electron trajec-
tories in a sample and the collateral calculation of detected x-
ray and electron signals fall into a class of computational prob-
lems termed "embarrassingly parallel", since no information
needs to be exchanged between parallel threads of execution
during the calculation. Such problems are ideally suited to par-
allel multicomputers, where a manager process distributes the
computational burden over a large number of nodes. The utility
of this scheme in the context of electron microscopy has been
elegantly demonstrated using dedicated, homogeneous super-
computers.2"4 Significant speedups are seen when existing
Monte Carlo codes are adapted for use on vector supercom-
puters such as the CRAY-YMP*' and even more dramatic gains

are seen when massively parallel supercomputers such as the
nCUBE and Intel Paragon are used.3 In this work, we achieve
similar speedups using a heterogeneous collection of desktop per-
sonal computers linked by conventional TCP/IP networks. The
Monte Carlo simulation runs transparently in the background and
the machines remain free for other tasks such as word processing,
data analysis, or instrument control. This solution should be par-
ticularly appealing to academic users, small businesses, and simi-
lar groups who enjoy access to a growing pool of PCs, but lack
easy access to a supercomputer.

Adaptation of existing Monte Carlo programs for parallel exe-
cution can be achieved using any of several off-the-shelf message
passing toolkits. As a demonstration, we used the Parallel Virtual
Machine5 library to enhance the NBS Monte Carlo code6 to run on
a distributed multicomputer, in our group, virtual machines have
been assembled that simultaneously contain hosts running Win-
dows 95, Windows NT, Linux, and SunOS. Toolkits such as LAM
or MPICH that conform to the Message Passing Interface (MPI)
standard can also be used. The modifications consist of partition-
ing the code into two units, a manager and a worker, and embed-
ding function calls from the library to marshal the virtual machine
and handle the exchange of data. The manager process collects
input from the user, spawns multiple instances of the worker proc-
ess on the various nodes of the virtual machine, multicasts the
initial problem description to the collective, and merges the results
sent back from the workers. The many (typically identical) worker
processes do most of the work.

To get reproducible timing data and to observe the scaling
properties of the implementation, our example code was run on an
unloaded cluster of 16 Pentium II nodes running Linux. Fig. 1
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shows the wail clock time needed to complete each run and the
estimated throughput of the virtual machine in electrons/second.
With 16 nodes, the virtual machine processed 160,000 electrons
in 64 seconds, or about 2,500 electrons/s. This compares favora-
bly with speeds achieved by dedicated supercomputers.3 •
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FIG. 1. Plot of the elapsed time of calculation measured in sec-
onds (left axis), and speed of calculation in electrons/s (right axis)
as a function of the number of nodes used for the simulation.
Each node consisted of a 333 MHz Pentium II processor with 256
MB of RAM. Message passing was implemented using Parallel
Virtual Machine v3.3. 11 over a 100 Mbit/s Ethernet network.

Certain commercial equipment, instruments, or materials are iden-
tified in this report to specify adequately the experimental proce-
dure. Such identification does not imply recommendation or en-
dorsement by the National institute of Standards and Technology,
nor does it imply that the materials or equipment identified are
necessarily the best available for the purpose.

. V . L : • - . - •

i 'erection
that fascinates

NEW!
Element Imaging

liquid nitrogen free ROMC XFlash" defector

8 times faster than EDX

with digital pulse processing

-"•combines with any existing EDX

or imaging system

RONTEC (
Fon+49/30/670990-0
E-Mail: po5tmcister@roentec.de
http: //www, roentec, de •

. RONTEC USA, Ire
Fon +978-266-2900

RONTEC UK Lid.
For+44-161-4 48 06 88

RONTEC France S.A.R.L.
Fon+33-1-60 78 71 41

- 3 5 -

https://doi.org/10.1017/S1551929500057485  Published online by Cam
bridge U

niversity Press

https://doi.org/10.1017/S1551929500057485

