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1. Introduction

Mean dimensions are quantities that measure the complexity of dynamical systems with
infinite entropy. The concept of mean dimension was first introduced by Gromov in [20],
which is a topological invariant of dynamical systems to count the average number of
parameters needed per iteration for describing a point. Later, Lindenstrauss and Weiss
in [39] introduced the metric mean dimension and they related metric mean dimension
to the problem that whether a dynamical system can be embedded in the shift system.
The metric mean dimension of a dynamical system is not a topological invariant, as
it depends on the specific metric chosen for the phase space X; however, there exists
an intriguing invariant property for metrizable topological spaces. Specifically, the infi-
mum of metric dimensions over all metrics on X that induce its topology is invariant
under topological conjugacy. In general, the metric mean dimension of a system may not
exceed its mean dimension. However, Lindenstrauss and Tsukamoto presented an excit-
ing result in [38]. They demonstrated that systems possessing the marker property can be
endowed with a metric p compatible with the topology of the phase space. Remarkably,
the metric mean dimension of p coincides with the mean dimension of the system.
Besides, in [37], Lindenstrauss and Tsukamoto delved into the concept of mean dimension
alongside rate distortion theory, a field that investigates the lossy data compression of
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stochastic processes under distortion constraints. Within this study, they established a
variational principle connecting rate distortion function to metric mean dimension. Later,
Gutman and Spiewak [19] demonstrated that in the Lindenstrauss—Tsukamoto variational
principle, it suffices to consider the supremum over ergodic measures. In a more recent
study, Shi [46] established variational principles linking metric mean dimension with
Shapira’s entropy, Katok’s entropy and Brin-Katok’s entropy.

The fundamental theory of amenable group actions in the analysis of dynamical sys-
tems was established by Ornstein and Weiss in [43], which provides an approach to
generalize vast majority of entropic and ergodic theorems known for the actions of Z
such as [1, 36, 45]. As the core techniques in the analysis of dynamical systems with
amenable group actions, the e-tiling and the e-quasi-tiling were introduced in [42, 43].
The e-tiling has been further developed by Weiss in [48], where he showed that countable
amenable groups from a large class admit a precise tiling by only one monotile belonging
to a selected Fglner sequence. The e-quasi-tiling has been developed by Downarowicz
et al. [17]. After Gromov-Lindenstrauss—Weiss’ fundamental works on mean dimension
theory, there are sequences of studies on mean dimensions in the context of amenable
group actions, for instance [10, 12, 13, 27, 30, 47].

Scholars showed interest in the ergodic theory of random transformations since 1980s,
which emerged from Kifer [24], Crauel [9], Ledrappier and Young [40], Bogenschutz [4, 5],
etc. For the classic Z or Z-system, the random transformations can be regarded as skew-
product transformations rather than iterations of just one map. The study within the
framework of bundle random dynamical systems (RDSs) with amenable group actions
was conducted by Dooley and Zhang in [16]. They introduced the notions of random
local pressures as well as entropies and a concept of (factor) excellent or good covers as
a crucial technique to establish the variational principle for random local pressures. We
refer to the elegant literatures [2, 26] for more information on the theory of RDSs and
[21, 29, 33-35, 41, 51-53] for the recent progresses on the entropy theory in RDSs.

An approach rooted in convex analysis arises as a method to investigate the ther-
modynamic formalism of dynamical systems, along with the study of the metric mean
dimension. In [8], Cioletti, Silva and Stadlbauer considered the pressure functional P(¢),
which is convex for the bounded continuous potentials ¢ defined on the sequence space
X = EN, where E is a general standard Borel space. They obtained the existence of
equilibrium states as finitely additive probability measures for any bounded continuous
potential. Bi§, Carvalho, Mendes and Varandas in [3] established an abstract variational
principle for the so-called pressure functions acting on a Banach space of potentials of a
compact metric space, for which equilibrium states always exist. This approach was later
adapted by Yang, Chen and Zhou, as reported in [54], where they successfully proved
a variational principle for the upper metric mean dimension, incorporating the concept
of potential. In [7], Carvalho, Pessil and Varandas introduced the concept of the upper
metric mean dimension for a one-parameter family of scaled pressure functions. With
the approach supported by convex analysis, they established a corresponding variational
principle. Additionally, they examined the computability of this measure-theoretic map
and presented several examples.

The present work is dedicated to explore the notion of the random metric mean
dimension with potentials in the context of amenable group actions, which is mainly
inspired by the work on an abstract variational principle for upper semi-continuous affine
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entropy-like map [3] and the work on random metric mean dimension for skew product
transformations [55]. First, in §3.1, we introduce a notion of random upper metric mean
dimension with potentials for amenable group actions and study its basic properties.
Second, in §3.2, we introduce random upper measure-theoretic metric mean dimension
and present its several characterizations. Third, in §4, we establish a variational principle
between these two kinds of mean dimensions. Finally, in §5, we we introduce a notion
of equilibrium state for amenable random upper metric mean dimension with potentials
and discuss its properties.

2. Preliminaries and main result

In this section, we collect some basic notions and notations in literature and then state
the main result. An action on a set X induced by a group G (or we say G acts on X) is
a set of maps fo = {f; : X = X|g € G} satisfying:

(1) fe =1idx, where e is the unit element of G,
(2) fgg © fg1 = fgoq, for every g1,92 € G.

Note that f; is a bijection for each g € G. For simplicity, we identify the the group G
with its action fg by writing gz = f,(x) for every g € G and z € X. A group action
G of a measurable space (X, %, 1) is said to be measure preserving (or we say p is G-
invariant), if u(¢gB) = pu(B) for every g € G and B € %. A probability measure p on a
measurable space (X, %) with a group action G is said to be G-ergodic, if for any given
B € A, we have u(gBAB) = 0 for every g € G if and only if u(B) =1 or pu(B) = 0.

The setup of bundle RDS or RDS consists of a probability space (2, .%,P) together
with a group G acting on {2 measure preservingly, a compact metic space (X, d) with
corresponding Borel g-algebra %, and a bundle £ that is a measurable subset of  x X
with respect to the product o-algebra .7 x 2 such that the fibres £, = {z € X : (w,z) €
&} for all w € Q are compact and non-empty. A bundle RDS associated to (Q, F,P,G)
is a set of maps F = {F,,, : &, — Egulg € G,w € Q} satisfying

(a) Fe. =idg, for every w € Q, where e is the unit element of G;

(B) for any given g € G, the map (£, x HBle) — (X, A) given by (w,x) — Fy(x)
is measurable, where .7 x Bl¢ = {ANE: A€ F x B}

(7) Fyggiw 0 Fg 0w =Fypg o for every g1, 92 € G and w € Q.

If for P-a.e. w € Q, and for every g € G, the random transformation F, is continuous
(and is therefore a homeomorphism), then F is called a continuous bundle RDS asso-
ciated to (Q,.7,P,G). The RDS F naturally induces an action fo = {f, : ¢ € G}
on &, given by fg(w,x) = (gw,Fg4.(z)) for every ¢ € G and (w,z) € &; in the
absence of ambiguity, we still identify fg with G by denoting g(w,z) = fg(w,x) for
every g € G, w € Q and z € &,. According to [11, Chapter III], the map w — &,
is measurable with respect to the Borel o-algebra induced by the Hausdorff topol-
ogy on the space K(X) of compact subsets of X. This is equivalent to that for any
given x € X the distance function w — d(z,&,) is measurable for .#. We denote
Mp(E) the set of all probability measures p on (€,.# x %B|g) admitting marginal
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measure P, denote M§(€) = {pn € Mp(E) : pog = u for every g € G} the set of all the
G-invariant measures in Mp(€). According to [25, Lemma 2.1], M§(€) is compact with
respect to weak*-topology, that is, the topology induced by the convergency that a
sequence (o, )nen C Mp(E) converges to o € Mp(€) if and only if lim, o [ fdo, =
lim, oo [ fdo for every f € Lg(Q,C(X)) (see definition of L{ (2, C(X)) in §3.1). To
see more backgrounds and details about random dynamical systems, we refer to [2, 4, 5,
24-26).
We collect some examples of continuous bundle RDSs below.

Example 2.1. Among interesting examples of continuous bundle RDSs are ran-
dom sub-shifts. In the case where G = Z, these are treated in detail in [6, 23, 25].
We present a brief recall of some of their properties. Let (2,.%#,P) be a Lebesgue
space and ¢ : (2, #,P) — (Q,.%,P) an invertible measure-preserving transformation. Set
X={(z;:1€2):2; € NU{+00},i € Z}, a compact metric space equipped with the
metric

. . Loy
d((wi i €Z), (i i €)=Y oloi ' —u ',
€L

and let F' : X — X be the translation (z; : i € Z) — (x;41 : i € Z). Then, the integer
group Z acts on (2 x X,.F x %Bx) measurably with (w,z) — (V'w, Fiz) for each i € Z,
where $Bx denotes the Borel o-algebra of the space X. Now let £ € F x Bx be an
invariant subset of Q x X (under the Z-action) such that § # &, C X is compact for
P-a.e. w € €. This defines a continuous bundle RDS where, for P-a.e. w € Q, F; , is just
the restriction of F* over &, for every i € Z.

A very special case is when the subset £ is given as follows. Let k be a random N-valued
random variable satisfying

0< / log k(w) dP(w) < oo,
Q

and, for P-ae. w € Q, let M(w) be a random matrix (m; ;(w) : ¢ = 1,...,k(w),j =
1,...,k(Yw)) with entries 0 and 1. Then, the random variable k£ and the random matrix
M generate a random sub-shift of finite type, where

E={(w,(z;:1€Z) wel<a < k(ﬂiw),mxmiﬂ(ﬁiw) =1,i € Z}.

It is not hard to see that this is a continuous bundle RDS. In [16], Dooley and Zhang
studied the local variational principle of general group G action RDS.

Example 2.2. There are many other interesting examples of continuous bundle RDSs
coming from smooth ergodic theory, see, for example [28, 31], where one considers not
only the action of Z or Z, on a compact metric state space but also on Riemannian
manifolds. Let M be a C*° compact connected Riemannian manifold without boundary
and C"(M, M), r € Z4yU{+o0} the space of all C" maps from M into itself endowed with
the usual C" topology and the Borel o-algebra. Let (£, #,P) be a Lebesgue space and
{pe : Q@ = C" (M, M)},;>0 be a stochastic flow of C"(M, M) diffeomorphisms. It is well
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known that every smooth stochastic differential equation (SDE) in a finite dimensional
compact manifold has a stochastic flow of diffeomorphisms as its solution flow. When
the SDE is non-degenerate, it has a unique stationary measure, which is ergodic and
equivalent to Lebesgue measure. Hence, Pesin’s entropy formula holds true, which can
be viewed as a sharp contradiction with the deterministic dynamical systems.

A measure space (M, B, m) is called Lebesgue space or standard probability space if
there is an invertible map f : M — A, where A C R is composed of an interval I C R
and at most countable set of points {z; € R : j € J C N}, such that f, f~! both are
measurable and measure preserving, and m on I takes the usual Lebesgue measure and
m(z;) = my such that m(A) = m(I) +>_,c;m; = 1. Any Lebesgue space (M, B, m) is
complete and countably separated; the latter means that there is (A, )nen C B such that
{neN:zeA,} ={neN:ye A,} implies x =y for every z,y € M.

For G a group, we denote Fg the set of all non-empty finite subsets of G. For each
K € Fg and 6 >0, we say F € Fg is (K,0)-invariant, if Ia‘ffwlFl < 6, where | - | is the
cardinality of a set and OxF = {g € G: KgNF # 0, KgN F¢ # 0} is the K-boundary
of F. Moreover, a sequence {Fy, }nen C Fg¢ is called Folner sequence of G if

. |gF,AFy|
hm _—

n—o00 ‘Fn‘

=0, for every g € G.

A group G is said to be amenable if for any given K € Fg and § > 0, there is F' € Fg
such that ‘MI}A‘F‘
then G is amenable if and only if G admits a Fglner sequence. To see more details about
amenable group action, we refer to [17, 22, 43, 49].

Throughout the rest of this paper, let (2,.%,P) always be a Lebesgue space together
with G, a measure-preserving countable discrete amenable group action, and s = {F), },en
be a Fglner sequence of G. Moreover, let (X, d) always denote a compact metric space
with corresponding Borel o-algebra %. Fix £ € % x % such that for each w € € the fibre
& is non-empty and compact and F = {F,, : &, = Egulg € G,w € Q} a continuous
bundle RDS associated with (2, %, P, G). We emphasize under these settings Mp(E) # ()
(see, for example [25, Lemma 2.1 (i)]) and M§ (&) # 0 (see [16, p. 30]).

The main results of this work are as follows:

< ¢ for every k € K. According to [43, p. 11], if G is a countable group,

Theorem 2.3. (Variational principle). Suppose Q admits a compact metric, F is the
corresponding Borel o-algebra, and G acts ergodicly on (2, #,P). Let £ = Q x X, if
Rmdimg (F, s,d) < oo then

Rmdimg (F,s,d) = sup Rmdimg ,(F,s,d),
HEME (€)

where Rmdimg(F,s,d) is the random upper metric mean dimension defined in
Definition 3.3 and Rmdimg ,(F,s,d) is the random upper measure-theoretic mean
dimension defined in Definition 3.16.

Let Mp(&, f,s,d) denote the set of equilibrium states of a function f € L:(Q,C(X)),
as defined in Definition 5.1. Let Tp(&, f,s,d) denote the set of tangent functionals at
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f € LL(Q,C(X)), as defined in Definition 5.2. The second main result of our study estab-
lishes both the existence and uniqueness of the equilibrium states for f € L:(Q,C(X)).
Furthermore, it demonstrates that the set Mp(E, f,s,d) of equilibrium states for f €
L:(9,C(X)) precisely coincides with the set Tp(€, f,s,d) of tangent functionals at
f € Lg(9,C(X)).

Theorem 2.4. Suppose Rmdimg(F,s,d) < oo then

(1) Mp(&, f,s,d) is non-empty, convex and compact for every f € L (9, C(X));
(2) for every f € LE(Q,C(X)),

M]P’(g7f7§7d) = ﬁ(g,f,ﬁ,d) = ﬂ ﬁm

n>1

where M, = {p € Mp(€) : Rmdime ,(F,s,d)+ [ fdp > Rmdimg (F, f,s,d)— 1}
for every n € N;

(3) there exists a dense subset ¥ C Li(Q,C(X)) such that Mp(E, f,s,d) is a
singleton for every f € Z.

3. Random metric mean dimension

3.1. Random upper metric mean dimension with potentials

In this subsection, we present the notion and several properties of random mean
dimension with random potentials.
Let L:(Q,C(X)) be the set of all the measurable functions f : & — R such that

() the function f,, = f(w,") : &, — R is continuous for P-a.e. w € €,

(B) 1flle == [l folloo dP < oo,

where || fu|loc = sUp,ce, |fu(x)]. Let LE(Q,C(X)) be the quotient set L (2, C(X)) mod
|| ||p, that is, the set of all the equivalent classes of elements in L} (£2, C(X)) in the sense
that identify f,g € LE(Q,C(X)) if ||f — g|lp = 0. Note that (L:(2,C(X)), ]| -|lp) is a
Banach space.

Definition 3.1. A random potential on € is a map ¢ : Fg — LE(Q,C(X)). The set
of all random potentials on & is denoted by P(E).

For the sake of simplicity, for every ¢, € PB(E),

let ¢ := ¢(F) for every F € Fg;

. ¢r. denotes the function ¢p(w,-) : & — R, for every w € Q and F € Fg.
. ¢ <1 denotes that ¢p < Y for every F € Fg;

. =0 denotes that ¢p(w,z) =0 for every F' € Fg, w € Q, and = € &,,.

= W N
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For each w € Q, ¢ € P(E), F € Fg and € >0, define

Ag(w,F,¢,F,d,e) = sup Z cllogelop (@)

Eesep(Ew,Fide) o p
where sep(Ey, F,d, ) is the set of all (F,¢)-separated sets of &,; i.e. E € sep(Ey, F,d, )
if and only if £ C &, and d%(x,y) := maxger d(Fg oz, Fyy) > ¢ for every distinct
z,y € E.

With a slight modification to the proof of [25, Lemma 1.2], it is easy to see that
for any given ¢ € B(E), F € Fg, and € >0, the functions w — Ag(w,F, ¢, F,d,e) and
w > $(Ew, F,d, e) are measurable with respect to .%, where s(&,,, F),, d, ) = max{card E :
E € sep(&,,, Fr,d, e)}. Moreover, there is the following lemma:

Lemma 3.2. Let £>0 and ¢ € P(E), then the function w — logAg(w,F, ¢, F,d,e)
belongs to LL(Q) for every F € Fg.

Proof. The statement follows from that
o IPrwllecllossl < pp(w, F, ¢, F,d,€) < (&, F,d, e)ellPPwliocliose]

for every F € Fg. g
This means that the following definition makes sense:

1
Ae(F, ¢,s,d,¢) := limsup—/logAg(w,F,qﬁ, F,,de)dP.

Definition 3.3. Let ¢ € B(E), the quantity

Rmdimg (F, ¢, 5,d) :=limsup ——A¢(F, ¢, 5,d, ¢)
e—0  |loge]

is called the random upper metric mean dimension of ¥ with random potential ¢ on &
with respect to the Folner sequence s. In addition, the quantity

1
Rmdimg (F, s, d) : = limsup —— limsup —— /logs(&,,Fn,d,s) dP
e—0 |logel nooo [Fyl

= Rmdim¢(F, 0,5, d)

1s called the random upper metric mean dimension of F on £ with respect to the Fglner
sequence §.

Remark 3.4. By the definition of random upper metric mean dimensions, it is pos-
sible that the values of Rmdimg(F,s,d) and Rmdimg (F, ¢, s,d) are influenced by the
choice of the Fglner sequence s. However, if (X, d) has tame growth of covering num-
bers, similar arguments as in [10, Proposition 3.4] also give that Rmdimg(F,s,d) and
Rmdimg (F, ¢, s, d) are independent of the choice of the Fglner sequence s.
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We present several basic properties of random mean dimension with random potentials.

We omit or only give a sketch of the proofs that can be directly deduced by the definition
or are obvious.

Fact 3.5. (Monotonicity of mean dimension). Let ¢ < v be random potentials, then

Rmdimg (F, ¢, 5,d) < Rmdimg (F, 1, 5, d).

Fact 3.6. If the function Rmdimg(F, -, 5,d) : P(E) - RU {oo} takes finite value for
every ¢ € B(E), then Rmdimg (F, -, s, d) is convex.

Proof. Let ¢,9 € P(E). For any w € Q, t € [0,1], n € N and € € (0,1), we have

1
Ae(w,to+ (1 —t)ip, Fy,d,e) = sup (et
Eesep(Ew,Fn,die) o

1 w,Tr 1 - w,T
= sup (,)WFR( ; )(,)(1 DY, (W)

Eesep(Ew,Pn,dse) popp © €
1

sup (Y ()P (3 (2 ey

Ecsep(Ew,Fn,d,e) 2€E € 2€E

< (Ae(w,F, ¢, Fy.d,e)) (Ae(w,F, 0, Fy,d,e)) 7,

IN

where the first inequality follows from the Holder’s inequality. This shows the
statement. O

Fact 3.7. (Subadditivity of mean dimension). For any ¢,y € B(E), we have
Rmdimg (F, ¢ + 1, 5, d) < Rmdimg (F, ¢, 5, d) + Rmdimg (F, ¢, 5, d).
Proof. The statement follows from that

3 ol orelorm, o, () < §7 ollogelo, () ¢ Y ologelvp, (@),
zEFR el el

forany w € Q, n € N, e>0 and E € sep(&,,, Fn,d, €). O

Fact 3.8. If t > 1, then
Rmdimg (F, t¢, 5,d) < tRmdimg (F, ¢, 5, d);
if 0 <t <1, then
Rmdimg (F, t¢,s,d) > tRmdimg (F, ¢, 5, d).

Proof. The statement follows from that the map = — ' on R is convex when ¢ > 1
and concave when ¢ < 1. OJ
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Fact 3.9. Let ¢ € PB(E), then
Rmdimg (F, ¢, 5,d) < Rmdimg (F, |¢], s, d).

Definition 3.10. Let ¢ € PB(E), if there is f € LE(Q,C(X)) such that ¢pp = Spf =
deF fog for every F € Fg, then for every w € Q, F € Fg, and € >0 denote

Ag(w,F, f, F,d,e) :=Ae(w,F, 0, F,d,¢),
Ag(F, f,s,d,e) .= Ag(F, ¢,5,d,¢€),
and
Rmdimg (F, f, 5, d) := Rmdimg (F, ¢, 5, d).
Fact 3.11. Let f € L}(Q,C(X)) and ¢ € R, then
Rmdimg (F, f + ¢,5,d) = Rmdimg (F, f,5,d) + c.

Fact 3.12. Let f € L:(Q,C(X)), then

Rmdimg (F, s, d) +/ inf f(w,z)dP < Rmdimg(F, f,5,d) < Rmdimg(F,s,d) + || f]|p-

z€EW

In particular,
Rmdimg (F, s,d) — || f|[p < Rmdimg (F, f,5,d) < Rmdimg (F, 5, d) + || f][p,
and

Rmdimg (F, s, d) + iIéff < Rmdimg(F, f,5,d) < Rmdimg(F, s, d) + sup f,
&

where infe f = inf(, z)ee f(w, ) and supg f = sup, ,yee f(w, ).
This immediately deduces the following as || f||p < oo for every f € Lg(Q, C(X)).

Fact 3.13. The function Rmdimg(F, -, s,d) : L (92, C(X)) — R U {oo} either takes
finite values at all f € L;(Q, C(X)) or constantly co. Furthermore, Rmdimg (F, f,5,d) =
oo for all f € LL(Q,C(X)) if and only if Rmdimg (F, s,d) = co.

Fact 3.14. Suppose Rmdimg (F,s,d) < co. For any f,g € L:(Q,C(X)), we have
[Rmdime (F, f,s,d) — Rmdime (F, g, 5, d)| < ||f — gl[e.
In particular, the function
Rmdimg (F,-,s,d) : LE(Q,C(X)) = R

is continuous on (L} (Q,C(X)),]| - I|p).
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Fact 3.15. (Invariance of mean dimension). Let f, f* € L(2,C(X)), then for any
g € G we have

Rmdimg(F, f + f*og — f*,5,d) = Rmdimg (F, £, s, d).
In particular,
Rmdimg (F, f o g,5,d) = Rmdimg (F, £, 5, d).
Proof. Let g€ G, n €N, (w,z) € £, € (0,1), and FE € sep(&E,, Fn,d, €), then

Sen f(w, @) = [|fgulloo = [[fSlloe < Sk (f + 7 09— [7(w,2) < Sk, fw, @) + [[fgulleo

[ oo
This shows that
Z el10g€\(San(w,r)*||f§w\\oo*Hff;Hoo) < Z e\logs\SFn(erf*ogff*)(w,z)
el z€E
< Ze\10g5\(SFnf(w,w)+\\f5wlloo+|\f$||oo)_
zeFE

Combining with the following equality

Z ol logelSE, (F+f og—F*)(w.x) _ Z el logEI(SFnf(w,z)+f*(gw,Fg,wz)—f*(w,w))7

zel reE

then we derive the first part of the statement. The rest is immediately obtained if we
replace f* with f. O

3.2. Random measure-theoretical metric mean dimension

In this subsection, we present the notion and characteristics of random upper measure-
theoretical mean dimension.
Define a set

A= {f € Le(Q,0(X)) : Rmdimg (F, —f,5,d) = 0}.

Note that A = @ if and only if Rmdimg (F,s,d) = oo. Indeed, if Rmdimg (F, s,d) < oo,
then by fact 3.11, we have Rmdimg(F, f,5,d) — f € A for every f € LL(Q,C(X));
conversely, according to fact 3.13, A = () if Rmdimg(F, 5,d) = co.

In this paper, we use the conventions: any infimum taking over the empty set equals
o0, and inf co := oco.
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Definition 3.16. For ecach p € Mp(E), the quantity

Rmdimg ,,(F,s,d) = inf <Rmdimg(F, fys,d) — /fdu)
FELL(Q,0(X))

1s called the random upper measure-theoretical metric mean dimension of .
It is obvious that Rmdimg ,(F,s,d) = oo if and only if Rmdimg (F, s, d) = oc.

Proposition 3.17. Let u € Mp(E), then
Rmdimg ,(F,s,d) — inf | fdu.
mdimg ,,(F,s,d) fHEl.A/f 1

Proof. Suppose Rmdimg(F,s,d) < oo. Let f € LLQ,C(X)) and ¢ =
Rmdimg (F, f,s,d) — f, then by fact 3.11 we have ¢ € A. Thus,

mg(F,f,s,d)—/fdMZ/tpduZ igi/wdu-
%2}

Letting f range over L}(Q, C(X)) yields

inf (Rmdimg(F,f,s,d) —/fd,u) > inf /gpdu.
pEA

fGL}:(Q,C(X))

To see the inequality in opposite direction, let f € A, then

inf (RmdimdF,f,s,d)—/fdu) SRmdimg(F,—f,s,d)—i—/fdu:/fd,u.

FELL(Q,C(X))
Therefore,
Rondimne,(F.5,d) < juf, [ fdn
When Rmdimg (F, s, d) = 0o, we have A = (), so by the convention infreg [ fdp = o0,
the statement holds. O
For each .Z C L:(Q,C(X)), define

Ay = {fEf:Rmdimg(Fa_faid) SO}-

Proposition 3.18. For any dense subset & C L% (2, C(X)) and pn € Mp(E), we have

Rmdimeg ,(F,s,d) = feir}{%/fd,u.
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Proof. Fix ¢ dense in L (2, C(X)) and pu € Mp(E). Set
A ={f € L{(Q,C(X)) : Rmdimg (F, — f,s,d) < 0},

then by Proposition 3.17, we have the inequalities

inf /fdu < Rmdimg ,(F, s, d)
feA!

N

< inf (Rmdimg(F, —f,8,d) + / fdu)

FELL(Q,0(X))

inf /fd,u
feAl

This shows Rmdimg ,(F,s,d) = inf ;. 4 [ f dp, and what remains is to prove

inf du < inf du.
feufl\z/f u_feA,/f %

To this end, fix f € A’ and by fact 3.11 we can find an £ >0 such that

IA

Rmdimg (F, —(f +¢),s,d) < 0.

As for any f1, fo € LE(Q2,C(X)), we have

I/fldu—/fzdulé/ﬂ/g F1(@,2) = folw, )] dpta dP < || — folle:

hence, the map f — [ fdu is continuous on (L'¢(2, C(X)),|| - ||p). Pick a sequence
(fn)nen C £ such that ||f, — (f +¢)|lp — 0 as n — oo, then

lim fndp:/fd,que.
n—oo
Therefore, by fact 3.14,

lim Rmdimg(F, —f,,s,d) = Rmdimg (F, —(f +¢),5,d) < 0.

n—oo

Then, there is N € N such that Rmdimg (F, — fn,s,d) < 0 and

/deu</fd,u—|—257

which implies fy € Ag. Thus, letting ¢ — 0 we end at

inf du < inf dp.
felrfl‘g/f u_flélA,/fu
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Proposition 3.19. If Rmdimg(F,s,d) < oo, then the function Rmdimg .(F,s,d) :
Mp(€E) = Ris

(1) concave;
(2) upper semi-continuous.

Proof. The concavity of Rmdimg .(F,s,d) directly follows by the definition. Note
that Mp(E) is endowed with the weak*-topology, then for every fixed f € A
the function Fy(p) = [ fdp is continuous on Mp(E). Hence Rmdimg . (F,s,d) is
upper semi-continuous since the infimum of a family of continuous functions is upper
semi-continuous. g

4. Variational principle

In this section, we present a variation principle between the random upper metric mean
dimension and the measure-theoretic one as the first main result of this paper. To this
end, we need the following notions and lemmas:

Suppose Y is a set and L is a family of real-valued functions on Y. We say that L is
a vector lattice if it is a linear space and f V g := max{f,g} € L for every f,g € L. If, in
addition, f A1:=min{f,1} € L for every f € L, then we call L a Stone vector space.

Let £ be a vector lattice on Y. A function L : £L — R is called a pre-integral if L is
linear, non-negative, and L(f,) decreases to 0 for every f,, € £ with f, (z) decreasing to
0 for every z € Y.

Lemma 4.1. ([18], Theorem 4.5.2). Let Y be a set and L be a pre-integral on
a Stone vector lattice L. Then, there exists a measure p on (Y,0(L)) such that for all

fec

L) = [ ran

where o(L) is the smallest o-algebra on Y such that all functions in L are measurable.

Lemma 4.2. Let (vy)nen C Mp(E), then the limit points in the weak*-topology of the
sequence

is not empty and is contained in MS (E).

Proof. Note that (pn)nen C Mp(E), then by the compactness of Mp(€) in the weak*-
topology there are € Mp(€) and a sequence (n;);>1 such that,

[ an=tm [,
j—o00 J
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for every f € LE(Q,C(X)). Let £ >0 and g € G, then there is k € N such that
|9Fn; AF, | < €|F .

for every j > k. Therefore, for any f € LL(Q,C(X)) and (nj,)1en such that ji > k we

have
‘/fogdu/fdu‘

llggo‘/fogfdunjl

) 1
lligloF|/ Z (fogs—fos)dynjl
l

sEFnj

) 1
:lliglom /( Z fos— Z fos)dl/n].l

seanjl sEFnjl

As ¢ and g are arbitrarily chosen, we obtain u € M§ (€), which shows the statement. [J

Theorem 4.3. (Variational principle). Suppose Q admits a compact metric, F is
the corresponding Borel o-algebra, and G acts ergodicly on (Q, F P). Let E = Q x X, if
Rmdimg (F,s,d) < oo then

Rmdimg(F,s,d) = sup Rmdimg ,(F,s,d).
nEME ()

Proof. We firstly show

Rmdimg(F,s,d) = sup Rmdimg ,(F,s,d).
HEMP(E)

As the constant function Rmdimg(F,s,d) is an element of A, by Proposition 3.17,
Rmdimg ,,(F,s,d) < Rmdimg (F, s, d) for every p € Mp(E), which implies

Rmdimg(F,s,d) > sup Rmdimg ,(F,s,d).
HEMP(E)

To see the opposite direction of the above inequality, let

K = {feLé(QC(X)): sup |f(w, )| <oo},

(w,x)EE

then K is a normed subspace of (L} (€2, C(X)),|| - ||p). By the proof of [25, Lemma 2.1
(i)], we know that C(€) the set of all continuous functions on € is dense in L} (€2, C(X)).
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Then, the compactness of € implies K is dense in L} (2, C(X)). Thus, by Proposition 3.18,

Rmdimg ,(F, s, d) 1nf /fd,u,

for every p € Mp(E). By fact 3.14, A is a closed convex subset of K. For simplicity, we
write a := Rmdimg (F, —Rmdimg (F, 5, d), 5, d). Note that « =0, so —(Rmdimg(F, s, d) +
e) € Ak, which means —Rmdimg (F,s,d) € Ax + ¢. Let K7 = {Rmdimg(F,s,d)} and
Ky = Ax + ¢ be two disjoint closed subsets of I, then by Hahn—-Banach separation
theorem, there is a continuous linear functional L : L — R such that

fi€n1£2 L(f) + L(Rmdimg (F, s,d)) > 0. (4.1)

Fix fo € K with fo > 0. Then, by fact 3.11 and fact 3.5, for any ¢ >0,

Rmdimg (F, —(cfo + 1 + Rmdimg (F, 5,d)), 5,d) = Rmdimg (F, —cfy,s,d) — 1
— Rmdimg (F, 5, d)
< Rmdimg (F,s,d) — 1
— Rmdimg (F,s,d) < 0

This means cfy + 1 + Rmdimg(F, s,d) € A and then
L(—Rmdimg (F, s,d)) < c¢L(fo) + L(1 + Rmdimg (F, s, d) + ).

Hence, L(fy) > 0, otherwise letting ¢ — oo deduces L(—Rmdimg (F, s, d)) = —oo, which
is conflict to (4.1). As fq is arbitrary, we have L is non-negative. Let {f,} C K be a
sequence pointwisely decreasing to 0, then {f,(w,)}nen C C(&,) and f,,(w, x) decreases
to 0 as n — oo for every w € Q and x € X. Hence, for every w € 2, by Dini’s theorem,
the function f,(w) := fn(w,-) uniformly convergences to 0 as n — oo; that is, for any
e>0 and w € Q, there is N(w,e) such that ||f,(w)||cc < € for every n > N(w,e). This
means || fn(w)||eo decreases to 0 as n — oo for every w € Q. By monotone convergence
theorem,

lim ||f, — Ol = lim /|\fn(w)||oodIP:0.
n—00 n—00

This means that L(f,) decreases to 0 as n — oo, because L is non-negative, continuous
and L(0) = 0. As L is not constantly zero and non-negative, we can find an ¢ € K such
that ¢ > 0 with L(¢) > 0. We set 0 < h := 5 < 1, where M := sup, ,)ce p(w, 7).
Then, 0 < 1 —h < 1 and hence, L(1) = L(h) + L(1 — h) = 5 L(¢) + L(1 — h) > 0.
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This shows that % is a pre-integral on K. Note that K is a Stone vector lattice, then
by Lemma 4.1, there is a measure p on (£,0(K)) such that

L(f)
(7 /f dp (4.2)

for every f € K. Note that o(K) is a sub-o-algebra of &% x #. Let A € # and B
be a closed subset of X. For each n € N, let ¢, (w,z) := 14(w) - by(x) € K, where
bp(z) =1 — min{nd(z, B),1}. As

limsup p, (w,z) = 14(w)1p(z),

n—oo

for every (w,z) € €, we have A x B € o(K) for every A € % and closed B C X. This
means that o(K) = % x 2 and then p is a probability measure on €. For each f € I,
n € Nand g € F,, we have f og € K, and then by (4.2),

Lz Xgern f09) 1 .
nl = d— . .
L() [ 1z P )

As & is compact, by [50, Theorem 6.5], the set of all probability measures on £ denoted
by M(E) is compact in the weak*-topology which is the topology such that the map
p [ fdp is continuous on M(E) for every f € C(£). Without loss of generality, we
may assume that

lim |F| Z,ug L=veM().

n— o0
gE€Fn

Hence, by (4.3), for each compact subset A C ), we have

. L(|F71n‘ ZgEFn 1A><Xog)
lim sup

m st L) v(A x X).

For each P-integrable function h : @ — R, we can regard h as a function h*(-,-) €
L:(Q,C(X)) by setting h*(w,z) = h(w) for every (w,z) € €. Note that 15 = 1xxx. As
P is G-ergodic, by mean ergodic theorem [22, Theorem 4.23],

fim [l 3 1xcog) ~B(E)llp = Jim /||F|  Lila) — B dF

n—oo

im_ | leog PRl =0,

geFn
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where || - ||z1 is the L'-norm on the integrable function space L!'(Q, #,P). As L is
continuous, we obtain
. L(ﬁ ZgEFn 1}}09) . L((ﬁdeFTL lKOg)*)
lim = lim = P(K).
n—oo L(1) n—00 L(1)

This means that P(K) < v(K x X) for all compact subsets K C 2. Analogously, we can
derive P(O) > v(O x X) for every open subset O C € with the similar argument. As the
measures P and v are regular, we have P(A) = v(A x X) for every A € %. Thus,

vo proj;l1 =P,

where projq : 2 x X — Q is the natural projection. By (4.3), for any f € C(€), we have

Lz Xgern f09)
. [Fn| gEFN -
nh_)rréo L) = /fdz/. (4.4)
This shows
L(—Rmdimg (F, s, d - -

( mLH(nf)( 5 d) _ /—Rmdimg(F,s,d) dv = —Rmdime (F, s, d). (4.5)

By Proposition 3.18, there is the equality that
Rmdimg ,(F,s,d) = inf /fdl/, (4.6)

where Ac gy := {f € C(£) : Rmdimg (F, —f,5,d) < 0}. By Fact 3.15, for each f € Acg)
and g € G, we have f o g € Ak, which yields by (4.4) and the linearity of L that

o1 L(fog) _ . . L(f)
f=tm gy 2 i 2 A 7

Thus, by (4.1), (4.5), (4.6) and (4.7) and the linearity and non-negativity of L, we obtain

- L(f) L(-Rmdime(F,s,d
Runditne o (F, 5, d) ~ Rinditng (Fs,d) 22 > inf Lijlf;+ (“Rm Lu(nlg)( LI

Letting ¢ — 0 and p range over Mp(&) yields

Rmdimg(F,s,d) < sup Rmdimg ,(F,s,d).
HEMP(E)

To prove Rmdimg(F,s,d) = SUD,, (G (&) Rmdime ,(F,s,d), it suffices to show that
P

there exists u € M§ (&) such that Rmdimg (F, s, d) < Rmdimg ,,(F,s,d). By Fact 3.15,
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for every f € A and g € G, we have f og € A, and thus by Proposition 3.17, for each
w € Mp(€), there is the inequality that

Rmdimg ,(F,s,d) g/fdug_l.
This yields, by letting f range over A,
Rmdimeg ,(F,s,d) < Rmdim, , —1(F,s,d), (4.8)

for every g € G. For each n € N, pick v, € Mp(€) such that

- 1
Rmdimg (F,s,d) — T < Rmdimg ,,, (F, s, d).

|l
Let pp, = ﬁ > geFn vng~!. By Lemma 4.2, there is a limit point u € M§(E) of (in)nen

in weak*-topology. Without loss of generality, we may assume lim,,_, » t, = p. For every
n € N and g € F, by (4.8), we have

P 1
Rmdimg (F,s,d) — W < Rmdimg ,,, (F,s,d) < Rmdimgyungq(F,s, d),

then summing g € F,, and dividing |F},| yields by (1) of Proposition 3.19 that

Rmdimg (F,s,d) —

1 1
] < TF > Rmdim,,, 1 (F,s,d) < Rmdimg ,,, (F,s,d).
n n geF,

Letting n — oo results in by (2) of Proposition 3.19 that Rmdimg(F,s,d) <
Rmdimeg ,,(F, s, d), which shows the statement. O

Remark 4.4. The first key technique in the proof of our variational principle
is a convex analysis approach set up by Bis-Carvalho-Mendes—Varandas in [3] or
Cioletti-Silva—Stadlbauer in [8], where they considered an upper semi-continuous affine
entropy-like map, established an abstract variational principle for both countably and
finitely additive probability measures and proved that equilibrium states always exist.
As our mean dimensions can be regraded as is an entropy-like maps, we borrow part of
their idea to establish our variational principle.

The second key technique is borrowed from [55] by Yang et al. We use an approach
of Stone vector lattice to overcome the problem: according to Bi§’s method in [3],
the Riesz’s representation is a critical tool to prove variational principle; however, the
Riesz’s representation theorem holds only for all continuous functions. Unfortunately,
f € LE(Q,C(X)) composing g € G may be no longer continuous, which is an obstruction
to construct a probability measure on 2 x X having marginal P. Moreover, although
LL(Q,C(X)) is also a Stone vector lattice, we still need construct the auxiliary set K, on

which % is a pre-integral, so that we can apply Lemma 4.1.
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5. Equilibrium states

In this section, we introduce a notion of equilibrium state for amenable random upper
metric mean dimension with potentials and discuss its properties.

Definition 5.1. Let f € LL(Q,C(X)), if a measure p € Mp(E) satisfies
Rmdimg (F, f,s,d) = Rmdimg ,(F,s,d) + /fd,u,

then p is said to be an equilibrium state of f with respect to the Folner sequence s and
metric d. Denote Mp(E, f,s,d) the set of all equilibrium states of f with respect to s and
d.

Note that if Rmdimg (F, s, d) = oo then by the convention that any infimum over empty
set equals oo we have Mp (&, f,s,d) = Mp(E).

Definition 5.2. Let pu be a finite sign measure on (2 x X, F x PB) with marginal
measure P. We say u is a tangent functional at f € L:(Q, C(X )) with respect to s and d
if

Rmdimg (F, f + ¢, 5,d) — Rmdimg (F, p,5,d) > /npdu

for every ¢ € LE(Q,C(X)). Denote Tp(E, f,s,d) the set of all tangent functional at f
with respect to s and d.

Theorem 5.3. Suppose Rmdimg (F,s,d) < oo then

(1) Mp(&, f,5,d) is non-empty, convex and compact for every f € LL(Q,C(X));
(2) For every f € LL(Q,C(X)),

Mz (€, f,5,d) = Te(€, f,5,d) = () My,

n>1

where M, = {p € Mp(€) : Rmdime ,(F,s,d)+ [ fdp > Rmdimg (F, f,s,d)— 1}
for every n € N;

(3) there exists a dense subset ¥ C Li(Q,C(X)) such that Mp(E, f,s,d) is a
singleton for every f € Z.

Proof. (1) By Proposition 3.19, the function Rmdimeg .(F, s, d) : Mp(€) — R is upper
semicontinuous, which implies Mp (&, f,s5,d) # 0.
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Let p,v € Mp(E, f,s,d) and t € [0,1], then

Rmdimg (F, f,s,d) = tRmdimg (F, f,s,d) + (1 — t)Rmdimg (F, f, 5, d)
= tRmdimg ,(F,s,d) + (1 — t) Rmdimg , (F, 5, d)

+t/fdu+ (11 /fdy
< Rndime (1o (F5,d) + / Fd(tu+ (1 — )

< Rmdimg (F, f,s,d),

which shows Mp (&, f,s,d) is convex.
Let p € Mp(E) and (un)nen C Mp(E, f,8,d) such that lim, o i, = p. By (2) of
Proposition 3.19,

Rmdimg (F, f,s,d) = limsup Rmdimg ,,, (F, s, d) + /fdun

n—oo

< Rmdimg (F7 f, S, d)

This yields Mp(E, f,5,d) is closed and compact.
(2) Note that Mp(E, f,5,d) = ,eny Mn- Let p € Mp(E, f,5,d), then

Rmdimg (F, f + ¢,8,d) — Rmdimg (F, f, s, d)
> Rmdimg¢ ,(F,s,d) + / f+edp— (Rmdimg ,(F, s,d) + / fdu)

= /godu.

Thus, p € Tp(E, f,5,d) and Mp(E, f,s,d) C Tp(E, f,s,d).
Let pu € Tp(E, f,8,d), then for any € >0 and ¢ € L:(Q,C(X)) with ¢ >0,

/<pd/¢+6= —/—(<p+5)du

> — Rmdimg(F, f — (¢ +¢),5,d) + Rmdimg (F, f,s,d)
> — Rmdimg(F, f — mf g((p(w,x) +¢)),s,d) + Rmdimg (F, f, 5,d)
= inf .

o (p(w,2) + 6)

This means that p is a non-negative measure on £. By fact 3.11, if n > 1, then we have

/ndu < Rmdimg (F, f + n,s,d) — Rmdimg (F, f,5,d) = n,
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which shows p(€) < 1. Likewise, if n < —1, then we can derive p(€) > 1. Hence,
pw € Mp(E). Fix p € LE(,C(X)). As p € Tp(E, f,8,d), we have

Rondine (B, f + .5,) — [ £+ o> Rimae (. f,5.0) [

Then, by substituting ¢ with 1 = ¢ — f € LE(Q,C(X)) in above inequality, we obtain

Rmdimg (F, ¢, s,d) — /god,u > Rmdimg (F, f,s,d) — /fdu,
which means
Rmdimg ,(F,s,d) > Rmdimg (F, f,s,d) — /fdu.

Therefore, p € Mp(E, f,s,d) and then Tp(E, f,5,d) C Mp(E, f,5,d).
(3) As L:(Q,C(X)) is a Banach space, then by [15, Theorem 8, V.9.8] and Fact 3.6,
we derive the statement. O

Corollary 5.4. Let f € LL(Q,C(X)), b € R and u € Mp(E,bf,s,d) such that
[ fdu#0, then

Rmdimg ,(F, s, d)

Rundime (F,bf,s,d) = 0 < b= —
( ) J fdu

6. Open questions

There is still a problem untouched in this paper, i.e., what is the difference between a
random action and the non-random action of a group with respect to its metric mean
dimension? However, interesting examples of metric mean dimension for non-autonomous
dynamical systems are considered in [44, Examples 3.8, 5.7 and 5.8]. Their results suggest
that there are important differences between of a non-autonomous dynamical system
and an autonomous dynamical system with respect to its metric mean dimension. This
motivates us that there could be many other differences between a random action and
the non-random action of a group with respect to its metric mean dimension. We leave
it as an open question and further work.
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