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RESTRICTING REPRESENTATIONS OF 
COMPLETELY SOLVABLE LIE GROUPS 

R. L. LIPSMAN 

1. Introduction. We are concerned here with the problem of describing the di­
rect integral decomposition of a unitary representation obtained by restriction from 
a larger group. This is the dual problem to the more commonly investigated prob­
lem of decomposing induced representations. In this paper we work in the context 
of completely solvable Lie groups—more general than nilpotent, but less general 
than exponential solvable. Moreover, the groups involved are simply connected. 
The restriction problem was considered originally in [2] and in [6] for nilpotent 
groups. A complete solution was obtained explicitly in terms of the Kirillov or­
bital parameters (see [2, Theorems 4.6 and 4.8] and [6, Theorem 4.2]). It is pointed 
out in [6] that it is highly reasonable to expect the Kirillov-Bernat orbital param­
eters to describe the direct integral decomposition for both induced and restricted 
representations in the more general context of exponential solvable groups. Such a 
program is carried out for induced representations in [7] (the algebraic or symmet­
ric space cases) and [8] ( the completely solvable case). Very recently, Fujiwara 
sent me [3] which deals with induced (monomial) representations for arbitrary 
exponential solvable groups. I now turn my attention to restricted representations. 

The basic techniques of the paper are drawn from [6] and [8]. We start with 
G simply connected and completely solvable together with an irreducible unitary 
representaion n of G. We take H C G a closed connected subgroup. Our goal is to 
describe the direct integral decomposition of TT \H in terms of the orbital parameters 
of H. Exactly as in [6] or [8], we employ mathematical induction on dim Gj H. The 
argument starts with the case dim Gj H = 1. If//is normal—mandatory when G is 
nilpotent—the argument replicates that of [6, Theorem 4.2]. If H is not normal, we 
draw upon the structure theory developed in [8]. Although the invariants governing 
the situation differ from those in [8], it turns out that the number of structural 
possibilities for a non-normal codimension one restriction amount to—as in the 
induced representation case—exactly five. These possibilities are enumerated in 
Theorem 3.2. 

We then use the fact that in between a completely solvable group G and a con­
nected subgroup H one can always insert a codimension 1 subgroup G\ of G. The 
codimension of H in G\ is one less than dim Gj H. One then employs restriction 
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in stages, mathematical induction and the codimension 1 results to obtain a de­
composition of 7r|//. The proof thaKhe resulting decomposition agrees with the 
desired orbital decompostiion takes up most of section four. Basically we are re­
quired to demonstrate equality of spectrum, measure and multiplicity in two direct 
integral decompositions (see (4.2)). Our task is complicated by the fact that there 
is no analog to [8, § 4]—that is, to the intermediate monomial case. (Every irre­
ducible representation of a completely solvable group is induced from a character, 
and so the induced representation argument reduces to that of monomial represen­
tations.) Nevertheless, we are able to obtain our main theorem (Theorem 4.1)—a 
complete description of the direct integral decomposition of an arbitrary restricted 
representation for completely solvable groups in terms of orbital parameters. As 
in [8], we must do a careful study of the generic dimensions of the varieties which 
are intersections of G-orbits in g * with the pullback of //-orbits in ^ * to g * (see 
Lemmas 4.3 and 4.4). 

The other three (short) sections of the paper contain material as follows. Sec­
tion two contains a precise formulation of the orbital decomposition of a restricted 
representation (Definition 2.1 and Formula (2.2)). A fundamental lemma in the 
subject (Lemma 2.4) is recalled, and some notation is established. In section five 
we relate the results of this paper to those of [8]. We indicate what happens when 
the two operations (induction or restriction) are applied in succession (in either 
order), and we use that knowledge to get an intrinsic characterization of the five 
structural possibilities outlined in Theorem 3.2. Finally, section six contains sev­
eral examples to illustrate the main features of the theorems in sections three and 
four. 

2. Statement of the Main Result. We recall the Kirillov-Bernat orbital param­
eters (see [1], [4]). Suppose G is an exponential solvable group. That means G is 
simply connected solvable and its Lie algebra g has no purely imaginary eigenval­
ues. G is called completely solvable if it is exponential solvable and every eigen­
value of g is real. The symbol g* denotes the real linear dual of q. G acts on g (re­
spectively g*) by the adjoint (respectively co-adjoint) action. Then the dual space 
G of equivalence classes of irreducible unitary representations of G is parameter­
ized canonically by the orbit space q*/ G. More precisely, for p G q* we may find 
a real polarization u for <p—that is, a subalgebra, q^ C b C g, which is maximal 
totally istropic for B^ (X, Y) = p [X, Y]—that satisfies the Pukanszky condition 
Bip = p + bL B = exp b ). Then the representation 71̂  = Indfx</>> X</>(exP^0 = 
elip{X),X G b is irreducible; its class is independent of the choice of b ; the Kirillov 
map p —» 71-̂ , g* —+ G is surjective and factors to a bijection g*/ G —> G. Given 
7T G G, we write Q^ G g*/ G to denote the inverse image of 7r under the Kirillov 
map. 
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All of the preceding is valid for any exponential solvable group, but we shall 
only deal with completely solvable groups in this paper. Now suppose G is com­
pletely solvable, H C G is a (closed) connected subgroup. We adopt the terminol­
ogy of [6, Definition 2.1] or [8, Definition 2.1] (see also 6, Theorem 4.2]). 

DEFINITION 2.1. For TT e G we say that the restriction TT\H obeys the orbital 
spectrum formula if 

where p: q* —• §* is the canonical projection, \gH is the push-forward of the 
canonical invariant measure (class) on £1^ (under g* —• Ï) */ //), and 

n% = #//-orbits on Q^ n p~x(H • V). 

The main result of the paper is the following. 1 

THEOREM 2.2. Let G be completely solvable, H C G closed and connected, i\ G 
G. Then the restricted representation TT\H satisfies the orbital spectrum formula. 

Both Definition 2.1 and Theorem 2.2 are the precise analog for restrictions of 
the correspondingly numbered results in [8] for induced representations. 

Now any exponential solvable group—in particular any completely solvable 
group—is type I [10]. Therefore the unitary representation TT \H has a direct integral 
decomposition 

where the measure class [A^] is uniquely determined; the multiplicity function 
«7r(i/) is uniquely determined ([ÀTrJ-a.e.); and the spectrum 6^—meaning any sub­
set of G in which Â  is concentrated—is also determined ([A^J-a^.). To prove 
Theorem 2.2 we must verify that the triple ( A ^ , n£, ^(Q^)/ H) constitutes these 
ingredients for the restricted representation 7r|#. As in the case of induced repre­
sentations [8], the scheme of the proof is modelled after [6]. Namely, the argu­
ment is by induction on dim Gj H. In the case dim Gj H — 1, matters are compli­
cated by the fact that—unlike nilpotent groups—codimension 1 subgroups need 
not be normal. As with induced representations, there are five distinct structural 

1 The referee has suggested that I mention that much less precise statements of 
Theorem 2.2 were given by I. K. Busyatskaya (Func. Anal. & Appl. 7 (1973), 79-
80) and I. M. Shchepochkina (ibid. 11 (1977), 93-94). Neither of these theses was 
ever published. 
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possibilities for the restricted representation when dim GjH — 1 and G is com­
pletely solvable. These cases are examined in detail in the next section. To handle 
d imG// / > 1, we place between H and G a connected subgroup G\ of codi-
mension 1 in G (always possible when G is completely solvable). We then employ 
restriction in stages ir \H — (TT \G] ) \ H . The first restriction obeys the orbital spectrum 
formula by the codimension 1 case; the second obeys it because of the induction 
assumption. In section 4 we show how to combine these facts to obtain the orbital 
spectrum formula for TT\H. We note that there is no analog here of the monomial 
step in the induced representation argument (see [8, Sections 4, 5]). 

We close this section by citing two known results and establishing some nota­
tion. 

THEOREM 2.3. Theorem 2.2 is true if H is normal. 

This is proven in [6, Theorem 6.2]. 

LEMMA 2.4. Let N C G be normal and connected, (/? £ g*, 6 = (p\n £ 
n*, 7 = le GiV. The Lie algebra of the stability group G7 is g7 = g# + n. Then 

NO 'If = ip+Qy. 

See [9, Lemma 2] or [5, p. 271]. 

NOTATION. Whenever ï) is a subalgebra of g we write pQ$: g* —» ï)* for the 
canonical projection/^^(ip) — p\^, ip G g*. If the algebras are clear from the 
context we drop the subscripts. We denote 

^^(o)=^( {o} )co* . 
By a generic subset of g * we mean a subset, the complement of whose interior is 
Lebesgue null. More generally for any manifold W, we say a statement Pw, w G 
W, is true generically if it holds for all points of W except for a set whose interior 
is co-null with respect to the canonical measure class. 

3. Codimension One. In this section we present a detailed and complete de­
scription of the decomposition of the restriction, to a codimension 1 connected 
subgroup G\, of a representation of a completely solvable Lie group G. We give 
the orbital paramenters of the decomposition as well as related information on 
various stabilitzers and orbit correspondence. We also give Mackey parameters 
for G\, when it is normal, and for the canonical codimension 2 subgroup (see [8, 
Proposition 3.2] and below) when it is not. As with induced representations, we 
relate the Mackey and orbital parameters. 

We start with G completely solvable, i V c G a codimension 1 closed connected 
and normal subgroup. Let (p G g*, n — TT^ G G the corresponding Kirillov-
Bernat irreducible unitary representation. The analysis of TT\N is known in great 
detail (see [4] or [6]). We summarize in 
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THEOREM 3.1. Let ip G g*, 0 = <p|n, 7 = 7# G Nthe corresponding Kirillov-
Bemat representation. Select a E n 1 , a / 0, so thatp~l(6) — {ip+ta:t G 3Ï}. 
Also select X G g, a(X) = 1. Then there are two mutually exclusive possibilities: 

(i)G-if Dp-{(6). ThenGe = N0, G^ = A ,̂, G1 = N, N9 - <p = tp + n^and 

where 6S = expsX • 6. The N-orbits N • 0S, s G îî, are all distinct, p(G • (p) — 
Ike»# * ^> am/dim G • y? = dimN • 05 + 2, s G 3î. 
(ï/j The orbits {G • (^ +ta)\t G 3?} are all distinct. Then NQ — N^} GQ ~ G^, 
G1 — G and 

71>U = 76». 

Moreover, p(G - ip) = N - 9 and dim G • ip = dim N • 0. 

Combining all the information in Theorem 3.1, we see that in either case, the 
orbital spectrum formula 

**\»= ft «Ai»dXGjA0) 
Jp(G-(p)/N 

is valid. Indeed, in case (i) we have 

G'<pnp-\N- Qs) = G-psnp-l(N-6s) = N' tps, 

ips — expsX -(f, s G 3?, 

and (since g ̂  C n) the push-forward of the invariant measure on G -(p = (J N-(ps 
s 

gives the Lebesgue class in s; whereas in case (ii) we have 

G'ipnp-\N-0) = N'<p. 

Now we pass to the non-normal codimension 1 situation. We assume G is com­
pletely solvable with G\ C G a closed connected codimension 1 subgroup. We 
assume G\ is not normal in G. We utilize the structure theory developed in [8, 
Proposition 3.2]. There exist canonical subalgebras go, g2 of g such that g2 is a 
codimension 1 ideal in g, go = gi Pi g2 is a codimension 2 ideal in g, and g/ go is 
isomorphic to the ax + Z?-algebra. We select X G gi \ go, Y G g2 \ go, satisfying 

[X, F]EE y mod g0. 

https://doi.org/10.4153/CJM-1990-042-9 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1990-042-9


RESTRICTING REPRESENTATIONS OF LIE GROUPS 795 

This determines two linear functionals a, f3 on g according to 

« ^ i « 0 0 = 1 

P e*2 / 3 W = 1 . 

We sometimes abuse notation by writing a for a |fl2 or ^ for /? |9 l . 

Now let (̂  Gcj*'71" — v̂? G G. We denote \j) — <p\gl,0 = ^p\Qo, oo — y>|g2. 

We denote the corresponding Kirillov-Bernat irreducible representations by the 

symbols 

v = i/^j G G\ 1 = le G Go cr = a^ G G2. 

Then in analogy with the codimension 1 induced representation situation [8, Sec­

tion 3], there are five possibilities for the structure of the restricted representation 

7T|GI . However the invariant that determines the structure is not g7 = go + g# (as 

in [8]), but rather g^. We shall discover that and examine the relationship between 

the invariants in our next 

THEOREM 3.2. One of the following five mutually exclusive possibilities obtains: 

(i)Qy — Go- Then if we set (f s — expsY-<p, s G % we have p(G • <p) = \JG\ -ips, 
s 

where xj)s — ^ps\qv the G\-orbits G\ • ips, s G 3? are distinct, and 

re 
*VIG, = Ju v^s ds. 

(ii) g7 = g2. Then p(G • ip) = G\ • ip and 7I>|G, = v^ is irreducible. 

(Hi) g7 = Q\. Then the projection p(G • (f) is a union of three G \-orbits 

p(G-(p) = Gi - 0 + U Gi " 0 U Gi - I / ; - , 

where ip ± = ip±\. We have G\ • xjjs = G\ • i/jSgn(s), dim G\ • ip + = dim G\ • 0 ~ = 

dimGj • xjj + 2 ««<i 

(7v) g7 = g and g^ = (g0)^. Then 

re» 

77ie or^/f^ Gi • (-0 + t(3 ), f G 3? are distinct and 

r® 
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(v)q1 — g andq^ = Qe- Thenp(G-(f) = G\ -ip andix^c^ = v^ is irreducible. 
Moreover, in every one of the jive cases we have the orbital spectrum formula 

/•© , 

Jp(G-(p)/G\ r ' 

n% =#[G-<pnp-l(Gl.il>)]/G{ = l. 

NOTES. (1) The restricted representation TX^\GX is either irreducible, a sum of 
two inequivalent irreducibles, or a direct integral over a 1-parameter family of ir­
réductibles. The first and third can happen in one of two ways. But, as with induced 
representations [8, Section 3, Note 1 ], these really represent different cases. In fact, 
in case (v) it is true that TT^ \c0 is actually irreducible, but in case (ii) it is not. As for 
the direct integrals, in case (i), TT^ \G0 is a direct integral over a 2-parameter family, 
whereas in case (iv) the restriction TT^ \G0 is an infinité multiple of an irreducible. 

(2) We saw in [8] that the structure of the induced representaion Ind^ v^ is 
determined by the subalgebra g7, 7 = le, 8 — X)J \qo. The five mutually exclusive 
possibilities for g7 were: go, g2, 9i, codimension 1 nonideal ^ $\, or g. When 
restricting, the third and fourth cases coalesce. This is because any codimension 
1 subalgebra other than g2 is conjugate to gj. Thus if for </? £ g*, 9 = (^|0o, 
7 = le, we have an element g satisfying g • g7 = g 1, then the functional g • tp 
satisfies g7 , — Q\. But ixg.^ = ix^. On the other hand, the fifth case, g7 = g, 
actually splits into two distinct subcases according to whether g^ is (90)0 or (lo­
in fact, in the proof that follows, we will show that in the first three cases—i. e., 
O7 = Qo,g2,gi> respectively—the stabilizer g^ satisfies the distinct conditions: 
^ C (Qo)o anddim(go)0/g^ = 2;dimg^ = dim(go)0 and (Q0)e ^ 0^ C g2; 
dimg^ = dim(go)0 and (QO)Q ^ g^ (JL g2. Thus, while g7 is the invariant that 
determines the structure of the induced representation, the subalgebra g^ is the 
invariant that determines the structure of the restricted representation ix^ |Gl. 

PROOF. The five possibilities for the stabilizers g7 and g^ enumerated in the 
statement of the therorem are manifestly mutually distinct. We handle each case 
separately. In each we verify the orbital facts asserted and derive the direct integral 
decomposition of ix^ |G, . To substantiate the orbital spectrum formula in each case, 
we must identify the spectrum, multiplicity and spectral measure. We treat the first 
two separately in each of the five cases. We consider the measures together at the 
end of the proof. 

We use throughout that G7 = G$Ge, g7 = go + qe • 
0) §1 = Go- This implies that q^ C (q0)o

 a n d dim (90)0/9^ = 2. Indeed, if 
g7 = g0, then g^ c q9 = (q0)e. Hence (g0)^ C ^ C (q0)e H g^ = (g 0 V 
But (GQ)Q • (f = ip + g^ by Lemma 2.4. Thus 
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<tim(Qo)o/Q<p = dim (q0)e / (flo)v 

= 2. 

Now when g7 = g0> we can carry over the facts from [8, Theorem 3.3, case (i)] 
to obtain 

*<P = I n < le 

= Indg2 au. 

Therefore, 

7i>|Gl = ( I n d ^ O k 

= Ind^cr^ |G, ) (Mackey Supgroup Theorem) 

= Ind^ | 0 7a, * (Theorem 3.1) 

= / IndG^7^ ds (Commutation of induction 

and direct integral) 

— / v^s ds below . 

To justify the last equivalence we have to show that (Q\)QS = (Qo)es for every 
s G 3?. Indeed 

(9l)0s = (9l)exP5y-6/ 

= {ZGgi :exp*F.0[Z,go] = O} 

= {ZGGi :fl[exp-5r(Z1),Q0] = 0} 

= exp sY{ exp —sF • Z G g i : 0 fexp — sY(Z\ ), go! = 0} 

CsY-qe 

= expsY-(g0)9 

= (So)*,. 

The functionals -0*, ^ R , are in distinct Gi-orbits, for if g\ • 0^ = t/v, gi G Gi, 
then g i -0, = ^ =̂> exp-^Fgi expsF G G# = (Go>0. If gi = expfXg0?go € G0, 
then 

exp —s'Ygi exp s F = exp fXexp(—sV + s)Y mod Go. 
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Hence t = 0 and s = s'. 
The equality p(G -(f) = \JG\ • t/>5 is easy to verify. The observation .̂s = 

<^|g, — exp^y • (f\q\ proves the D inclusion. The reverse inclusion is true since 
g\ expsY • (f\Ql = g{ • (ps\qi = g! • ips. Finally we verify that 

G • (f n / r ^ G i • t/o = Gi • ips. 

The only point not obvious is that if g - <p satisfies g - <p\Q] = g\ • V^>tnen 8 ' ¥ ^ 
G\ • (^ But the hypothesis gives g • 0 = g\ ' @s = g\ expsF • 6, which implies 
g" lg! exp^y G GB = (G0)g. Write g = ^ exps'y. Then 

g_1gi exp^y = exp— s'Yg\ g\ exp^y G exp— s'YG\ exp^yn Co-

Exactly as in the previous paragraph, this implies s = s'. Hence g — g\ exp^y => 
g-ip €G\-(ps. 

(H) 97 = 92- In this case q2 = Go + 30 forces g^ C 96» C 92- Moreover we 
can carry over the facts from [8, Theorem 3.3, case (Hi)]. In particular, from [8, 
Theorem 4.1 (tya)] we have 

dimq • (f — dimqo - 6 +2. 

Therefore 

dim q/q^ = dimq0/(q0)e +2, 

from which it follows that dimg^ = dim(go)0- These algebras are not equal, 
because q^ = (q0)e => (q0)^ C § ^ = (q0)e H q^ = (g 0 V But the equation 
(G0)e • ip = y + qj- (Lemma 2.4) implies dim (9oW(9oV = 1. Thus (QQ)^ = 
9^ = (9o)^ is not a possibility. 

Now we turn our attention to 7^ |G, in this case. Using the information from [8, 
loc. cit.] again, we have: 

9a; = (82)0; from which TT̂  = Indg2o^; 

(92)0 7̂  (90)0 from which a ^ = le\ 

(91)51 = (90)0 from which Indole/ = ^ is irreducible. 

Combining these with the Subgroup Theorem, we obtain 

7i>|Gl = ( Indg 2 0 | G l 

= Indg;(^|Go) 

= ! < > 
= ^-
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Next we show p(G - ip) = G\ • i/;. The inclusion D is obvious. The reverse 
inclusion requires some tricky reasoning. We have (92)61 3 (80)0 • Hence Vs G 

5fê, 3W G go such that sY +Wo G (92)61 • It follows, since Go is normal, that Vs G 
5R, 3gQ G Go such that exp sY-6 = go'# • We also have—since (gi )e = (Qo)e—that 

(3.1) ( G o W =^+9o 1 (9 i ) . 

Now we know that 

(expsY-(p -go-ip)\qo = 0. 

If we apply equation (3.1) to go • ̂  (to which it applies equally well), then we 
obtain an element gf

0 G (Go)go.o such that 

(expsY-(p -go-(f)\qi = gogo'ip -gO'^P-

That is 

expsY-(p\qi =g'0g0"il). 

Then for any g = g\ expsY G G, we have for U G q\ that 

g - ^ ( ^ = e x p j y . ^ 7 1 . ^ 

Thatis,p(G- ^ ) C G r f 
Finally we prove that G • cp (1 p~x(G\ • I/J) = G\ • (p. Of course the inclusion D 

is obvious. The reverse is obtained as follows. Let ipf = g-p G p~l(G\ • t/; ). Then 
£1 ' ^ ' L = ^ f° r some g\ G G. Then g\ • (p' = ip + sa for some s G !R. In other 
words, g\g - (p — (p + sa. But [8, Proof of Theorem 3.3(iii)] in this instance, the 
functional (p, ip + sa lie in distinct orbits unless 5 = 0. Therefore g\g - ip = ip, 
and so (pr = g - (p = gfl - ip EG\ • ip. 

(iii) g7 is a codimension 1 subalgebra ^ £2- As explained in Note 2, there is no 
loss of generality in assuming q1 = q \. Then we can carry over the results of [8, 
Theorem 3.3 (iv)]. In particular, q\ = $Q + qg => q^ C q\. We also have in this 
case that 

dim q • ip = dim go * # + 2, 

thus again dim q^ = dim (go)# • The same reasoning as in the previous case—using 
that (G0)fl • p = ip + qjr again implies dim (90)0 / (Go)̂  = 1—gives q^ ^ (q0)9. 
Any conjugate of (p will therefore satisfy: 

dimg^ = dim (£0)0 ; ^ ^ (q0)e; q^ (£ q2. 
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Now we consider the restriction. Once again ir^ is induced, so we can use the 
Subgroup Theorem. In fact, from [8, Theorem 3.3 (iv)] we see that 

7r̂  = IndG] !/</,. 

Hence 

TT^|GI = (IndgI I/^)|G,, 

which, in order to decompose, requires us to compute the G\ -double cosets in G. 
In fact, 

G = GiU GxexpYGi U Giexp-TGi, 

a disjoint union of three double cosets, the latter two of which are of full dimension. 
Indeed, for any s G 5ft, we have 

expsFGi = {expsFexprXGo : t G 5R} 

= {exprXexp^~f5yGo : t G 5R} 

=> Gi expsFGj = {G\ expuYG\ : sgn(w) = sgn(s)}. 

Therefore, using the Subgroup Theorem, we obtain 

TT̂ |GI =indg;nexpy,Gi ^
xpreindg;nexp_r.G] v^v~Y 

= i < ( ^ y k ) e i < ( ^ - y | C b ) . 

But in this case (see [8, loc. cit.]) we have (Q\)g ^ (90)51 s o that V^\G() — le-
Therefore 

where 

0± = e x p ± y - 0 . 

Combining, we have 

7^|Gl =Indgo7^+ 0 Indgjfl-. 

Next we shall show the latter two representations are irreducible by demonstrat­
ing that 

(3.2) (qx)e± = (q0)9±. 
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We consider #+, the other being similar. If (3.2) were false, then 3(a\X + W\) G 
q\, a\ ^ 0, W\ G g0, such that 

expY'6[a]X+Wuq0] = 0. 

Therefore, 

0[exp-F-(aiX+WY),gol = 0 

= 9 [a\X + a\ Y + W2, goL some Wj G go 

=> 96/ 7̂  (Gi)^ ' a contradiction. 

The equation (3.2) also says that if we set 

(/p± = exp±F- <p, ^ = iA,=t|gi, 

then 

i/̂ ± = Ind^ le± and7T^|Gl = ^ + ® v^~-

Next we show the two representations v^± are pairwise inequalivalent. For that 
we only need demonstrate that if;± lie in distinct G\ -orbits. We prove more gener­
ally that if ips = (fs\Q^(fs — expsF • cp, then i/;5 and ip* are in the same G\-orbit 
<=> sgn(s) = sgn(0- In fact, if g\ • I/JS — 0 ' , then g\ • 9 s = 9l. Writing 
gi = expwXgo, we obtain 

exp uXgo exp sY • 9 = exp £F • 0. 

Therefore 

exp— rFexpwXexpsF G GoGfl ~ G1 = G\. 

But 

exp— rFexpwXexpsF = expwXexp(s — te~u)Y G G\ 

4=^ sgn(s) = sgn(f). 

Conversely, let us prove that for s > 0, \jjs and 0 + are in the same G\ -orbit (we 
leave -0 ~ to the reader). Since (g i )# D (go)#, we know that for every t G 9î, 3g0 G 

Go such that go exp tX - 0 = 9. Then if e~r = s, we have 

6 = go exp rXexp(—e_r + s)F • 9 

= g0expfXexp(-é>_/F) • 0* 

= exp-Fg'oexprX-0* 

=*9+ = gx>9s ifgx=8f0expiXeGi. 
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But (QI)0+ = (go)0+ = » (Go)fl+ ' ^ ,+ = V> + + 80 (8i)- Hence we can choose an 
element g', G Gj which satisfies \b+ — g\g\ • %l)s. This proves in particular that 
1/^+ and 1/̂ ,- are inequivalent. 

Next we observe that 

p(G-ip) = [jGi -i)s = G\ - 0 + U Gx -il)~U Gx -X/J. 
s 

We already know (by [8, Theorem 3.3 (iv)]) that 

dim Qi • xjj = dim go • 0 — dim g • ip — 2. 

We also have (from [8, Theorem 4.1 (Zlnna)] 

dim g 1 • -0 ± — dim go • 0 ± + 2 = dim go • 0 + 2 = dim g • p. 

Thus G\ • ^ are generic and Gj • 0 is of lower dimension. It remains to prove 

G-iprip-{(Gi •V±) = G\ •p±. 

Consider the plus sign. Since G • ip — G • </?+, it is enough to show 

G-<p+np~](G{ -0 + ) = G] • v?+. 

But precisely this equality is proven in [8, Theorem 3.3 (ii)]—which argument is 
pertinent here, since for 0+ = <p+\qo, the algebra go + g#+ falls into that case. 

(iv) g7 = g and g^ = (30)0- This time we find ourselves in the situation of [8, 
Theorem 3.3 (v)]. We adopt the notation from there—in particular, we have that 

Indg, 1/4 = 7r+0 7r~, 

where there is a fixed real number so (equal to — ̂ T^ in the notation of [8]), such 
that the only G-orbits lying over ip are 

G - (ip + Soa) G - (ip + S\(X), S\ < So G - (ip + S2&), S2 > So 

and 7r+ = n^+s.a, TT~ = 7r^+A.]a. Moreover, for j = 1,2, we have 

(3. 3) dim G • (p + Sja) = dim G0 • 0 + 2 

= dim G • (ip + so&) + 2. 

Now I claim that 

Q<P = (80)0 <=> s0 ^ 0. 
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Indeed, if ô ^ 0, then by (3.3) we have dim g ̂  = dim (QQ)0. But since (Go)# •<£ = 
^ + 9^ = ^ (Lemma 2.4), it follows that (QQ)9 — (goV Therefore (QQ)6 — 
(Qo)ip C g^, and so they are equal. The inclusion ($0)0 C g*̂  is true regardless 
of the value of SQ (when g7 = g). But if so — 0, then by (3.3) again, we have 
dim g^ = dim(go)0 + 2. Since q^ C qo and dim qe / (fio)fl = 2, the case s0 = 0 is 
equivalent to g^ = g#—which will be our last case (v). 

Let us proceed with so ^ 0. We take so < 0> the opposite sign being virtu­
ally identical. Then 71-̂  = 7r+ = Ind^ 0^ (see f8, Theorem 3.3 (v)]). Therefore, 
continuing to use [8], we have 

TI>|GI = ( Indg 2 0| G l 

= Indg;(aJGo) 

= I n d G > 
r© 

The representations 1/^+0 are inequivalent for distinct t by Lemma 2.4 (applied to 
the case Go < G\). Next we show that 

p(G-<p) = | j G i - « > + # ) . 

Indeed this follows immediately from the facts: 

G=Gl(G2)e (G2)9 = (G2)U (G2), • ^ = <p + g2
x. 

Finally we assert that if we set ip* — <p +t/3, ^l — (p*\qi, then 

G-^n /7 _ 1 (Gi ^t) = Gx V -

One inclusion is clear since (p* G (G2)# -{P- Conversely, suppose (pf = g-(p G G-ip 
and*, • <p'|Bl = V + ^ . T h e n ^ ^ G G0 = {GX)9{G2)B C G ^ ) * . Therefore 

(^' — g • ip £ G\ - (pt] for some fi. 

Hence G\ - ijj1 = G\ • %/jh. But this can happen only if f = ^, and so the assertion 
is proven, 

(v) q1 = q and g^ = g0. As we saw above, this means ô = 0 and 

dim q • (p = dim q2 • CJ — dim go • S. 

Therefore -K^\GI = 0^ is irreducible, and furthermore 7T^|G0 = GU\G0 = 7^ is 
irreducible. It follows a fortiori that 71̂  |G, must be irreducible. Next it must be 
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shown that it is v^. But of course the only irreducible representations of G\ which 
restrict to 7# on Go are i/^+tp ,teU. Hence 

flVlc, = v^+ttf, for some t0 G 3?. 

I claim to = 0. To see this, let u be a real polarization for </? which satisfies the 
Pukanszky conditon. Then b <£$\, since 7r̂  is not induced from G\. Hence b\ = 
b H g i is codimension 1 in 6. Now we know 

dim Q • (p = dim go • # = dim g j • (\jj +t(3), any r G Jî. 

Also, 

^ [ 6 i , b i ] C ^ [ b , 6 ] = 0. 

So b\ is a real polarization for ip. In fact bj must satisfy Pukanszky. For we have 
G = BG\ and so 

TT ÎG, = I n d o l e = Ind^Glx^|flnc, = Ind^%, 

which is irreducible. It follows therefore that ix^ |G, = v^. 
It remains to demonstrate that p(G• p) = Gi • i/> and G• ^ np~ l (G\ • 0 ) = G\-p. 

The inclusion /?(G • v?) D Gj • 0 is obvious. The reverse comes from the facts: 

G = G\(G2)o (G2)g • (p = (G2)UJ • (f = (f-

It is easy to check that the equality G • ipf~)p~l(G\ -i/O = G\ • ^ is a consequence 
of the same facts. 

To complete the proof of Theorem 3.2 we must prove the equality of the spectral 
measure classes obtained in cases (i)-(v)—that is, the point mass, 2-point measure 
or Lebesgue measure on the line—with the obital measure (class) XGG . Let us 
examine the latter more carefully in the codimension 1 situation. In case p(G • 
(p)/ G\ is (generically) discrete—i. e., cases (ii), (iii) or (iv)—it is clear that \£G , 
being the push-forward of canonical measure on G • ip, gives a discrete measure 
concentrated on the generic orbit classes. What about the continuous measures in 
(i) or (iv)? In case (i), it is obvious from the description 

G (p = (jGi expsK • (p, 
s 

and from g^ C 9i that the canonical measure pushes forward to the Lebesgue 
measure class in the parameter s on p(G • cp)/ G\. The same is true in case (iv), 
since again g^ C Q\ but this time 
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Thus the push-forward yields a measure in the Lebesgue class of the parameter t. 
This completes our argument. 

Each of the five cases described in Theorem 3.2 actually occurs. Examples may 
be found in section 6. 

4. Arbitrary Codimension. In this section we prove our main result, Theorem 
4.1, giving the orbital spectrum formula for an arbitrary restricted representation. 
G is completely solvable and H C G is closed and connected. We fix ip G g*, TT = 
7r̂  the associated Kirillov-Bernat irreducible representation. The orbital spectrum 
formula is 

THEOREM 4.1. We have the direct integral decomposition 

(4.1) it<p\H= I (r nlpudXgjiu), 

where pQ$: g* —• Ij* is the canonical projection, XQH is the push-forward of the 
canonical measure on G • ip and 

n^ — #H-orbits on G • p D p~$ (H • u). 

PROOF. The proof of formula (4.1) is by induction on dim Gj H. It follows from 
Theorems 3.1 and 3.2 that it is true if dim Gj H — 1. Now let dim Gj H be larger 
than 1 and assume by induction that formula (4.1) is true for lower codimension. 
Since G is completely solvable we can find a closed connected subgroup G\ such 
that 

H C Gj C G and dim G/G{ = 1. 

Because we will use Theorem 3.2 extensively, we preserve the notation -0 G q*, 
Vil, G Gj. It is for that reason that we alter the notation of Definition 2.1 and write 
u G I) *, p = puj for the orbital data on I) * and H. 

Now the induction assumption applies to the pair (G\, H). Hence for any 0 G g *, 
we have the orbital spectrum formula 

Now we restrict in stages and use the fact that the orbital spectrum formula is true 
in lower codimension 

fl>|f/ = (7I>|G,) | / / 

( / * n*v<, dA£Ci (V) 

= / (r w r
 w $^k d A G,G, WO 

= f 4, f rtipud\i H (u) d\£r (^). 
Jpa.aAG-<p)/Gi ipJpat.h(Gr4>)/H *H" G^H G.G^V > 
JPQ,Q](G-^)/G\ ^ Jpqx,fi(G\-^)/H 
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Thus we must prove the equivalence of the two direct integrals 

Now the subgroup Gi may or may not be normal. In the former case there are two 
possibilities for the structure of the restriction 7r̂  |O, (Theorem 3.1); in the latter 
case five (Theorem 3.2). In every case the multiplicity function ri^ = 1. In any 
event the remainder of the argument is the demonstration of the equivalence of 
the two direct integrals in (4.2) in these seven cases. We must prove equality of 
spectrucm, multiplicity and spectral measure (see the material after [8, equation 
(4.2)] for a more elaborate discussion of what that means). As with the case of 
induced representations, we shall see that the spectrum and measure are handled 
without too much labor. It is the verification of equal multiplicity in (4.2) that is 
difficult, and which occupies the major portion of the argument. 

In fact, we can dispose of the spectrum question immediately. The equality of 
spectrum in (4.2) follows instantly from 

PQ*(G • ip) = pqi$ opMx(G • ^). 

The proof of equal multiplicity and spectral measure requires that we handle the 
seven cases separately. We proceed to that now. 

We first assume that G\ is normal. In keeping with Theorem 3.1 then, we denote 
it by TV— so / / C N <\ G, dim G/TV = 1. We set 0 = </>|n,7 = le- We have two 
subcases to consider. 

(1) TI>|/V = le- This is case (ii) of Theorem 3.1. In this case formula (4.2) 
becomes 

( 4 3 ) fir UH ">-> dXc^) = f (NaUH "eP* d\e
NJi(u,). 

Jpq^(G-(p)/H r ' JpnA(N-9)/H 

To show this we consider the projection map 

determined by pQtXl. It is clearly a surjective //-equivariant map. I claim it is 
actually bijective. In fact/?gn: G • (p —• N • 9 is already injective, since if 

g\ ' ¥>|n = 82 • ¥>|n> g\,g2 G G, 

then g2
lg\ € GQ = Gp. Therefore 
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r% = #[G-<pnp;}i,(H-L>)]/H 

= #[N • 6 D p^(H • LO)]/H 

= "fl­

it is also clear that the projection G • <p —+ N-Q carries the class of the G-invariant 

measure on G • ip to that of the ^-invariant measure onN - 9. Hence the spectral 

measures also agree in (4.3), whence its proof is completed. 
(2) ix ̂  \N = J® 70, ds,Os = ex-psX-0,q = n+ 3ÊX. This is case (i) of Theorem 
3.1. Now formula (4.2) becomes 

(4-4) c™/«n>- dxs**u)=r L w <«- <»{")ds-
The proof of equal multiplicity here is considerably more subtle. We base it on 
the argument in [6, Section 4]. And for that we must employ the analog of [8, 
Lemma 4.2]. 

LEMMA 4.2. Let H C N < G be simply connected exponential solvable Lie 
groups, N normal. Fix UJ G Ï) *. Then generically on p~\ (H • uo) we have 

G • 6 H p~£ (H - u) has the same dimension as Q • 6 D p~^ (I) -a;). 

In addition for fixed 6 G n *, the same statement is true generically on pn$ (G-6). 

PROOF. The first statement is proven in [6, Proposition 1.7] for the case that G 
is nilpotent. In that case generic means Zariski-open. It is generalized to expo­
nential solvable groups—where generic means holding on a set whose interior is 
co-null—in [8, Section 2]; but only under the assumption that H • UJ is a singleton. 
That restriction was made in [8] because that was all we needed there. We observe 
now that the proof of [6, Proposition 1.7], adapted as in [8, Lemma 4.2], works 
fine for bona fide orbits H • u as well as singletons—thereby giving us the stated 
result. The second result also follows easily from the reasoning in [6] and [8]. 

Now the proof in case (2) requires the usual splitting according to generic orbit-
intersection dimensions. This is reminiscent of arguments in [2], [6], [8]. To wit, 
generically on pQ$ (G • (p) we are in one of the two following mutually exclusive 
situations: 

(4. 5a) dim[G • <p H p~\{H • u)] > dim H • <p 

(4.5b) dim[G • (p H p~\(H • UJ)] = dim H • ip 
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According to Lemma 4.2 these are equivalent to 

(4.6a) dim[g • op D p~\ (rj • LU)] > dim ï) • ip 

(4.6/?) dim[g • p H p"}, (ï) • a;)] = dim fj • (p 

And finally by the next result, Lemma 4.3, these are further equivalent to 

(4. la) dim g • (p > 2 dim Ï) • ip — dim I) • LU 

(4.7/7) dim q • (p = 2 dim I) • <̂? — dim ï) • LU 

LEMMA 4.3. We have 

dim[g • up H Pg"^(^ • CJ)] = dim g • <̂  — dimrj • (p + dim rj • CJ. 

PROOF. This is obtained as follows. 

dim[g • <p n p-^(\) • LU)} = dim[g^ n p"^ (r^(f)))] 

= d i m [ g ^ n ^ ( Q ) ] 

= dim(g^ + r j j ^ 

= dimg/Cg^ + £U 

= dim g - dim ĝ , - dim J)u + dim g^ Pi ^ 

= (dim g - d i m g ^ ) - ( d i m ^ -dimrj^) 

= dimg/g^ - (dimrj -dimrj^) 

+ (dimf) — dimrj^) 

= dim g • (p — dim f) • (̂  + dim fj • CJ . 

REMARK 4.4 Case (b) characterizes finite multiplicity when the groups are nilpo-
tent (see [2], [6]). For exponential solvable groups, infinite multiplicity can occur 
in case (b). For completely solvable groups, no example is known of infinite mul­
tiplicity in cases (b)—see [8, Remark before Lemma 4.4]. 

Now we treat the two cases (2a), (2b) separately. 
(2a) 7r̂ |w = S^lesds and dim g • (p > 2dimï) • <p — dim ï) • LU generically on 
pq j,(G • (p). Now we need to examine the multiplicity in formula (4.4) instead 
of (4.3). In this case it follows from Definition 2.1 that the multiplicity on the 
left side of (4.4) is uniformly +00. We show that the multiplicity on the right 
side of (4.4) is also uniformly infinite. Of course, we use the facts in Theorem 
3.1 (part (i)). We select any generic LU G p^ (G • (p) for which n^ = +00. Then, 
mimicking the proof of Lemma 4.3, we have 
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= d i m [ n ^ n ^ ( n ) ] 

= dim(n^ + rju;)
1 

— (dim n — dim n^) — (dim rĵ  — dim rj^) 

= dim g • 9 — dim f) • 99 + dim I) • a;. 

(Note we used q • 6 = n^ which follows from Theorem 3.1 (i) and the equations 
q-9(nif) = OlQtïitp] = O,dimg-0 = dimg/ qe = dimn/n^ + l = dimn/rt^.) 
We also have 

dim g • 6 — dim q • ip — \. 

Hence, since both sides of the inequality 

dim g • 9 > 2 dim Ij • y? — dim Ij • a; 

are even, we also obtain 

dim g • 9 > 2 dim ïj • <p — dim rj • UJ . 

Then, combining these facts with Lemma 4.2 we deduce 

dimG • 9 H p - ^ t f • w) = dimg • 0 H / ^ ( f ) • UJ) 

— dim g • 9 — dim I) • (f + dim rj • LU 

> dim ï) • if 

> d i m / / - 0 . 

Moreover, using cps instead of y?, the same strict inequality applies to 9S. 
Now we cannot at this point simply deduce that rig — +00, because dimN • 

9s PI p~\ (H - UJ) may be one less that dim G • 9S D p~1^ (H • UJ). Thus we reason as 
follows. We have 

G-0 = (JWexp.sX-0 = | jN-0*. 

Therefore 

G-9 H p-\(H -uj) = UN.9sn p-\{H • a;). 
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Now suppose there is an s G 3? such that 

dim G-6sn p~\ (H • UJ) = dim N • 9S D p~\ (H • UJ). 

Then clearly rig = +00, and so p — pu occurs with infinité multiplicity. On the 
other hand if this condition fails, then we must have N - 0S D p~l^(H • LJ) ^ 0 
for s € S, a. set of positive Lebesgue measure. Then for any s G S, we have 
H - UJ C PnfiiN ' @s), which says that p — pœ occurs with infinite multiplicity in 

JS JP( J S JP(N-9S)/H
 s] 

Either way, we get infinité multiplicity on both sides of equation (4.4). 
(2b) 7T̂  |̂ v = Ie 1osds and dim q • <p = 2 dim I) • ip — dim tj • UJ generically on 

pQ$(G • (p). Once again we must prove equality of multiplicity for the two sides 
of (4.4). Exactly as in case (1) we consider the projection 

G-<pn P-\ (H-oj)-+G-en P~\ (H-u). 

It is not a bijection this time, but it does set up a bijection of//-orbits. The argument 
for that is identical to the one in case (ia) of [6, Section 2]. In short, if g -9 = h-6, 
then h~[g G GQ = NQ . But N$ • (p = <p + 5Ra = He - <p, because HQ • (p can 
only fail to be <p + !Ra if HQ — H^—which is not so (see below). We have the 
decomposition 

(4.8) G • 6 n p-jj(H-u) = \jN-9sC\ p~[
A(H• w). 

s 

Now dim G - 0 Pi p~ I (// • UJ ) = dim HO. This is because each side has dimension 
one less than the corresponding variety when 9 is replaced by cp. (The first is 
shown in part (a), the second below.) Therefore, the left side of (4.8) is a countable 
union of disjoint //-orbits. Thus at most countably many of the intersections in the 
right side of (4.8) are non-empty. We suppose they are indexed by s\,S2, •.., so 
that 

00 

G - 9 H p~\(H - UJ) = \J N • 9Sjn p~\(H - UJ). 
7=1 

We next show that the dimensions are all the same. Assume first that s\ = 0. Then 
we have 

2 dim I) • 9 < dim n • 9 + dim ï) • UJ 

— dim q • tp — 2 + dim I) • UJ 

= 2 dim fj • (p — 2. 
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Thus 

dim rj • 6 < dim fj • <p — 1. 

The reverse inequality is obvious. Hence 

dim n • 9 — dim g • ip — 2 

= 2 dim Ï) • (f — 2 — dim Ï) • a; 

= 2dimrj • 6 — dimfj • u. 

By Lemma 4.2, this says 

dim/V • 0 H /v 1 ^ / / • a;) = dim// • 0. 

Now the point is that, after replacing (p by <ps, the same argument applies and 
establishes the claim. Thus finally 

(4.9) n^=#[G'ipnp^(H'Lj)]/H 
oo 

= j:#[N'0Sjnp-^H'u;)]/H9 
7 = 1 

which is precisely the multiplicity in the direct integral of the right side of equation 
(4.4). (This last computation is nicely illustrated by Example 4 in section 6.) 

This completes the proof of equal multiplicity in case(2). To complete the proof 
of formula (4.4) therefore, we only need to demonstrate that the spectral measures 
are equivalent. Indeed, the argument for that is word-for-word identical to that of 
the nilpotent situation—[6, Section 4]—and so we do not repeat it. 

Now we drop the assumption that G\ is normal. Then the restriction from G to 
G\ is controlled by Theorem 3.2 instead of Theorem 3.1. We have H C G\ C 
G, i/> = <P\QX,V = v^ and five cases to consider. In some of these we need to 
split the argument into two subcases according to the generic dimension of orbit 
intersections, sometimes we don't. Actually the situation turns out to be analogous 
to the normal situation in that we need to split exactly when the codimension 1 
restriction is not irreducible. That occurs in cases (i), (iii) and (iv) of Theorem 3.2. 
Hence we will consider those last. 

(1) (Case (ii) of Theorem 3.2) g7 = g2- In this case 7T^|G, = v^ is irreducible 
and formula (4.2) becomes 

(4.10) T n%Pul d\lH(L0) = f® .tâPvdXl^u). 
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Since, as explained earlier, we are only dealing with multiplicities at this stage, 
we must show now that n^ = rtf. Consider the projection 

G-pnp-\(H• u)—G, • V np-^(H.u). 

This is well-defined (even though G\ is not normal) since /?g,gi (G- p) = G\ -ip in 
this case. The map is obviously an //-equivariant surjection. We only need to show 
it is injective. So suppose ip', p" € G • p D p^iiH • a;) have the same restriction 
on Q\. Since $2 is an ideal, it is no loss of generality to replace p by p'. Then we 
must take tp,g • p G G • p D p7^(^ • ^ ) satisfying 

and deduce that gGG^,. But equality on Q\ says that g • (/? = p + sa for some 
5 G 3?. However, we know that when g7 = q2 (see [8, Theorem 3.3 (iii)]), the 
functional s p + sa lie in distinct G-orbits as s varies. Hence g • p — (p. 

The same argument works in the other instance of an irreducible codimension 
1 restriction, namely 

(2) (Case (v) of Theorem 3.2) g7 = g and g^ = g# . In this case we again have 
7T^|G, = v^ is irreducible. Equal multiplicity in (4.10) is proven by the identical 
argument to the previous case, since g7 = g is an ideal and the functionals <p and 
p + sa, s ^ 0, lie in distinct orbits. (In this case the orbit of p + sa is determined 
by sgn(s).) 

(3) (Case (iii) of Theorem 3.2) g7 is non-ideal codimension 1 subalgebra. Con­
jugating p if necessary, we may assume g7 = gi. Then, in the notation of Section 
3, we have TT(P\G] = v^+ 0 1/^-. Formula (4.2) becomes 

JPQÙ (G-<p)/H 

= / ,r , ( , / B " t * 0 ) ® lr < xlH
n%-P*dXtuH^)-

Jpq],i)(Gri> + )/H * ' ' Jpq]ù(G\-ilj )/H T ' ' 

In fact we know from Theorem 3.2 (iii) that 

PQ^(G' <P) = G\ ' lP+u G\ " 0 _ U G\ • V> 

where the G1-orbit G\ • ip has dimension 2 less than G • p, and the other two G\-
orbits have the same dimension as that of G • p. Of course we have Gp — \JS G\ • 
(ps. Furthermore, we assert that G\ • <ps — G\ • ps if and only if sgn($) = sgn(V). 
This follows easily from the facts established in Section 3, namely 

G, '<ps = G-ipsnp-^(Gx.xl;s) and G, • ̂  = G, > ̂  

if and only if sgn(s) = sgn(s'). 
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Thus we have a disjoint union 

G • (f = G\ • (f+ U G\ • p~ U G\ - if 

Moreover, the first two are of full dimension (since dimgi • p+ > gi • ip+ = 
dim g • cp), and the last is of lower dimension (since g^ = (gi)^)- Thus we also 
have 

G-ifH p~\ (H-u)= [Gi • uj+ H p~\ (H • UJ)]U 

[Gx • if' H p-\ (H • UJ)] U [G, • ^ H / ^ (// • a;)]. 

Furthermore, reasoning as in [8, proof of Lemma 4.3 (iv)], we see that either 

(4.12) dimtd • if H p-\(H - UJ)] < dim[G, • ^ H /?-](// • a;)], or 

G, . ^ ± n p - | j ( / / - a ; ) = 0. 

But we only need to pay attention to generic UJ G /?g,ï) (G • ip). Thus we can ignore 
the subvariety pQ^(G\ • (p). That is, within the choices in (4.12), it must be true 
that the first one holds generically—in particular for generic UJ , at least one of 

(4.13) G r ^ n p - > - « ) ^ . 

Now we are ready to bifurcate according to orbit intersection dimensions. 
(3a) dim g • p > 2 dim rj • p — dim Ij • UJ generically on pq^ (G • p). Then of 

course rt° — +oo on the left side of (4.11). It is infinite on the right side as well, 
which we show as follows. We may suppose G\ • p+ n Pq\(H • UJ) ^ 0, and by 
the dimension condition 

dimGi • p+ D p~^(H - UJ) > dim//- <p. 

We show 

dimGi • ^ H p~l^{H • UJ) > dimHip. 

The argument is modelled after [8, Theorem 4.1 (11^ a)]. Set In — dim g • (p+ = 
dim gi • p+, m = dim rj • p+, 2r = dim Ï) • a;, so that 2n > 2m — 2r. Then 

dimGi • (£+ D p~^{H - UJ) = dimgi • (p+ — dimï) • 99 +dimï) • UJ 

— 2n — m + 2r. 
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But the surjective projection 

G\-p+H p~\ (H-uj)-^GX'^n p-*A (// • UJ) 

has fiber of dimension at most 1. Therefore 

dimGi " 0 + H PQ^(H • a;) > 2n-m + 2r- 1. 

On the other hand 

dim / / • i/;+ < dim H • <p+ = m. 

Since 2/i — ra + 2r — 1 > m, we are done. 

(3b) dim g • (̂  = 2 dim Ï) • p — dim f) • UJ generically. In this case we will show 

that 

Gx-ipnp-\{H'u) = $. 

In fact, we can reason as in Lemmas 4.3 and 4.4 to show that, generically on 

PQ,Î)(G • p), we have 

dimGi • <p n p-\{H • u) = dim en • (p (1 p~^(f) • UJ) 

= dim((0,)£(g)n^) 
= dim g — dim (g i )^ — dim rj • ijj + dim I) • UJ 

= dim g • p — 1 — dim rj • 0 + dim f) • CJ . 

But in case (b) we also have 

2 dim Ï) • 1/7 < dim g 1 • ^ + dim ï) • a; 

= dim g • 9? — 2 + dim rj • UJ 

= 2dim Ï) • p — 2. 

Since the codimension cannot be any less than 1, we have 

dim I) • -0 = dim Ï) • (/? — 1. 

Combining, we obtain 

dimGj • p D PQÙ(H • a;) = d im/ / • <p. 
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This is incompatible with (4.12) and (4.13) unless G\-<pn p^\(H• u) = 0. Thus 
to prove equality of multiplicity in (4.11), we only need to show 

# [ d • iP
± H p-^H . u))/H = #[G, • ^ H / ^ ( f f • a;)]/if. 

That is, we must show that the projection 

G r / n ^ ^ - ^ - . G r ^ f l p~^ (// • u) 

yields a bijection of //-orbits. It is clearly surjective and //-equivariant. In fact, it 
is injective. For if 

Si '<P+L = ^+lgi> S\ ^ G i , 

then g\ G G\^+ C Ĝ + (or alternatively (p+, (p+ + 5a lie in distinct orbits in this 
case). 

(4) (Case (i) of Theorem 3.2) g7 = go- In this case TT^GI — §® v^ds, ij;s = 
(fs\Q], <ps = expsF • <p. Thus formula (4.2) becomes 

r(T) rCT) r(T) 

(4-l4) L*,,,*«> ^v->=J* L*,,H<»< <>»*• 
The reasoning begins like the corresponding part in the normal case. We have 

G • (f = (J G\ exp sY • (f 
s 

= \JG\ • c/v 
.9 

Therefore, 

G • y> H p-] (// • a; ) - U G i • ¥>* H />" {, (// • a; ). 
s 

Now we split the argument. 
(4a) Assume dimq • <p > 2dimrj • <p — dimfj • UJ generically onpQ^(G • (p). 

Then we have nu — +oo on the left side of equation (4.14). We demonstrate infinite 
multiplicity for the right side. Suppose there is an s G 5ft such that 

dimG- yC\p~\(fl-u) = dimGi • <psp[p~\(H • u). 

We reason as in case (3a). Consider the projection 

Gi'ipsn p-\(H - u) — Gx • ^ H / ^ ( / Z • u\ 
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the fiber of which has dimension at most 1. Set 2n — dim a, • ips, m — dim rj • ips, 

2r — dim f) • LU. By hypothesis In > 2m — 2r. Then 

dim G\ - if s D p~\ (// • LU) = dim G - <p D p~^ (H • LU) 

= 2n — m + 2r. 

Therefore 

dim G\ • ips H /7~^ (H - LU) > 2n — m + 2r — 1 

> m 

= dim / / • ifs 

> d im/ / • i/;5. 

It follows that rti — +oo and so p = pu occurs with infinite multiplicity. Thus 

we can assume that no such s exists. Then we must have 

G, - ^ n / ? " ! , ( / / . a;) ^ 0 

for .v G S, a set of positive Lebesgue measure. Consequently 

G, • ^ n / 7 9 |
l ^ ( / / . a ; ) ^ 0 

for s in the same set S. In particular, H LU C /?g,,f, (Gj • i/;iV), s £ S, which guarantees 

that Pu occurs with infinite multiplicity in 

r© r© 
/ / , ^Vv //• 

Either way, we get infinite multiplicity on both sides of equation (4.14). 

(4b) dim q • op — 2 dim !)•<£>— dim J) -u, generically. Then consider the natural 

projection 

G, • <p H / ^ ( / / • a;) — G, • V H p-^{H • LU). 

It is clearly an //-equivariant surjection. It is not injective now, but it is a bijection 

of //-orbits. To see this , it is enough to show that if for g\ G G\ we have 

then (/? and g\ • (/? are in the same //-orbit. For that, it suffices to prove 

H^ • <p = (p • Qj1 . 
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It is obvious that H^ • (p C <p + Gf~ . But in the situation (4b) we have 

2 dim f) • xp < dim g i • ip + dim Ï) • UJ 

= dim Q • (p —2 + dim rj • UJ 

= 2dimï) - (p —2. 

It follows that 

dim Î) • xjj = dim fj • (p — 1, 

from which H^ • p is an open connected subset of </? + g j 1 . But the same argument 

applies to any other p' G <p + g^ (since ipf G G • p in this case, see [8, Proof of 

Theorem 3.3 (i)]), and so the result follows. 

Now the same reasoning is valid for any ps. Hence 

(4. 15) G • if H /?"] (// • UJ) = (J G, • <As H p"jj (// • a;) — 
.V 

U G i - ^ n p - V / Z - a ; ) 
.V 

sets up a bijection of //-orbits. The left side of (4.15) is a countable union of H-

orbits. Thus at most countably many of the intersections on the right side of (4.15) 

are non-empty, say for s\, $2,. . . , 

oo 

G • <p n p-\(H • UJ) = U G , • v?,7 n />-1(// • UJ). 
7 = 1 

Next we show that every intersection G\ • IJJSJ D Pq\(H • UJ) is of full dimension. 

Just as in the normal case, the following argument is independent of Sj. So assume 

s\ = 0 and show 

(4.16) dimGj • I/J D p~{\(H • UJ) = dim H > ijj. 

After that we compute 

n^=#[G-pnp-^(H-uj)]/H 
oo 

= Y,*\G\-1>sC\pl\(H-u})\lH, 
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the equality of multiplicity in formula (4.14). It remains to prove (4.16). This is 
done by 

dimGi • -0 H p~^(H • UJ) = dimgi • 0 — dimï) • 0 +dimf) • UJ 

= dim q p — 2 — dim fj • i/? + dim f) • CJ 

= 2 dim ^ • 0 — dim f) - UJ — 2 — dim f) • 0 

+ dim I) • UJ 

= 2dim(I) • if — 1) — dimf) • ip 

— dim fj • I/J 

We arrive at the last case. 
(5) (Case (iv) of Theorem 3.2) q1 = q and g^ = (80)0. Then ^ I c , = 

J e v^+tfidt, and formula (4.2) becomes 

(4. i7) r <PU d\^H{u) = r r <+tapudx^H(uj) &. 
This case is handled in a manner analogous to the previous case, this time using 
the partition 

G-<p = \jGx '(<p+t0). 

To prove that, we note the inclusion D is clear from (G2)u)-p = p+q^- The reverse 
inclusion comes from G = G\(G2)U. The partition is disjoint because if we write 
(p< = (p +tf3,ipt = ip +tf3 = ip'\qi, we have G\ - y* = G\ - pf = > G\ • 0 ' = 
Gj • 1//—which impossible by the normal Qo <• Gi theory (since (q\)e ^ (qo)e )• 
We split the argument now. 

(5a) dim q • p > 2 dim Ï) • (p — dim Ij • u, generically. We have nu = +00 on 
the left in (4.17). To show infinite multiplicity on the right, we reason virtually 
word-for-word as in case (4a), replacing the parameter s everywhere by t. 

(5b) dim q • (p = 2 dim § -p — dim Ij • UJ , a; generic on /?~^ (G • p). Now consider 
the projection 

G, • ^ H />"{>(// • a;) — G, • 0 H p'^(// • a;). 

It is clearly an //-equivariant surjection—we prove it is a bijection of//-orbits. As 
in (4b), to see this it is enough to prove that for g\ e Gi,ifwehavegi-<^|Ql = p\q^ 
then p and g\ • p are in the same //-orbit. Now the equality insures that g\-p — ps 

for some s G îf. But in this case, the G-orbit structure forces s and 0 to lie on the 
same side of SQ (see [8], Theorem 4.1 (lib)]). Reasoning exactly as in that case [8] 
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as well as in (4b), we see that H^ • ips is an open and connected subset of <p + gj1, 
for any s on the same side of so as 0. Hence g\ • ip — h • (p for some h £ H^. The 
rest of the argument is finished precisely as in (4b). 

To complete the proof of formula (4.2), and so of Theorem 4.1, we must demon­
strate the equivalence of the measures that appear on each side of the equation. We 
have already accomplished that when the intermediary subgroup G\ is normal, the 
argument is identical to that of [6, Section 4]. Now for the non-normal situation. In 
subcases (1) and (2), wherein pq,Q](G • (p) = G\ • ijj, the equivalence of measures 
in (4.10) is obvious. It is also evident in case (3) since 

PQ,QI(G- if) = G\ • ip+U G\ • 0 ~ U G\ • 0 , 

and the third orbit is of smaller dimension than the first two. The equivalence of 
measure in (4.11) is then clear, since the canonical measure class on G • ip must 
project to those on G\ • -0 ±. The remaining two cases—where pQiQ] (G • (p) is a 1-
parameter family of G\ -orbits—are handled very similarly. I include the argument 
for case (4) and leave the other to the reader. We have pq^(G • <p) = Qv G\ • ips, 
and a natural fiber space 

G\ "ips — > P Q , Q ] ( G ' <p) 

i 
3î(^expîîX). 

Moreover, the push-forward of the canonical measure on G • <p is the natural 
fiber measure—that is, Lebesgue measure on the base the canonical G i-invariant 
measure on the fiber. The picture is //-equivariant, and so factors to a fiber space 

PQIA(G\ -^S)IH—>pqà(G- p)lH 

from which it is evident that the measures on the two sides of (4.14) are equiv­
alent. This concludes the proof of Theorem 4.1. 

5. Distinguishing like cases. For Gi C G of codimension 1 and non-normal, 
we have enumerated five possibilities for the structure of an induced representation 
Ind^ v^ or of a restricted representation ix^ \ G, . The distinguishing invariant for the 
former is the subalgebra go + Qe » where go is the canonical codimension 2 ideal 
determined by g i and 6 = ip |9o ; for the latter it is g^. However, in both categories 
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only three possible configurations are manifested by the representation—namely 

irreducible, a sum of two inequi valent irreducibîes, or a 1 -parameter direct integral 

of irreducibîes. In either category, the sum of two irreducibîes occurs in only one 

way, so no confusion can arise. But the other two possibilities (irreducible or a 

direct integral) occur in pairs. The invariants are different within each pair, but it 

is not transparent how that is reflected in the structure of the representation itself. 

The answer is to be found in the reciprocal process. To illustrate, the representation 

7T = Ind^ v^ will be irreducible if go + g# equals either go or g \. That these 

irreducible induced representations really reflect different cases can be understood 

by restricting each back to G\. Thus if 

7T = ix^ and g0 + So = Go, then 7r^|Gl = J i/^ds; 

while if 

7T = 7r̂  and go + G<? = Gi> then 7r^\G] = v^ 0 i/^-. 

Similarly, if TT is a 1 -parameter direct integral of irreducibîes, then each of the com­

ponents in the direct integral restricts back to G\ to give the same representation— 

but that restriction differs according to the case. Thus if 

IT = J Triads and Go+ 80 = G2, then 7r^+,a|Gl = *A/> Vs; 

while if 

IT = / ity+spdt and Go + Go is non-ideal, ^ gj , 

then n^+tp |G | = i/^ 0 î/^, Vf, 

where ipf is determined as follows. There is a unique SQ such that if (pSl) = exp SQY-

<p, 6S() = <^Jfl(), then qeH) + g0 = g,. Then ^' = ^2.v()L-

We can reverse the roles of induction and restriction. The restricted represen­

tation 71-̂  | G\ can be a sum of two inequi valent irreducibîes in only one way. But 

it can be irreducible or a 1-parameter direct integral in two ways. These can be 

distinguished by inducing back up to G. Thus if 

*VIG, = ^ and dimg^ = dim(g0)^, (q0)e ^ g^ C g2, 

r f® 
then Ind^i/^, = J TT^+sads\ 

while if 

fl>|c, = ^ andG</? = Gfl» then I n d ^ ^ = 7r^+ © ^ - ^ 
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where ^ are determined as follows. There exists a unique so such that dim G • 
{if + SQOC) = dimGi • ip. Then ip~ = ip + s\a, any s\ < SQ, (f+ — ip + S2&, 
any sj > so. Finally, if TT^ |G, is a 1-parameter direct integral of irreducibles, each 
of the components induces to the same (class of) representation(s) on G—but that 
class depends on the invariant q^. To wit, if 

7Ï>|G, = J v^ds and dimiqo^/qtp = 2, then lndG]i/^s = 7i>, VS; 

while if 

TT ÎG, = J Vxi>+0 dt and q^ = (Qo)g, 

then lndG]i/^+tp = n^ 0 7iy-, Vr 

where (p± are determined as above. 

6. Examples. We give several examples to illustrate Theorems 3.1, 3.2 and 4.1. 
These are analogous to the examples provided in [8]. We also give an example to 
illustrate the multiplicity computation (formula 4.9) in Theorem 4.1. The symbol 
£1 will denote co-adjoint orbits. 

(1) ax + b algebra q = sp{A,X}, [A,X] = X, ip = <pa£ = aA* + £X* G 

g*, Çla = aA*,a G 3Î; « * = {aA* + $X*:a G$R,£ < 0} 
(a) n = sp{X} flc = ^ | n = ^ x * 

, f l , i f C = 0 
M * - | je^ ds = j s g n ( 0 = s g n ( 0 7 ^ </£', if ^ o 

(b) qx = sp{A}, go = {0}, V = \j)a = aA* 

(2) g = sp{A,X, F,Z}, [X, r] = Z, [A,X] = X, [A, F] = Y, [A,Z] = 2Z 

v = ^ ^ c = <*A* + £** + ^ + C^* e g* 

Q ± = {aA* + ÇX* + 77r+ erZ* : a,£,r? G?R,r> 0}, e = ±1 

gi = sp{ A,X,Z}, g0 = sp{X,Z} 

G\ — orbits : Q}„ = aA*, a G 9? 
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Q^c = {aA* + r^X* + r2CZ*:a e 3 ? , r > 0}, (£ ,£ )€ CaBorelcross-section 
for'the action of U on K2 \ { 0} by a • (£,C ) = (ear],d2X ). 

^ — ^(0,0,0,1) 

TT ÎG, = J v^s ds 
TOO© 

= / ^<o„,,> * , 
J—oo 

sincep(G - (f) = {VV£,C '• a,£ £ 3£>C 
> 0} ; and if we write ^ = ^|g, = V>(0,o,D> 
then t/>.v = (exp^y • ^o,o,o,i)|9l = V>o,-*,i-
Similarly 7r(o,o,o-i)|G, = J 0 ^ . - . , * • 

(3) g = sp{A,X, F,Z}, [X, F] = Z, [A,X] = X, [A, F] = - 7 

¥> = <Pa,t,r,t =aA* + ÇX* + r]r+(;Z* e g* 

Q a = aA\ a G U 

Q4>î/ = { a ^ + ^ r + r 1 ^ : a e 5R, r > 0},(£,<) G C a Borel cross-section 
for the action R on U2 \ { 0} by a(£, ry) = (eai, ^77 ) 

Q(a,C) = G- w,o,o,C)'<* GK,C ^ 0 

(a) gi = sp{ A,X,Z}, g0 = sp{X,Z} 

Gi -orb i t s :^ c = a A * + ( Z * , a , C eU 

£ll
±c = {aA* + reX*+CZ*:a G Î ( , r > 0}, e = ±1,Ç GK 

^ = ^(a,0,0,0) 

^ = ^(a,0,r/,0) 

V = ^(a,C(^o„î/,0) 

^ = </V,0,0,<^o>) 

TT^IG, = ^Va' V>cr = ^(a,0,0) 
r© , 

%>|G, = J ^W ^ a 

The preceding four decompositions represent cases (v), (iv), (ii), (iii) of Theo­
rem 3,2, respectively. Case (i) is exemplified by example (2). The following are 
also illustrative. 
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(b) $ = sp{A,Z} 

V = ^(a,o,o,o KIPIH = 2 J P(a',o da . 

(c) fj = sp{A,X} 

<£ — < (̂a,0,0,Ç) 7T^|// = P(0,1) ©P(0 -1 ) . 

(4) The following example actually involves nipotent groups, but it illustrates 
very nicely the equality of multiplicity computation in Theorem 4.1. 

q = sp{A,X, Y,Z}9 [A,X] = K, [A,Y] = Z 

<p = <pa^A = aA* + ex* + r/F* + C^* € 9* 

(expzZ exp^y expxZ expaA) ' • ^pa^,v4 

i a—XT]— y(, ,$>+ari+({)a2Ç,Tl+(KiÇ ' 

Consider p = <̂ o,£,o,C' £ ^ 32, C > 0' anc* f) — 3tX. Ï) is contained in a 
codimension 1 ideal in q—namely n = sp{X, F,Z}, which is abelian. Now 

P*A(G • ¥>) = P*A { tp-yç^tfcrtt '• a^ £ ^ } 

= { É , X * : É , M } 

Moreover, for £ i > £, we have 

which has one component or //-orbit if £i = £, namely { ̂ (or,4,,o,c): a £ ^ } » but 
two components or //-orbits if £i > £, namely { </? / : a G îî} . 

Thus 

On the other hand, we can compute the restriction in stages. We have 
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which is not a point, so we are in case (i) of Theorem 3.1. In particular, 
roo0 

T«VU = / le.ds, 
J—oo 

where 6S = expsA • 0, of which a computation reveals that if 6 = 0(£,o,o> t n e n 

0. = ^+(i)^c,-,c,C)' * € » . N o w 

pn*(N • 0S) = pnA(0s) = (£ +(i)52C)X*, 

Moreover, for s G 5f and £ i ^ £, we have 

^•^np;i({e,}) = { ^ i ^ c ^ ) , flG»}np-i({c,}) 

Thus 

G-flnp-' l i({4i}) = U { ^ - ^ n p - 1
l j ( { ^ } ) : * = ± ) / 2 ( Ç , - o / C } . 

Also, for every s G 5R, there exists precisely one £, such that £i = £ + |s2£ ; and 
conversely, given £i > £, there exist precisely two s for each of which n^ = 1. 
This illustrates the computation (formula (4.9)) of equal multiplicity in formula 
(4.4) when both H and N are abelian. 
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