
Article

Institutional Change on Digital Platforms:
Temporal Shifts in the Power of Users,
Businesses, and States
Sverrir Steinsson

Under what conditions are user-generated digital content platforms responsive to pressures from users, businesses, and states? I
propose that digital platforms show different levels of responsiveness to users, businesses, and states over time. Early in a platform’s
life, the platform is highly sensitive to the demands of users, who have an opportunity to directly shape the institutional
characteristics of the platform through the threat of user revolt. The unique power of its users stems from the network logic that
underpins the value of the platform. As a platform grows and the size and centrality of its network increase, it becomes more
sensitive to pressures by businesses (through boycotts) and the state (through regulation). At the same time, the power of users
lessens as collective action problems become more severe and exit threats become less credible. The threat of user revolts has a
temporal significance: Unless users alter the institutional architecture of the platform and lock in pro-user institutional
characteristics early, the threat of user revolts becomes less consequential as the platform grows. Comparative case studies of
Facebook, Wikipedia, Digg, and Reddit provide support for the theory.

U
ser-generated content platforms exhibit substantial
variation in their institutional characteristics. On
some platforms, users exert considerable power

over platform policies, whereas other platforms are unre-
sponsive to user demands. At one extreme, Wikipedia has
a highly democratic internal structure and is weakly
responsive to outside actors. At the other end, Facebook
has a distinctly undemocratic internal structure while
showing some responsiveness to outside actors. Reddit
occupies a middle ground: Its platform is simultaneously
responsive to user demands andmindful of state regulation
and business boycotts. What explains this variation?
Under what conditions are digital platforms responsive
to pressures from users, businesses, and states?
In this article, I propose an explanation for the variation

in institutional characteristics across platforms and within
platforms over time. Using insights from historical insti-
tutionalism, I argue that timing, sequencing, and path
dependence play crucial roles in the institutional charac-
teristics of digital platforms. Early in the life of a platform,
users exert considerable power because of the platform’s
fragility and the abundance of exit options for users. If

users are dissatisfied with a platform’s operation, they can
exit to different platforms; this threat gives users consid-
erable leverage with which they can pressure the platform.
Most importantly, users have a unique opportunity to lock
in institutional reforms that give them considerable power
over the long-term trajectory of the platform. If platforms
are not responsive to user grievances, then users revolt,
exit, and join alternative platforms that provide a similar,
potentially better service.
The power of users lessens as the platform grows and

becomes a more central node in the larger platform
economy. When the platform becomes large, users face
greater collective action problems in protesting its policies,
as well as greater exit costs. And when a platform becomes
dominant in its space, users face considerable costs in
collectively migrating to a different platform. Large setup
costs, learning effects, coordination effects, and adaptive
expectations lead users to stick with a suboptimal and
unresponsive platform because it is too costly to
coordinate on an alternative platform.1 In a reformulation
of Albert Hirschman’s Exit, Voice, and Loyalty (1970)
framework, users of large platforms become less able to
exercise their “voice” to a meaningful end because the
“exit” option is not credible: Users lose the ability to push
for change within the platform.
However, large platforms remain responsive to busi-

nesses and states. These actors become more important
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focal points for pressure on digital platforms because they
have the means to harm a platform through organized
boycotts, lawsuits, or government regulation. This has two
implications. First, during these later stages, users focus
their protests on businesses and governments, arguing
for boycotts and state regulation against the platform.
Whereas users were once able to pressure small platforms
directly, the only remaining lever of pressure is through
intermediaries (businesses and states). Second, other actors
in society that are affected by the platforms increasingly try
to pressure the platforms through boycotts and govern-
ment regulation. As platforms become larger, they exert
greater social, political, and economic effects, which lead
those affected by the platforms to try to alter these impacts.
Consequently, users compete with a broader range of
actors to influence the platform.
I assess this theory with a comparative case study of

Facebook, Wikipedia, Digg, and Reddit. These cases vary
in key dimensions. Facebook, Wikipedia, and Reddit
consistently grew over time to become dominant plat-
forms in their space. All three organizations catered con-
siderably to user demands early on, but there is variation in
the extent to which users successfully locked in institu-
tional features that preserved user power. Early revolts on
Wikipedia led to features that placed nearly all power in
the hands of the user community; Reddit maintained
quasi-democratic characteristics by giving substantial
power to volunteer users who run subreddits as modera-
tors; and Facebook removed users’ advisory power once
the platform became unrivaled. In Digg’s case, the orga-
nization catered to users early on and had institutional
characteristics conducive to collective action, but its inat-
tentiveness to user demands at a key juncture prompted a
mass user exit to a smaller but credible competitor plat-
form, Reddit. To assess the plausibility of the theory, I
evaluate evidence derived from online archival data, sec-
ondary reporting on internal debates among platform
management, and, in the case of Facebook, internal
communications that were made publicly available in
antitrust lawsuits.
This article makes several contributions. First, it pro-

vides analytical accounts of the institutional characteristics
and transformations of several important digital platforms.
These accounts are valuable because these platforms shape
our politics, economy, and culture, as well as our everyday
life.2 It is worthwhile for political scientists to understand
the internal politics of the platforms, as well as the
frequently forgotten early history of the platform econ-
omy. In contrast to much existing work on digital tech-
nology in political science, which highlights interactions
between platforms and states, this article emphasizes the
importance of user power in understanding digital plat-
forms. Second, digital platforms can shed light on impor-
tant debates in the social sciences about governance,
revolts, and democracy, as well as political economy.

The richness of data and the speed of interactions in the
digital world create opportunities to assess major debates
about democratization and social movements in ways that
are difficult in nondigital environments. This article’s
findings are consistent with theories of democratization
that see the emergence of democratic institutions as the
result of a bargain between weak rulers and a relatively
strong population with the means to harm leaders through
resistance or exit. The paper also highlights the importance
of contingency and lock-in: groups that have a temporary
power advantage can lock in their advantages through
institutions.

Digital Platform Organizations and
Network Effects
Digital platforms are organizational forms enabled by
digital technology that comprise a core that enables add-
ons and complementarities (in a technological sense),
connect different actors (in a market sense), and engage
in governance over the actors and the add-ons (in a
political sense).3 In a technological sense, platforms are
“nonliving” blocks of technology that enable add-ons and
complementarities, in which a “core” platform is enhanced
by a “periphery” of add-ons. The platform is an interme-
diary that enables individuals and groups to interact either
through a marketplace connecting buyers and sellers or,
more broadly, a forum where individuals communicate
and observe the communications of others. Regardless of
whether we consider platforms as foundations for com-
puter engineers to build applications, marketplaces that
bring buyers and sellers together, or digital public squares,
they are political institutions that engage in governance
over the actors who use the platforms. The platforms set
and enforce rules governing how actors use platform
functions and how actor contributions are integrated to
the platforms. They determine what kinds of applications,
merchandise, and speech are allowed.

The network logic that underpins digital platforms
makes them unique among organizational forms.4 Con-
sistent with other research on digital platforms, I claim that
the value of a platform lies primarily in its network, not in
the quality of its goods and services.5 Thus, unlike other
firms, platforms seek large network size and centrality,
even at a disadvantage to short- and medium-term prof-
itability. The viability of a platform depends on its ability
to accumulate a sizable user base and to leverage the size of
that user base to accomplish its goals. These goals may or
may not be profit-related—Wikipedia and Linux, for
example, are organized as nonprofits, whereas others like
Facebook and Genius.com are for-profit corporations.
The value of the platform is tied to the larger network of
actors who have considerable autonomy and contribute
value to the platform. The more users who join a platform,
the greater the value of the data that can be harvested
(Rahman and Thelen 2019; Weymouth 2023); the more
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consumers use a platform, the greater the value of the
platform to sellers (McAfee and Brynjolfsson 2017;
Rochet and Tirole 2003; Tirole 2020); and the more
contributors to a collaborative project, the better the
project will be (Benkler 2002; Weber 2004). Thus, an
inherent dynamic of self-reinforcing growth characterizes
the platform model.
As network size increases, a platform becomes more

stable and secure, because it can derive benefits from its
prominent position in an online system, economies of
scale, and positive feedback effects. Once an organization
grows to the size of a Google, Reddit, or Wikipedia, it
becomes exceedingly difficult for challengers in the same
field (other search engines, discussion forums, and ency-
clopedias) to compete and provide equivalent services
(Rahman and Thelen 2019; Weymouth 2023). It is this
profound network effect that makes platform companies
distinct and why traditional understandings of monopolies
cannot be applied to measure the power of platform
companies (Gawer 2014; Rahman and Thelen 2019;
Tirole 2020; Weymouth 2023). The power of these
companies is not necessarily measured by their market
size but by the centrality and size of their network in a
larger online ecosystem.6 Once a platform achieves size
and centrality in the ecosystem, it exerts considerable
power over rival traditional businesses, as well as other
digital platforms, which come to depend on the central
platform to operate (Atal 2021, see also Cennamo and
Santalo 2013; Cutolo and Kenney 2021; Gawer and
Cusumano 2002; Rietveld, Ploog, and Nieborg 2020).
Thus, there are considerable first-mover advantages and
winner-take-all dynamics in the digital platform sphere.
This logic leads many digital platforms to offer their

services to users for free (Fourcade and Kluttz 2020;
McAfee and Brynjolfsson 2017). For example, the more
people who use Google, the better its services to users and
advertisers will be. Zuboff (2020, 68) describes this feed-
back effect as follows: “Search needed people to learn from,
and people needed Search to learn from. This symbiosis
enabled Google’s algorithms to learn and produce ever-
more relevant and comprehensive search results. More
queries meant more learning; more learning produced
more relevance. More relevance meant more searches
and more users.” This feedback effect was essential to
Google becoming dominant among search engines.
Economists describe these markets as “two-sided” or

“multi-sided” because the platform is an intermediary that
simultaneously serves multiple actors. A strictly one-sided
organization, such as a standard grocery store, buys a good
and sells it to customers (Evans and Schmalensee 2016). A
two-sided platform, in contrast, acts as an intermediary
between two distinct groups of platform participants—for
example, consumers and sellers—whose participation on
the platform provides each other with benefits. In a strictly
two-sided market, the more potential consumers exist on

one side of the market, the more valuable the platform
becomes to potential sellers on the other side of the market
(Rochet and Tirole 2003; Tirole 2020). In a multi-sided
platform, multiple distinct groups of participants provide
benefits to other participant groups (see Evans and Schma-
lensee 2016).
In the case of Facebook, it is difficult for users tomigrate

to other platforms that provide an equivalent service
because of collective action and coordination problems.
In other words, users who dislike Facebook policies and
features may remain on the platform because they are
unable to coordinate the departure of their friends to a
different platform. An internal 2011 Facebook survey of
users found that users of the recently created competitor
Google+ had “a hard time convincing their friends to
participate because 1/thereisn’t [sic] yet a meaningful
differentiator from Facebook and 2/ switching costs would
be high due to friend density on Facebook” (States
v. Facebook 2020, 15). In the case of Wikipedia, users
who disapprove of aspects of the encyclopedia could in
theory “fork” the entire encyclopedia and set up a new
version. A fork is when a platform makes its software free
and open-source, thus allowing users to use the platform’s
software to set up a new platform without the involvement
of the original developer. However, the new platform is
extremely unlikely to be successful, particularly as the
original platform increases in size.

Digital Platforms as Political Institutions
Despite the prominence of these platforms in everyday life
and their increasing political salience,7 political science
research has not yet adequately addressed digital plat-
forms.8 Instead, information scientists, economists, soci-
ologists, and legal scholars are conducting most of the
scholarly research on digital platforms. Existing research
examines platforms as unique organizational forms and
increasingly important market actors. Even though it
focuses on how platforms as organizations coordinate
actions by a large set of actors and how they are distinct
political-economic actors, one literature review stated that
“platform companies remain undertheorized within polit-
ical economy” (Atal 2021, 336).
Even among political economists, much of the existing

research emphasizes the interactions between the platform
companies and “external” actors, such as states, traditional
businesses, and society at large. Platform companies and
nonprofit platforms are rarely studied as political systems
and governance systems in their own right. When atten-
tion is paid to the internal political dynamics of platforms,
it often unduly emphasizes the platforms’ hands-off and
libertarian approach to content and promotes optimistic
and utopian visions of how collaboration occurs within
platforms (Acquier 2018; Benkler 2002; Reagle 2010).
Many research efforts take the principles of hacker culture
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and the open-source movement, which stress the lack of
governance and hierarchy, at face value.9 As Carla Ilten
(2014) writes, “Much of the discourse about peer-to-peer
platforms still focuses on platforms that seem to meet the
ideal of cyber-communism and practical anarchism—a
perceived absence of management.”
In contrast, I maintain that these platforms are highly

contested internally, as the actors who own the platforms,
work for the platforms, use the platforms, or are otherwise
affected by the platforms seek to alter the platforms’
functions. Actors challenge how Facebook treats misin-
formation, how Reddit handles hate speech, what websites
Google should prioritize in search results, what recom-
mendations YouTube should provide viewers, and how
subjects are presented on Wikipedia. Actors also contest
how these platforms treat the rights of users, customers,
merchants, and staff. In short, the internal politics of these
platforms matters.

A Temporal Theory of Institutional
Change
The logic underpinning for-profit platforms, as well as
nonprofit platforms such as Wikipedia, is that one
side of the “market” (usually “readers,” “viewers,” and
“consumers”) must be attracted to the platform for it to
be worthwhile to the other side of the “market” (usually
“advertisers,” “sellers,” and “volunteer contributors”).
This means that platforms go to great lengths to appease
one side of the market, such as providing free services to
regular users (e.g., Facebook), enticing influential users
to join and remain on the platform (e.g., giving monetary
rewards to content creators on YouTube, Snapchat, and
TikTok), and implementing governance rules that make
the platform attractive to users (e.g., prohibitions on
offensive content).
This article argues that platforms in their early stages are

most responsive to users. This is when they are attempting
to expand its network and are highly vulnerable to chal-
lengers and competitors. During this period, owners fear
that users will exit, particularly in situations that enable
coordinated exit. Thus, platforms are extremely responsive
to user grievances because users have credible exit options
that raise the power of their voice. However, as the
platform becomes larger and more stable, and exit options
narrow, threats to exit lose their credibility. Users become
more loyal, and platforms have weaker incentives to
implement institutional changes in response to user
demands.
Large setup costs, learning effects, coordination effects,

and adaptive expectations lead users to stick with a sub-
optimal platform (see Pierson 2000; Shapiro and Varian
1998). As the platform grows in network size and central-
ity, the setup costs of creating a new institution increases; it

becomes more costly for users to learn to operate alterna-
tive platforms; it becomes harder for users and other
relevant actors to coordinate around a new platform; and
actors increasingly orient their behavior around the dom-
inant platform. In other words, it becomes exponentially
more difficult for users to credibly threaten the survival of
the platform through a user revolt.

H1: Platforms are more responsive to users in the early years
of the platform.

There is a major exception to this trend: If users
successfully demand that the institutional architecture
of platforms locks in user power at critical early junctures,
they can retain leverage even as the platform grows and
begins to face less competition from other platforms. The
institutional architecture formalizes involvement by the
user community in governance of the platform, raises the
costs for the platform of reneging on user rights, creates a
focal point of coordination, and generally makes it easier
for users to engage in collective action. The restraining
power of this institutional architecture is like that of
representative institutions in democratic political sys-
tems. Some platforms have institutional features that
are akin to parliaments and judiciaries, as well as those
that disperse power throughout the platform in ways akin
to feudalism. Platforms may also have features that
permit users to sabotage the functionality of the platform
by filling forums and feeds with spam or by turning off
popular forums and feeds, which is akin to strike actions
by organized labor. One of the unique ways in which
platform users can restrain platform owners’ power is
through the ability to fork, using the platform’s software
to set up a new one without the involvement of the
original developer.

H2: Platforms with pro-user institutional architecture remain
responsive to users over time.

As platforms gain network dominance, they show
greater responsiveness to threats from businesses and
states. These actors become more important focal points
for pressure because they have the means to harm a
platform through organized boycotts, lawsuits, or govern-
ment regulation. This has two important implications.
First, users focus their protests on businesses and govern-
ments, arguing for boycotts and state regulation against
the platform. Whereas users were once able to pressure
small platforms directly, the only remaining lever of
pressure is through intermediaries (businesses and states).
Second, other actors in society who are affected by the
platforms increasingly try to pressure the platforms
through boycotts and government regulation. As plat-
forms become larger, they exert greater social, political,
and economic effects, which leads those affected by the
platforms to try to alter these impacts.
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H3: As platforms become increasingly socially and econom-
ically consequential, they show increased responsiveness
to businesses and states.

These explanations for institutional change on plat-
forms draw on political science research on democratiza-
tion that links the creation of democratic institutions to
the presence of powerful groups with the means to harm
rulers through resistance or exit (Bates and Lien 1985;
Deudney 2007; Moller 2014; Stasavage 2016). For exam-
ple, rulers in medieval Europe were more likely to establish
representative institutions when they faced the threat of
external war and when elites in the polity had mobile
wealth and exit options (Bates and Lien 1985; Kenkel and
Paine 2023; Stasavage 2016). Representative institutions
were more likely to emerge in small polities because of
lower collection action costs and less power asymmetry
between the ruler and the governed (Deudney 2007,
54, 127–29). And expansion of the electorate was more
likely to occur in labor-scarce New World colonies as a
means to attract and retain colonists (Engerman and
Sokoloff 2005; Kennedy 2022; Nikolova 2017).
Similarly, the empirical section of this article examines

how democratic institutions formed on Wikipedia, strip-
ping powers away from “benevolent dictator” Jimmy
Wales; how the unresponsiveness of Digg to user demands
led to its fall and to the rise of Reddit; how Reddit’s quasi-
democratic features gave it the edge in the competition
against Digg and gave powerful users the means to restrain
what Reddit leadership could do; and how Facebook was
very responsive to its users’ demands when it was a
growing platform in the 2000s, but not in the 2010s
and thereafter when it was dominant.
This article offers a parsimonious explanation for insti-

tutional change on digital platforms.10 It should thus carry
explanatory power and be generalizable to more cases than
those studied.11 The theory outlined here does not make
deterministic claims but probabilistic ones. It makes
“more likely” and “less likely” claims about the implica-
tions of network size for the power of users, businesses, and
states. This means that users could successfully stage a user
revolt on a digital platform with a large network size, but
doing so becomes harder as the network size increases.
The first scope condition of the theory is that it only

applies to digital platform organizations. This scope con-
dition arises from the importance of network effects,
which are uniquely applicable to these organizations. A
second scope condition is that the theory cannot explain
institutional dynamics on platforms that purposely seek to
remain small and exclusive; for example, a small online
discussion forum. A third scope condition is that this
theory holds in democratic countries where governments
permit free speech and free enterprise. In authoritarian
countries, the dynamics of the platform economy may be
different, because governments severely constrain speech

and markets, which affects what kinds of digital platforms
can emerge. A fourth scope condition is that the theory
might only apply to digital platforms where the users
provide free content to the platform. The extent to which
the theory applies to digital platforms that solely entail
monetary transactions between sellers and buyers should
be assessed in future studies.12

The independent variable is network dominance, and the
dependent variables are user power, business power, and state
power. Network dominance is measured as the size and
centrality of a platform within larger networks. This is
necessarily a qualitative and multifaceted relational vari-
able that captures the dependence of users and other
participants in the platform ecosystem on one platform
versus competing platforms. The power of users, busi-
nesses, and the state are measured by the degree to which
these actors can compel digital platforms to take actions
that the platforms otherwise would not. These demands
can entail clearly stated threats to take actions against a
platform, as well as the implicit risk that the actors will act
against the platform even if they do not specify so in
advance.13 Internal communications among platform staff
and their responsiveness to perceived user grievances
provide important pieces of evidence to gauge user power.

Research Design
This article assesses these hypotheses using cases from four
platform organizations—Wikipedia, Facebook, Digg and
Reddit—in which users provide content and value to the
platforms for free. The four platforms are chosen because
they are important, understudied, and varied.14 Each case
has a vast number of observations with which to assess the
theory.15 The cases allow for generalizability but that there
are only four cases also provides descriptive richness and
maintains internal validity. I conducted a within-case
analysis to examine the same case over a long stretch of
time, thus holding key aspects constant while observing
variations in the independent and dependent variables.
The cross-case comparison explored whether the expecta-
tions of the theory held true for dissimilar platforms (see
George and Bennett 2005, chap. 8; Goertz and Mahoney
2012, chap. 7).16

Each of the four platforms experienced user revolts,
when users openly and collectively protested their policies
and functions. For the purposes of this article, a user revolt
was considered successful when the threat of or imple-
mentation of a revolt led the platform to adjust its policies
in line with those of the protestors. In those cases, the
platform management responded to successful user revolts
with institutional changes that were intended to reduce user
grievances.
The article assesses the theory through process-tracing

of each platform over its lifespan. It relies on a variety of
data sources: online archival data, contemporaneous
news reporting, statements by the platform management,
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secondary scholarly publications, and evidentiary docu-
ments from legal cases involving the platforms (which
revealed internal platform deliberations). The observable
implications of the theory are that each platform offers
quick and strong responses to user revolts in the early years
of the platform, a period during which business boycotts
and state intervention are nonexistent or relatively minor.
As the platform grows larger, it offers weaker and delayed
responses to user revolts, while responding quickly to
business boycotts and threats of state intervention. Fur-
thermore, internal deliberations among the leadership in
the platform reflect this temporal variation. The one
exception to these temporal variations is the existence of
institutional arrangements that enable users to engage
collective action and compel the platform, even as the
platform grows. The next several sections provide detailed
narratives of key episodes that adjudicate the validity of the
theory.

Wikipedia
Wikipedia, founded in 2001 by Jimmy Wales and Larry
Sanger, is an online encyclopedia built on an open-source
peer collaboration organizational model.17 The encyclo-
pedia is free to use, and anyone can edit it. There are more
than 46 million registered Wikipedia accounts, of which
approximately 130,000 are active (Wikipedia 2024).
Wikipedia is one of the most popular websites in the
world: The English Wikipedia is frequently at the top or
near the top of Google searches for a known person or
event in the English language. Wikipedia is widely per-
ceived as a trustworthy and reliable source of information,
giving it considerable power in public discourse and
ideational diffusion (Bruckman 2022; Steinsson 2024).
This section examines the power of users, businesses, and

states over Wikipedia’s lifespan by focusing on three user
revolts: (1) the 2002 revolt against advertisement on the
platform, (2) the gradual removal ofWales’s powers over the
period from 2003–10, and (3) the 2006 conservative revolt.
The first two revolts were successful in ushering in pro-user
institutional features and nullifying potential influence by
businesses and states. These revolts madeWikipedia wholly
responsive to its users and wholly unresponsive to outside
pressures. They succeeded because of credible threats of exit
by core editors who made effective use of Wikipedia’s
internal institutions. The third revolt failed, yet the reasons
why it did so are consistent with the mechanisms of the
theory. Its failure can be traced to the outsider status of the
revolting users and their inability to organize their revolt
through Wikipedia’s internal institutions.

The 2002 Revolt against Advertisements
On February 26, 2002, an influential editor on the
Spanish Wikipedia created a “fork” of Wikipedia, estab-
lishing Enciclopedia Libre. He did so because he wanted

Wikipedia to commit to preventing advertising on the
platform and to change its domain from .com to .org.
Before this fork, Wales had equivocated about allowing
advertising on the platform, making comments that the
Spanish editor had interpreted as an intention to introduce
ads on the platform. He had contributed extensively to
Wikipedia pages and was on good terms with many
members of the then-small Spanish editor community.
Because of his stature in the community and the small
number of his editor peers, he was able to persuade the
core of editors on Spanish Wikipedia to join him in the
creation of Enciclopedia Libre (Jemielniak 2014; Reagle
2010; Tkacz 2015). The new fork was an existential threat
to Wikipedia. A month after the fork’s creation, Enciclo-
pedia Libre had twice as many pages as Spanish Wikipedia
(Wikipedia 2022). The success of the fork threatened to
fragment the open-access online encyclopedia space and to
create a more successful version ofWikipedia. The survival
of Wikipedia was at stake.

Six months after the fork, Enciclopedia Libre had
approximately six times the number of entries as Spanish
Wikipedia (Wikipedia 2022). At that time, Wales
relented and committed to prohibiting ads onWikipedia.
The Wikipedia domain changed from .com to .org,
entailing a commitment to the nonprofit status of Wiki-
pedia. Shortly thereafter, Enciclopedia Libre was largely
abandoned, and the Spanish editors returned to the fold
(Jemielniak 2014; Reagle 2010; Tkacz 2015). The com-
mitment to prohibiting advertisements on Wikipedia
had serious implications, because it prevented the ency-
clopedia from becoming profit-driven and beholden to
advertisers and other business interests. In 2013, ad space
on Wikipedia had been valued as high as $5 billion
annually (Chozick 2013).

The Removal of Jimmy Wales’s Powers
Over the course of Wikipedia’s lifespan, Jimmy Wales
gradually lost power. Although he was “the final authority”
in Wikipedia’s early days (Jemielniak 2014, 159),18 he
effectively lost nearly all his power by 2010. Wales’s deci-
sion to create a dispute settlement body in 2003 to handle
the large numbers of disputes that he could not personally
settle due to time constraints was a prominent turning point
inWikipedia’s history. Before creating this body,Wales had
the sole authority to settle disputes by imposing sanctions
against editors. Wales handpicked the members of this
body, the “Arbitration Committee,” who held limited
terms. Formally, Wales had the power to appoint members
of the committee, but in practice, his appointment powers
were quickly curtailed.19 In effect, the Arbitration Com-
mittee became Wikipedia’s Supreme Court.

After creation of the Arbitration Committee, the expec-
tation was set that Wales would not use his powers in ways
inconsistent with community norms. In 2009, however,
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he prominently violated these norms when he used his
blocking powers to ban a popular administrator on the
English Wikipedia. The action sparked a furor among
Wikipedians. Ultimately, the Arbitration Committee, the
very body that Wales had created years earlier, rendered a
judgment that Wales had failed to follow Wikipedia
guidelines on blocking policy. Subsequently, the admin-
istrator’s position was unbanned, and Wales relinquished
his own blocking power. Jemielniak (2014, 163) writes
that this moment “symbolically marks the moment when
the Arbitration Committee started to exert its authority
over Wales, rather than the other way around.” Shortly
thereafter, Wales also relinquished his power to ignore the
outcomes of advisory elections for members of the Arbi-
tration Committee, turning his role of appointing arbitra-
tors into a purely ceremonial one (164).
A situation in 2010 brought Wales into conflict with

the community yet again. That year, Fox News reported
on the presence of pornographic imagery on Wikipedia,
including purported child pornography. Wales saw this
situation as a threat toWikipedia’s reputation. Rather than
allow Wikipedia’s community to resolve whether to
remove the content, Wales acted unilaterally to remove
it and ignored community discussions. This sparked a user
revolt, leading approximately 75% of participants in a
Wikipedia quorum vote to strip Wales of his power.
Numerous prominent editors threatened to exit the Wiki-
pedia project unless Wales acceded. Wales ultimately
relinquished virtually all his remaining powers. Thus, less
than ten years after the creation of Wikipedia, Wales had
lost all but his ceremonial powers.

2006 Conservative Revolt
The success of the Spanish fork stands in contrast with two
attempts in 2006 to fork Wikipedia because of conserva-
tive users’ disapproval of the perceived ideological bent of
Wikipedia content. Conservative users created two sepa-
rate encyclopedias, Conservapedia and Metapedia. How-
ever, these forks were not threats to Wikipedia because, by
then, it had become large and stable: It was a key focal
point for individuals interested in building encyclopedic
content. Fragmenting the online encyclopedic space
would require the aggrieved conservatives to persuade a
mass of core Wikipedia’s users to exit, which they were
unable to do. More importantly, these two user revolts
were not driven by top Wikipedia editors, but rather by
new and inexperienced editors who had sought to alter
Wikipedia content: They had no clout in the Wikipedia
community and had little ability to persuade similar-
minded Wikipedia editors to exit. In other words, they
did not use Wikipedia’s internal institutions to coordinate
collective action.
In theory, the successful forking of Wikipedia over

conservative grievances might have been a threat to

Wikipedia. It could have delegitimized Wikipedia as a
biased source and fragmented the online encyclopedia
space along ideological lines. However, because the revolts
occurred late in Wikipedia’s development, were led by
outsiders and were organized outside Wikipedia´s internal
institutions, they were not credible threats to Wikipedia
and did not lead to institutional changes on the platform.
Had this revolt occurred earlier and been led by top
insiders, it might have prompted Wikipedia to introduce
policies to guard against purported liberal or anti-
conservative biases.

Facebook
Facebook is a social networking platform founded in 2004
by Mark Zuckerberg and several fellow Harvard Univer-
sity students. By 2008, Facebook reached 100 million
active users and surpassed its main competitor Myspace in
popularity. By 2012, it reached a billion active users and
held its initial public offering. By 2015, Facebook had the
most active users by platform and was among the top five
largest platform companies in terms of market value
(Evans and Gawer 2016).
This section examines the power of users, businesses,

and states over Facebook’s lifespan, with a focus on three
sets of cases: (1) user revolts during Facebook’s early years,
(2) Facebook’s introduction of direct democracy, and
(3) post-2016 institutional changes in response to pres-
sures from businesses and states. These cases demonstrate
constant jostling between Facebook’s management and
the user base in the early years of the platform, as Facebook
tempered its ambitions to increase its profitability and
abstained from controversial policy changes or aborted
attempted changes to the platform out of fear that users
would revolt. However, as soon as Facebook gained
market dominance, it became unresponsive to users while
showing increased concern for pressure by businesses and
interventions by states.

User Revolts in Facebook’s Early Years
Early on, Facebook demonstrated considerable respon-
siveness to users. Zuckerberg was so concerned about user
satisfaction that he rejected ideas to introduce advertise-
ments and other commercial content on Facebook in its
early years, even though it would have created short-term
profitability for the company (Kirkpatrick 2010). An
internal 2008 Facebook report found that one of the
pillars of Facebook’s success was its responsiveness to user
demands for privacy and control of their own data (States
v. Facebook 2020, 23). Its responses to user revolts in the
early years of Facebook demonstrate how responsive Face-
book was to user demands and how spooked Facebook was
at the possibility of losing users to then-viable competitors.
In 2006, users revolted when Facebook launched its

news feed function because of concerns that the content
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posted on an individual’s page would appear to people
outside the friend network. The concerns were misguided
—users’ privacy settings remained the same—but dem-
onstrated that a large section of the user base would hold
Facebook accountable for infringing on their privacy and
that users would be hostile to any restrictions of their rights
(Arrington 2006). More than 700,000 users joined protest
groups over the news feed change (Story and Stone 2007).
Zuckerberg responded quickly to the concerns, pledging
to work quickly to set up “better privacy controls”
(Facebook 2006; The Guardian 2006).
In 2007, a second large user revolt occurred. It was in

response to the introduction of the “Beacon” program
whereby Facebook automatically displayed individuals’
purchases and other online activity in their news feeds
without their approval. Protestors, which included the
progressive organization MoveOn.org, targeted Facebook
and its partner websites in the program. The protests got
one major web retailer to quickly stop participating in the
project (Story and Stone 2007). Less than a month after
the introduction of the advertising tool, which had been
intended tomake the company profitable, Facebook rolled
back the feature.20 Facebook executives were taken aback
by the protests and misjudged what the user base would
accept (Vaidhyanathan 2011, 91).
In 2009, users revolted again in response to changes to

the Facebook terms of service, which would have allowed
the company to retain data from users who deleted their
accounts. The furor again led Facebook to backtrack on
the change (BBC News 2009; Parr 2009). In 2010, yet
another revolt occurred over changes to privacy settings
tools on Facebook. The change made user data, such as
who was friends with whom and the things that they liked,
public, and it was impossible to opt out of this change
(Van Buskirk 2010). Facebook ultimately backtracked
again, allowing users to opt entirely out of the data sharing
(Kobie 2010).21

By 2010 and early 2011, it was clear that Facebook’s
main competitor, Myspace, was precipitously declining,
leaving Facebook as the dominant actor in the space.
Between February 2010 and February 2011, Myspace’s
traffic decreased 44%, and advertisers stopped entering
into long-term agreements with the platform (Steel 2011).
Emboldened by its newfound dominance, Facebook
planned to roll back user rights. In the summer of 2011,
Facebook began implementing a policy change to remove
users’ ability to untag themselves in photos. However,
Facebook shelved these changes due to reports that Google
was creating a rival platform, Google+. In internal email
discussions, Facebook COO Sheryl Sandberg wrote, “For
the first time, we have real competition and consumers
have real choice… we will have to be better to win” (States
v. Facebook 2020, 27). One Facebook executive said that
the “most urgent priorities in response to the competitive
threat from Google+” were to “improve site stability/

performance quality to shore-up our user experience,”
and another one said, “IF ever there was a time to AVOID
controversy, it would be when the world is comparing our
offerings to G+” (27–28).

Facebook engaged in surreptitious anti-user actions
during this time, but they all revolved around the ability
of apps to integrate Facebook features with those of
Google+ (such as importing Facebook contacts into Goo-
gle+). These actions were intended to make collective
action harder. One Facebook employee criticized the
move as “anti user” and anticompetitive in internal com-
munications with colleagues (Federal Trade Commission
2021, 44–45).

Direct Democracy on Facebook
To avert unexpected user revolts in response to changes in
the platform architecture, Facebook implemented user
referenda and enabled direct input on proposed changes.
In the aftermath of the 2009 user revolt, Facebook pledged
to publish draft versions of its proposed rule changes and
allow input by the community. Decisions by the commu-
nity would be binding if 30% of all active registered users
participated in the referenda. The 30% threshold proved
to be problematic because nowhere near that large a
percentage of Facebook users could be motivated to
participate. The first vote in 2009 had approximately
0.3% turnout, and subsequent referenda had similar
turnout levels. In 2012, Facebook asked voters to take a
position on new policy changes that would abolish the
referenda. Eighty-eight percent of voters voted against the
proposed change, but because the voters comprised less
than 0.1% of the total Facebook population, Facebook
went ahead with it (Robertson 2018). Facebook’s decision
to scrap the referenda coincided with internal Facebook
research that showed in early 2012 that Google+ no longer
posed meaningful competition (States v. Facebook 2020,
27–28).

Responsiveness to Outside Actors
Unlike in the early years of Facebook, when reporting was
replete with stories about user revolts on a regular basis,
news coverage in the last decade has focused primarily on
pressures applied to Facebook through organized boycotts
or by political actors, as well as “revolts” by Facebook
staff.22 In the aftermath of the 2016 election and Face-
book’s role as a vector for misinformation and hate speech,
as well as in fomenting political violence, Facebook faced
concerted pressure by businesses and politicians to change
its policies. Facebook responded by making greater use of
fact-checking and banning various figures who promoted
“violence and hate.”

The changes implemented by Facebook reflected a
balancing act between different political interests. Face-
book attempted both to appease liberals who did not want
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Facebook to be a vector of misinformation and conserva-
tives who bemoaned censorship. Although it implemented
changes that made it appear as if the platform were fact-
checking misinformation and enacting restrictions on
accounts that repeatedly promoted misinformation, vio-
lence, and hate speech, Facebook regularly made excep-
tions for popular right-wing websites and figures. Separate
batches of leaked materials showed that conservative fig-
ures received preferential treatment (Dwoskin, Timberg,
and Romm 2020; Seetharaman 2018; Silverman and Mac
2020; Solon 2020; Timberg 2020).
Amid the 2020 George Floyd protests, businesses orga-

nized a major boycott of Facebook because of its policies
on hate speech. In response, Facebook quickly expanded
hate speech prohibitions on the platform. However, main-
taining its delicate balancing act, Facebook carved out
exceptions for hate speech by prominent political figures,
which allowed posts by President Donald Trump to
remain (Isaac and Frenkel 2020). Andrew Marantz
(2020) described Facebook’s logic as follows: “If Facebook
were to ban Trump, he would surely try to retaliate with
onerous regulations; he might also encourage his sup-
porters to boycott the company.”

The Fall of Digg and the Rise of Reddit
Digg was founded in 2004 by Kevin Rose, and Reddit was
founded one year later by Steve Huffman, Alexis Ohanian,
and Aaron Swartz. Both platforms are feed aggregator
websites with discussion forums. Users discover, share,
and recommend web content on which the broader com-
munity of users “dig”/“upvote” or “bury”/“downvote.”
On Reddit, users contribute links or comments to
“subreddits” (forums dedicated to topics), whereas Digg
users did the same for specific categories such as technol-
ogy, science, and business.
Both platforms had institutional features that gave

considerable power to users, because the mission of both
was to identify the most interesting content through
crowdsourcing and aggregation. User power, however,
was institutionalized in different ways on the two plat-
forms. On Digg, top users—those who provided a lot of
highly upvoted content—were given a privileged position
and could use their clout to organize collective action. To
incentivize quality content, Digg created a reward system
for top contributors. Thus, top contributors had greater
sway than other users in the platform’s algorithm, and
from the outset, Digg had a structure whereby users had
considerable power and could easily coordinate exit, if they
wanted to. On Reddit, in contrast, the main source of user
power lies in the hands of “moderators,” volunteer con-
tributors who set up and govern subreddits. A plethora of
subreddits exist on Reddit, covering every conceivable
topic from baby corgis to political science. Themoderators
are to some degree responsive to subreddit users, because

users who are upset about the moderation can set up a new
subreddit devoted to the same topic.
Both platforms had to engage in balancing acts to

simultaneously manage disputes between users, monetize
the platforms, avoid lawsuits, and avoid government reg-
ulation. Of the two platforms, Digg had a head start and
was a clear favorite to become dominant in this space.
However, it failed to be sufficiently responsive to user
demands. Digg reached its peak in 2010 and subsequently
saw most of its user base migrate to Reddit. By May 2010,
Reddit had become the bigger platform with 9.2 million
unique visitors (up from 1.7 million in January 2010),
compared to Digg’s 7.3 million visitors (Metz 2012).
This section examines (1) Digg’s early user revolts and

eventual collapse, (2) subreddit moderator revolts on
Reddit in 2015 and in 2023, and (3) censorship by Reddit
of its subreddits since 2011. These cases demonstrate how
both platforms were responsive to user demands early on
and had institutional characteristics conducive to collec-
tive action. However, Digg’s inattentiveness to user
demands at a key juncture prompted a mass user exit to
Reddit. As a dominant actor in this space, Reddit has been
somewhat responsive to user demands when they credibly
threaten collective action, but it has otherwise only been
responsive to the threat of business boycotts and state
action. This is different from the early years of both
platforms, when they were fully beholden to user
demands, even risking lawsuits and violating laws to
appease users during their platforms’ growth phase.

User Revolts on Digg
Digg was responsive to early user rebellions. In 2007, users
on Digg shared an illegally obtained processing key for
HD-DVD, which made it easier to copy HD-DVD discs.
The sharing of the HD-DVD key was copyright infringe-
ment, creating a legal liability for Digg. The IP owner sent
Digg a “cease and desist” letter, which led Digg to remove
all mentions of the code. This prompted a user revolt, as
users kept sharing the code and remarking on the contro-
versy. Digg subsequently reversed its decision. Kevin Rose,
the founder of Digg, wrote to the community that Digg
removed the content to “avoid a scenario where Digg
would be interrupted or shut down.… But now, after
seeing hundreds of stories and reading thousands of
comments, you’ve made it clear. You’d rather see Digg
go down fighting than bow down to a bigger company. If
we lose, then what the hell, at least we died trying” (NBC
News 2007).
Throughout its history, Digg sought to strike a balance

between elite and common users. Digg introduced
changes at various points that were intended to satisfy
different elements of the user base. Top users’ privileges
were a source of tension on the site. Allegations that
top users engaged in canvassing, vote rigging, and paid
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contributions sparked a user revolt, which led Digg to alter
its algorithm to reduce the weight given to the content
provided by top users and to make it easier for common
users to contribute content and have it rise to the top.
When top users on Digg threatened to leave because of the
algorithm change, Digg’s leadership set up a video call with
the top users and weekly townhall meetings where users
could ask questions of the Digg leadership. These actions
reflected responsiveness toward the user base.
Digg’s downfall occurred in 2010. That year, its Ver-

sion 4 update overhauled the user interface of the website,
allowing publishers to auto-submit content on Digg;
previously, users could only do so manually. A key driver
behind the overhaul appears to have been a desire by Digg
management to make the company profitable in advance
of a sale. The low valuation of Reddit in its 2006 sale to
Condé Nast led Digg management to try the new tack of
allowing prominent publishers to auto-publish on the
platform (Rose 2021).
In its deliberations ahead of launching Version 4, Digg

had included top users, who strongly criticized the beta
version that they tested. Nonetheless, Digg defied the top
users and pushed ahead with the overhaul. The new
version prompted a massive user revolt. Users subse-
quently used the features of the platform to criticize the
changes and credibly threatened to exit by increasingly
sharing links to Reddit on Digg. Digg failed to heed the
demands of the users and refused to revert to the old
version. Consequently, Digg users collectively coordinated
an exit to Reddit. One reason why Reddit was a popular
destination for the rebels was its perceived user freedom
and self-governance. Thus, Reddit succeeded because of
the failure of Digg to respond to user demands.

Subreddit Moderator Revolts
Moderators of each subreddit have the power to disable
their subreddits, and one way in which redditors hold
Reddit management accountable is by disabling the many
subreddits that Reddit comprises by making them
“private” or “restricted.” These blackouts could have a
substantial impact on the value and functionality of Reddit
if many popular subreddits were disabled—just as if a
printed newspaper were to lose numerous sections, the
finished edition would be incomplete and unsatisfying.
In 2015, moderators of major subreddits on Reddit

blacked out their subreddits in disapproval of Reddit’s
decision to fire Victoria Taylor, a popular administrator
and Reddit staff member, as well as the firing of another
Reddit staff member who was recovering from cancer.
Redditors called for Reddit CEO Ellen Pao to step down.
Pao wrote a letter of apology to the community and
ultimately resigned (Abad-Santos 2015). In 2017, mod-
erators of some large subreddits staged a blackout over
Reddit’s hiring of Aimee Knight as an administrator. The

protest centered on Knight’s support for her father, who
was convicted of raping and torturing a child. Reddit CEO
Steve Huffman shortly thereafter ended Knight’s employ-
ment (Robertson 2021).

In 2023, moderators of many subreddits blacked out
their subreddits to protest plans by Reddit management to
charge users for using its application programming inter-
face (API), which up until then had been freely accessible,
and to shutter third-party apps. This was part of a larger
plan to increase the profitability of Reddit by stopping tech
companies from scraping AI training data for free (Zeff
2024). Reddit management opted to weather the storm,
rather than give in to rebel demands. Reddit CEO Steve
Huffman tried to delegitimize the revolt by comparing the
moderators to “landed gentry” and highlighting how most
ordinary redditors neither used third-party apps nor cared
about API pricing (Serrano 2023). Huffman called for
“more democracy” and threatened to replace the protest-
ing moderators, whom he argued were not acting in line
with the preferences of ordinary redditors (Serrano 2023).
The protest was costly to Reddit, but the low salience of
the issue to ordinary redditors may help explain why
Reddit management considered a large-scale user exit
unlikely and why they opted to ignore the moderators’
demands. Ultimately, the revolt failed.

Reddit’s Censorship of Subreddits
There are limits to the power of user discontent on Reddit.
One controversial aspect of Reddit has been its relatively
hands-off libertarian approach to content on the platform.
This has been a point of contention among users who
disapprove of subreddits that are vectors for harassment
and hate speech, as well as disreputable and illegal forms of
pornography.

Even though the vast majority of redditors may disap-
prove of sharing a platformwith groups that engage in hate
speech and harassment, it has proved virtually impossible
for users to organize a revolt to change the editorial and
curation policy of Reddit. This may be because a revolt
requires a large degree of coordination among many users:
The users would have to agree on what the editorial policy
should be, which subreddits should be prohibited and
which should be allowed, and what action should be taken
to pressure the Reddit management. This is in stark
contrast to the Pao situation, in which a simple case of
unjustified firings led redditors to make simple demands:
Pao must resign. It was easier to organize around this focal
point.

Reddit’s history with controversial subreddits indicates
that the organization is far more responsive to media
coverage than to the user community. Media coverage of
the moral and legal pitfalls of Reddit has implications for
whether businesses want to advertise on the platform and
whether the organization will be dragged into legal
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quagmires. The first time that Reddit effectively censored a
subreddit was its removal of r/jailbait, a subreddit orga-
nized around sexualized and pornographic photos of
underage girls. The existence of this subreddit was con-
tentious within the user community. In September 2011,
CNN’s Anderson Cooper ran a report about the subred-
dit, bringing widespread “outside” attention to the kinds
of content that thrived on Reddit. Cooper’s report fea-
tured an official statement from Reddit’s management
defending the policy that allowed the subreddit to exist.
However, less than two weeks later, Reddit decided to ban
the subreddit (Popkin 2011; Smiley 2012). The decision
to ban this specific subreddit—but not other subreddits
that have similar content—indicates that the decision was
motivated by media scrutiny. After all, shortly after r/jail-
bait was banned, clone versions of the subreddit popped
up and were allowed to stay.
A similar pattern can be seen with other subreddits that

may upset the broader Reddit community but do not get
banned except after media scrutiny.23 The sizable sub-
reddits r/beatingwomen (banned in 2014), r/creepshots
(banned in 2012), r/fatpeoplehate (banned in 2015),
r/gore (banned in 2019), r/watchpeopledie (banned
in 2019), r/TheFappening (banned in 2014), r/pizzagate
(banned rapidly after its creation in 2016), r/greatawaken-
ing (a QAnon subreddit banned in 2018), and other
subreddits with titles including racial slurs followed similar
patterns as with r/jailbait: The bans of the subreddits
coincided with negative media reporting, and little effort
was put into stopping similar “clone” subreddits (Clark
2019; Rogers 2015). These clones were apparent to Reddit
users but evaded further media scrutiny.
The most consequential case of subreddit censorship

was the r/The_Donald, a very large pro-Trump subreddit
that frequently appeared on the frontpage of Reddit. Hate
speech and harassment were common on the subreddit,
but Reddit management did not act against the subreddit
until 2019 after it included targeted threats of violence
against police and politicians in Oregon (Vigdor and
Chokshi 2019). Reddit management took the half-hearted
step of “quarantining” r/The_Donald, which meant that
the subreddit continued to exist but users who did not
subscribe to it could not see it. It was not until June 2020,
amid the George Floyd protests, that Reddit took the step
of banning r/The_Donald amid reporting about racism
and harassment on Reddit (NPR 2020).

Discussion
This section briefly summarizes the main findings from
the preceding empirical sections and links key components
from the four case studies.
In the case of Wikipedia, the successful revolts against

advertisement and Wales’s overreach indicate that elite
users leveraged their value to the encyclopedia and their
ability to coordinate collective action to get Wikipedia’s

founder JimmyWales to surrender a substantial part of his
power and to create institutions that ensured self-
governance by the user base. Crucially, this happened
early in the platform’s life when Wikipedia was not yet a
stable and successful platform. Users who control key
levers of power onWikipedia have subsequently been able
to influence decision making by the managers of the
platform. In contrast tomuch existing work onWikimedia
governance, which sees the institutional architecture as
stable over time (Jemielniak 2014; 2016; Konieczny 2009;
Piskorski and Gorbatai 2017), this article highlights con-
tingencies and process in producing an institution wholly
responsive to its user base.
At the same time, outsiders who launched revolts when

Wikipedia was considerably more stable and who did not
possess control of its key institutional levers were unsuc-
cessful. Efforts by conservatives and far-right individuals
in 2006 to rectify what they considered to be the “liberal
bias” of Wikipedia failed. Their alternative encyclopedias,
Metapedia and Conservapedia, were not credible threats
against Wikipedia. Furthermore, the Wikipedia users who
led the conservative revolts did not organize their revolt
through Wikipedia’s internal institutions, and they were
not elite users who had a long record of contributing to it,
which contributed to their failure to persuade other editors
to depart en masse.
In the case of Facebook, we see the platform manage a

balancing act in its early years when it sought to take baby
steps toward profitability without prompting a mass user
exit and a death spiral. Facebook managed this balancing
act by repeatedly attempting modest changes and then
immediately backtracking when it faced backlash from the
user base. This showed considerable responsiveness to
users and skittishness about user revolts.
Facebook’s behavior is consistent with the expectations

and mechanisms of my theory. The platform showed an
willingness to heed user grievances only when the users
had credible exit options: The internal communications
among Facebook leadership made it clear that their
responsiveness to user demands was highly contingent
on these credible exit options. At the time of Myspace’s
demise, Facebook was set to implement drastic policies to
roll back user rights and increase the profitability of the
company. What restrained them was news that Google
was going to launch a competitor. In the words of Face-
book COO Sheryl Sandberg, “For the first time, we have
real competition and consumers have real choice…we will
have to be better to win” (States v. Facebook 2020, 27). In
the absence of credible exit options, the platform is
emboldened to disregard users’ wants.
Facebook did implement referenda to gauge user

sentiment on the platform, but the way they were structured
suggests that the leadership was not motivated by
a principled regard for user rights. Instead, the referenda
helped the platformmanagement learn about user grievances
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so that they would not be surprised by users’ reactions to
policy changes and face the risk of unexpected mass exits.24

The 30% threshold for the referenda effectively meant that
nonewould be binding because only highly committed users
would participate. The fact that there were relatively few
such users meant they could not successfully coordinate
action against Facebook and keep the platform accountable.
This stands in contrast to the institutional structures on
Wikipedia and Reddit, where a small number of highly
dedicated users could organize collective action.
An analysis of Reddit and Digg demonstrates how the

institutional setup on both platforms provided users some
means to coordinate collective action, although the plat-
forms were not as wholly democratic as Wikipedia. The
dispersal of power across subreddit moderators limits the
ability of redditors to restrain management. In addition,
these moderators may struggle to coordinate a revolt unless
there is a focal point around which to organize. Nonethe-
less, even if they fail to coordinate and the revolt is
scattered, they can still impose costs on management by
“blacking out” subreddits.
Elite users who hold institutionalized power can impose

substantial costs on Reddit management and pressure the
platform into acting in response to user grievances. The
2015 revolt against Ellen Pao is an example of a successful
revolt; in contrast, the 2023 revolt over API pricing failed.
However, in both cases, the revolutionaries had the ability
to impose substantial costs on the platform’s management.
That said, it is difficult for Reddit users to have a mean-
ingful say on more complicated issues, such as subreddit
censorship; on that issue, the Reddit management instead
largely has taken its cues from business pressure.
Across these four cases, there are three dynamics that

bear examination: (1) elite users versus regular users, (2)
meaningful versus superficial reforms, and (3) varieties of
pro-user institutions. First, the cases show that there may
exist a tension between empowering active elite users
versus passive regular users. Platforms like Wikipedia
and Reddit enable the most passionate and active users
to strongly shape policy. These elite users hold onto these
powers even if other users are passive and do not contrib-
ute. Digg managed tensions between elite users and
regular users through a balancing act where it granted
privileges to elite users that were occasionally modified
when regular users expressed grievances. Facebook was
able to undermine collective action by its user base by
creating a participation threshold in its referenda that
effectively meant that the grievances of themost passionate
and active users could only directly translate into policy if
they were able to cajole passive users into participating.
Second, the case studies highlight how some reforms are

deep and meaningful while others are superficial and
intended to briefly temper a user revolt, business boycott,
or state intervention. Media attention led Reddit to censor
prominent subreddits that promoted highly controversial

content. At the same time, it frequently let duplicate
subreddits remain on the platform that promoted the
exact same content that the bans were intended to erad-
icate. This shows a level of superficiality in Reddit’s
response to external pressure: The platform sought to
appease external critics by censoring the most prominent
controversial subreddits while knowing that those external
critics would not be attentive to the duplicate subreddits.
Some of Facebook’s actions also indicate the superficiality
of its reforms. For example, Facebook’s referenda were
arguably intendedmore tomake Facebook seem responsive
to its users than to give users any meaningful say on policy.
Similarly, its policy on hate speech is a half-measure that
seeks to appease multiple audiences by creating exceptions
that enable powerful purveyors of hate speech to remain
on the platform.

Third, the platforms examined here highlight the vari-
eties of institutional setups that enable collective action by
users. On a platform such as Wikipedia, we observe how
users set up noticeboards to settle high-stakes disputes and
make rules; use institutions akin to courts to hold both
regular users and elite users (administrators, arbitrators,
and Wikipedia founder Jimmy Wales) accountable; and
hold frequent plebiscites on all content and all rules, which
reinforce a democratic spirit and keep power in the hands
of the user community. On Reddit and Digg, we see how
users can take advantage of the fundamental nature of
these platforms, their discussion component, to raise
grievances, organize collective exits, and hold subreddit
moderators and platform managers accountable. More
importantly, we see how subreddit moderators can cripple
Reddit by disabling large parts of the website. This can be a
powerful lever of influence against the Reddit manage-
ment, but to be successful, subreddit moderators must
organize among themselves to initiate blackouts at the
same time. This means that the blackouts are more likely
to be successful on issues that are simple with clear
solutions (such as firing a staff member) than on multi-
faceted issues with difficult solutions (such as devising
bright-line rules on acceptable speech and behavior).

Conclusion
The institutional architecture of digital platforms varies
considerably across platforms, as well as within each
platform over time, which affects their responsiveness to
users. This article proposed an explanation rooted in
network effects and temporal sequencing to account for
these variations. Due to the logic of network effects,
platforms show greater responsiveness to users in the early
years of their existence, and this responsiveness decreases
over time. As the platform grows, users must influence the
platform through intermediaries such as businesses, which
can boycott it, or states that can regulate and so punish
it. At the same, more actors in society seek to influence the
platform when its impact on social, economic, and
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political outcomes increases. There is a key exception to
this temporal variation, namely that users can success-
fully lock in institutional features early that retain user
power over the long run. In other words, by altering the
institutional architecture of a platform, users can retain
the ability to engage in collective action against the
platform even when it becomes a behemoth. A compar-
ative case study of four platforms—Facebook, Wikipe-
dia, Reddit, and Digg—provided evidence consistent
with the theory.
This article contributes to existing research on digital

platforms by highlighting their important internal poli-
tics. Its theory incorporates structural features of the
platform economy while emphasizing contingency and
process in explaining variations in platforms’ institu-
tional characteristics over time. Much existing work on
the platform economy, particularly in political science,
assumes that digital platforms are internally apolitical
spaces whose actions and outputs can primarily be
understood through their interactions with external
actors, such as states, businesses, and international orga-
nizations.25

In contrast, this article shows that internal politics on
digital platforms can enable users to profoundly shape
their institutional characteristics. Most research on dig-
ital platforms in political science neglects internal politics
and focuses instead on the interaction of platforms with
external actors. As I show, assumptions that platforms are
unitary actors whose actions are primarily understood
through their interaction with external actors do not
necessarily hold. Even among political scientists who
take platform users seriously, the focus is primarily on
explaining how the institutional setup of different plat-
forms affects the power of users, not on how users can
alter the institutional setup of platforms (Forrestal 2017;
2021a; 2021b; Wong 2023). The institutional architec-
tures of platforms are not fixed and inevitable but rather
emerge through contestation. Early on, this contestation
happens internally, as platform managers seek to engage
users; later, the platforms are primarily responsive to
external actors (unless users lock in pro-user institutions
early on).
These findings are consistent with scholarship on

democratization that links the creation of democratic
institutions to the presence of powerful groups with the
means to harm rulers through resistance, exit, or both
(Bates and Lien 1985; Deudney 2007; Moller 2014;
Stasavage 2016). In a reformulation of Albert Hirsch-
man’s Exit, Voice and Loyalty (1970) framework, I show
that platform users become less able to exercise their
voice to a meaningful end when the exit option is not
credible.
Future research should examine the extent to which this

theory extends to a larger universe of cases in the platform
economy to determine its precise scope conditions.

Further study is needed to assess to what extent the
argument applies to platforms that are strictly transac-
tional, such as Amazon and Uber.26
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Notes
1 See Pierson (2000). Shapiro and Valarian (1998) use

the term “switching costs” to refer to the reluctance of
users to switch between systems once they have made a
choice.

2 See Farrell (2012), Bruckman (2022), Srivastava
(2023), and Steinsson (2024).

3 This definition comprises various elements present in
definitions by Gawer (2014); Parker and Van Alstyne
(2012); Hein et al. (2020); and De Reuver, Sorensen,
and Basole (2018).

4 Key characteristics of platforms are that they reduce
transaction costs, coordinate actions through modular
compartmentalization of tasks, solve tasks through a
large and diverse number of participants, and become
more valuable through “cross-side network effects”
(Asadullah, Faik, and Kankanhalli 2018; Evans 2014;
Evans and Gawer 2016; Parker and Van Alstyne
2012).

5 These are ideal types of organizational forms. Plat-
forms are not unique in their roles as nodes and
intermediaries between actors. This is, after all, what
traditional firms in the Coasean perspective do: They
serve as nodes between multiple actors to produce
products from their combined efforts (Coase 1937).
What makes platforms unique is the extreme nature of
network effects.

6 A traditional antitrust case would consider whether the
size of a firm adversely affects prices for consumers and
whether the firm’s size is substantial enough to deter
the market entry of new firms. This logic does not
work as well in a two-sidedmarket, because the growth
of firms like Google and Facebook does not lead to
price increases for the users of the platforms (who use
the platforms for free; Rahman and Thelen 2019;
Tirole 2020).

7 A 2019 report by the Stigler Center (2019, 14–15)
concluded that “digital platforms are uniquely
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powerful political actors” because of their economic
power, agenda-setting power, complexity, connectiv-
ity, and ability to appeal to the national interest. These
characteristics make government oversight difficult.
According to the report, “Google and Facebook have
the power of ExxonMobil, the New York Times,
JPMorgan Chase, the NRA, and Boeing combined.
Furthermore, all this combined power rests in the
hands of just three people” (15).

8 See Zhurayska, Petrova, and Enikopolov (2020).
9 For more on hacker culture and the principles of the

open-source movement, see Levy (1984), Raymond
(1999), Himanen and Torvalds (2001), Coleman
(2012; 2014), and Weber (2004).

10 King, Keohane, and Verba (1994; 123) argue that a
curtailed number of explanatory variables can maxi-
mize leverage. Geddes (2003, 7) recommends that
theories be “simple…[yet] apply broadly.”

11 Case studies can be generalizable if the chosen cases are
representative of the total population (King, Keohane,
and Verba 1994) or of a class of cases (George and
Bennett 2005, 110).

12 When sellers and producers are a dominant part of a
platform’s user base, the power dynamics between a
platform and its users may be different. See Eaton et al.
(2015); Rietveld, Ploog, and Nieborg (2020); and
Cutolo and Kenney (2021) for their discussion on
“complementors.”

13 In other words, if the digital platforms are implement-
ing institutional changes or avoiding implementing
institutional changes in expectation of being compelled
by one of these actors, then that is a measure of an
actor’s power. Excluding such cases would result in
selection bias and flawed measurements.

14 The cases are not randomly chosen. Random selection
of cases is ill-advised in case study research for several
reasons (Braumoeller and Carson 2011; Fairfield and
Charman 2017; Geddes 2003; George and Bennett
2005; King, Keohane, and Verba 1994, 126, 135;
Goertz and Mahoney 2012). Cases should instead be
chosen in a way that provides maximal leverage in
evaluating the hypotheses of interest. The inclusion of
irrelevant cases may bias the results (Braumoeller and
Carson 2011).

15 See King, Keohane, and Verba (1994); Geddes
(2003); and George and Bennett (2005) on the value
of a large number of observations.

16 Some might challenge the appropriateness of includ-
ing both for-profit platforms and nonprofit platforms
in the analysis. There are several reasons why the profit
status of the platform is not a scope condition for the
theory. What matters is whether a network effect logic
underpins the organizational model of the platforms.
Network effects are central to the four platforms,
regardless of whether they are motivated by profit or

other goals. Lastly, it would be erroneous to assume
that the nonprofit and for-profit status of these orga-
nizations is a fixed constant that cannot be altered. As
the empirical section of the article shows, user power
and pro-user institutional characteristics may help
enshrine the nonprofit status of a platform like Wiki-
pedia and restrain the ways in which a platform like
Reddit seeks profit (Reddit has famously never turned
a profit). The shift of the most prominent AI organi-
zation, OpenAI, from nonprofit to profit status shows
that nonprofit status is not fixed in stone.

17 For the evolution of Wikipedia, see Steinsson (2024),
Bruckman (2022), Piskorski and Gorbatai (2017),
Aaltonen and Seiler (2016), and Aaltonen and Lanzara
(2015).

18 In the early days of Wikipedia, Wales was sometimes
referred to as a “benevolent dictator.” Formal
power and authority were in his hands, but he usually
deferred to community consensus (Jemielniak
2014, 160).

19 As soon as 2005, the members of the Arbitration
Committee reflected a combination of arbitrators who
had been handpicked by Wales without advisory
elections and those picked by Wales after advisory
elections (Deggans 2005).

20 Facebook continued to harvest the data: It just no
longer made that data public in users’ news feeds to
their friends (Eldon 2007).

21 However, the default option was to make most
information public (Bilton 2010).

22 By 2010, media reporting on Facebook began to
emphasize the size and influence of the platform, as
well as plans to move toward profitability (e.g., Hud-
son 2010).

23 For example, a post calling for the ban of r/beating-
women appeared on the front page of Reddit in 2011
(Reddit 2011).

24 Facebook‘s referenda bear similarities to elections in
authoritarian systems. Such elections are intended to
test for grievances and signal superficial accountability,
thus serving to bolster the stability of the authoritarian
regime (Geddes, Wright, and Frantz 2018).

25 A recent literature examines platform power (e.g., Atal
2021; Culpepper and Thelen 2020; Rahman and
Thelen 2019; Srivastava 2023; Weymouth 2023),
showing that platforms wield unique forms of power
in the economy and politics. I am fully in agreement
that digital platforms have the power to push back on
attempts by governments to regulate them, resist
efforts by businesses to boycott or sue them, and
manipulate users and forestall efforts by users to stage
revolts. However, a contribution of this article is
understanding how these actors are able to wield
power against platforms, which has been insufficiently
theorized in the existing literature.
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26 Lehdonvirta (2022, chap. 9), in which he examines
collective action attempts by Mechanical Turk users
on Amazon, is an example of such a study.
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