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            Introduction 
 In 1982, Richard Feynman wondered about the remarkable 

ability of quantum systems to compute their own time evo-

lution.  1   Could one harness the ability of quantum materials 

to solve the Schrödinger equation and create a fundamentally 

new class of computers? 

 Pioneering quantum computer scientists Peter Shor, Lov 

Grover, and others brought into focus the question of what a 

quantum computer can achieve that is new and different from 

ordinary (“classical”) computers. Shor’s algorithm  2   provides an 

exponential speedup in the factoring of large integers, a capa-

bility that can effi ciently defeat the Rivest–Shamir–Adleman 

(RSA) public key encryption scheme  3   that is widely used 

on the Internet. Grover demonstrated  4   how a quantum data-

base could enable quadratic speedup in search queries. Lloyd 

proved the correctness of Feynman’s original conjecture  5 

regarding quantum simulation, setting the stage for effi cient 

quantum simulation of materials. 

 In a quantum computer, information is stored in quantum bits 

or “qubits,” which can be thought of as a pair of quantum 

states that are part of “artifi cial atoms” made by the quantum 

mechanic. There are various ways of making these artifi cial 

atoms, and several of them are described in this issue of  MRS 

Bulletin . They range from ions, which are atomic systems, to 

devices made from billions of atoms such as quantum dots 

and Josephson junctions, which under the right circum-

stances behave like atomic systems. The internal states of 

these objects are described quantum mechanically, and for an 

N -qubit system, the information is contained in the  N -body 

wave function. In most designs, the qubit is formed from only 

two quantum states out of the many states of the artifi cial atom 

that exist, so a qubit is a quantum two-level system. More 

specifi cally, the information processed in a quantum computer 

is contained in the quantum-mechanical amplitudes of each of 

the  N -body, two-level system basis states. These are 2  N   com-

plex numbers. Such a system of  N  qubits forms the memory 

of the quantum computer, and this memory is transformed by 

physical interactions that must be precisely controlled. To pro-

cess this information, qubits are made to interact with each 

other via a pattern of classical control signals (e.g., electro-

magnetic fi elds) that couple the qubits and execute quantum 

logic operations. Such a quantum algorithm results in the 

evolution of all quantum information. The fact that controlling 

the interactions between  N  qubits drives the evolution of 2  N 

complex coeffi cients is central to why quantum computing is 

so powerful, at least at some tasks. 

 However, the information stored in these qubits is delicate. 

The complex amplitudes that specify a qubit can be corrupted 
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in two principal ways. First, many qubits are formed from 

the ground state and an excited state of a physical system. 

In this case, the energy relaxation mechanism to the ground 

state that leads to the radiative lifetime of the system causes 

the state of the qubit to decay, resulting in the loss of quantum 

information. The second way in which quantum information 

can be lost is via dephasing. Interaction of a qubit with the 

environment leads to additional relaxation channels that affect 

the phase as well as the lifetime of the qubit state. Essentially, if 

the qubit interacts with residual environmental degrees of free-

dom, for example other unaccounted for two-level systems, this 

will cause the qubit’s phase to change in a seemingly random 

manner even if the magnitudes of the amplitudes remain constant. 

Reducing ways in which the qubit interacts with its physical envi-

ronment is an important objective of every quantum technology. 

 Over the last 15 years, the fi eld of quantum computation has 

grown from a highly specialized and arcane branch of physics 

to one of the most challenging and demanding frontiers of ma-

terials science, engineering, and emerging technology. While 

there are still no “useful” scalable quantum computers, progress 

has been sustained, with several strong candidate architectures. 

Many of the challenges in developing a quantum computer 

relate to issues that are naturally suited for materials science. 

 In this issue of  MRS Bulletin , leading researchers in vari-

ous sub-disciplines of quantum information science describe 

specifi c materials-related challenges in constructing robust, 

long-lived quantum bits—qubits—and requisite quantum logic. 

These challenges can differ radically from classical infor-

mation technologies due to the unique demands placed by 

quantum computation. This new fi eld of quantum computa-

tion creates unique research opportunities for researchers with 

a deep expertise and understanding of these materials. It is 

hoped that this Introductory article will help to channel the 

expertise of the materials community to address challenges 

faced by quantum computing researchers. 

 Before we describe in detail the various approaches and 

relevant materials for quantum computation, it is worth giving 

a quick functional overview of how a quantum computer 

operates. Excellent reviews of quantum information and com-

putation are readily available.  6 – 8   Here we will focus on the 

essential aspects that one needs to know to understand the 

relationship to materials development. 

 It is helpful to compare the operation of a quantum com-

puter with a classical one, for in the end, both are expected to 

provide “answers” to computational problems. A “traditional” 

quantum computer should be “invisible” to the user in that it 

provides the answer to a problem that an ordinary computer 

is able to compute, but presumably with fewer computational 

steps. Such is certainly the case for Shor’s and Grover’s algo-

rithms, but for most applications (e.g., sorting tasks), there is 

no known speedup.   

 Quantum bits are materials 
 The essential link between information and materials was con-

tinually stressed by Rolf Landauer: “Information is physical.”  9   

DiVincenzo and Loss argued that “quantum information 

is physical,”  10   meaning that the quantum generalization of 

information only further highlights the inextricability of the 

information from its physical embodiment. In the same article, 

they laid out fi ve important criteria for quantum computation. 

(A later article published  11   in 2000, devoted exclusively to 

quantum computing criteria,  10   adds two requirements for quan-

tum information transmission.) These requirements, highlighted 

in the  sidebar , quickly became “marching orders” for a wide 

range of experimental proposals, many of which are described 

in this issue.     

 This basic set of criteria rest on the ability to rapidly and 

accurately manipulate 2  N   complex coeffi cients, presenting unique 

challenges for the materials used to host quantum information, 

particularly those associated with dephasing and errors that 

creep in that are intrinsic to quantum computing. 

 The issue is not whether phase information is lost but rather 

how fast. This is generally referred to as “dephasing,” a term 

familiar from nuclear magnetic resonance (NMR) studies of 

inhomogeneous systems. In fact, some of the earliest demon-

strations of quantum computing algorithms were performed 

using NMR.  12 , 13   The dephasing time is traditionally represented 

by  T  2 , while energy relaxation is governed by another time 

scale,  T  1 . 

 An important component of any realistic quantum com-

puter is a method for “quantum error correction.” Quantum 

errors arise from unwanted interference in the environment, 

leading to dephasing and other unwanted disturbances or “quan-

tum entanglement”  14   with the environment surrounding the 

qubits. Quantum error correction is challenging because meas-

urements of a quantum state in general disrupt the delicate 

superpositions that they are supposed to protect. The fi rst 

quantum error correction scheme was invented  15   by Peter 

Shor (who also conceived the quantum factoring algorithm  2  ). 

Amazingly, Shor employed “spooky” quantum entanglement 

inherent in quantum mechanics  16   to correct quantum errors 

without directly measuring the quantum state. (A complete 

history of the early development of quantum computing 

can be found in Reference  17 .) Depending on the quantum 

computing architecture, various error thresholds are required. 

Some of the most sophisticated codes (e.g., surface codes)  18   

require hundreds or thousands of physical qubits to stabilize 

a single logical qubit. A truly stable qubit, able to persist in a 

given quantum superposition over an indefi nite period of time 

(with the aid of quantum error correction), has not yet been 

demonstrated.   

 Materials metrics: The eye of the beholder 
 For the material scientist, one aspect that is particularly refreshing 

about the fi eld of quantum computation is the often contrast-

ing relationship between traditional metrics for information 

materials (e.g., complementary metal oxide semiconductor 

[CMOS] or magnetic storage) and those for quantum comput-

ing applications. In most applications, for instance, defects are 

undesirable, leading to reduced mobility and other degraded 
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properties. However, defects in solids form the starting point 

for some solid-state quantum bits. The nitrogen-vacancy 

(NV) center in diamond (see the February 2013 issue of  MRS 

Bulletin ) (and related defects in silicon carbide) has exceed-

ingly long coherence times that make it useful for long-lived 

room-temperature quantum memory. Quantum tunneling 

through oxide barriers can be problematic for CMOS logic; 

but controlled quantum tunneling is an important and often 

essential part of quantum logic. On the fl ip side, two-level 

“fl uctuators” residing in dielectrics used in Josephson junctions, 

unnoticeable for conventional applications, have a profound 

effect on coherence times in superconducting qubits. As the 

saying goes, “beauty is in the eye of the beholder.” 

 Depending on the architecture and proposal, sometimes 

enormous precision over the placement of single defects is 

required. In general, proposals that utilize solid-state mate-

rials to create and manipulate qubits often require excruciat-

ing control over material properties. Literally, single dopant 

atoms can constitute a qubit. Not all solid-state proposals 

require such control though. For example, superconducting 

qubits are typically quite “big” (i.e., millimeter-scale), involving 

superconducting transmission lines that are required to reduce 

   A scalable quantum computer must possess:

      1.      Scalable quantum memory.  

     2.      Ability to initialize qubits.  

     3.      Universal quantum gates.  

     4.      Qubit readout.  

     5.      Long coherence times for the qubits.  

     6.      Interconversion between stationary and “flying” 

(e.g., photonic) qubits.  

     7.      Faithful transmission of fl ying qubits.   

  The fi rst four requirements 

are “quantum” generalizations 

of requirements for ordinary 

computation—simply adding the 

word “quantum” to known require-

ments for universal (classical) 

computation. The fi fth requirement, 

quantum coherence, represents a 

radical departure from the classical 

bit. The distinction between  0    

and  1    is common to both classi-

cal and quantum computation, 

but the notion of quantum super-

position, that  0 1+    and  0 1−
  represent distinct quantum states 

that are non-orthogonal to  0    and 

 1   , means that there is more 

“internal” information stored in one 

(or many) quantum bits. A single 

quantum bit can be specifi ed by 

two complex coeffi cients  a  0  and 

 a  1 :  1 0 10 1Ψ = +a a   , where  0    

and  1    are distinct quantum states 

of the physical qubit. The most 

general  N -qubit quantum state 

requires 2  N   such complex numbers 
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   Much of the power of quantum computers is derived from 

this “internal” information. To represent even a modest num-

ber of qubits (300 or so) classically, using one atom per bit, 

would require more atoms than exist in the known universe.     

 Requirements for quantum computing 

  

  Comparison between a “classical” and quantum computer. (a–c) Classical computation. 

(a) A computer “boots up” with all of its bits set to zero, and the probability  P  for this state 

is unity. (b) During computation, the memory state changes. Depicted is the transition 

to an intermediate state  k  ( P ( k ) = 1,  P ( m ) = 0,  m  ≠  k ). (c) At the end of the computation, 

the computer has presumably arrived at the answer  a , which is obtained with unity 

probability. (d–f) Quantum computation. (d) The quantum computer is initialized so that all 

of its qubits are set to the  0    state. The probability distribution, governed by the square of 

the wave function  ψ , is a (Kronecker) delta function peaked around the  000 . . . 0    state. 

(e) The quantum evolution of this state proceeds via the Schrodinger equation, where 

time-dependent terms mediate physical interactions that depend on the materials used to 

represent the qubits. The quantum memory internally stores a vast amount of “information” 

(the probability amplitudes of 2  N   states) that is highly sensitive to disturbances. (f) If all goes 

well, the algorithm should “refocus” the wave function so that it is now peaked about the 

“answer”  a . Note that, in general, quantum algorithms do not give a deterministic answer.    
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the sensitivity of “transmon” qubits to charge noise. Extended 

even further into space are ion trap quantum computing archi-

tectures. In this case, the qubits are composed of internal degrees 

of freedom of single ions. But it is the manner in which these 

ions are trapped and made to interact that introduces many 

materials challenges.   

 Materials paradigms for quantum computing 
 This issue of  MRS Bulletin  highlights the materials issues 

associated with fi ve different approaches to quantum compu-

tation. These span an interesting axis of coherence and coupling. 

Generally, systems that are hard to couple to do not experience 

as much dephasing from inhomogeneous environmental noise 

sources, and this causes their coherence times to be longer. On 

the other hand, systems that are easy to couple experience just 

the opposite. Qubits based on ions in traps are an example of 

the former. They are isolated and have relatively long coher-

ence times, but they are also more diffi cult to couple together. 

On the other end of the axis, superconducting qubits based on 

Josephson junctions can be coupled together in circuits made 

using standard lithographic and microelectronic techniques. 

However, they suffer from noise picked up on the transmission 

lines, and this leads to relatively much shorter coherence times. 

In all cases, the precision of the materials used to make the qubits 

is paramount to solving these two contradictory requirements. 

The key materials basis for each of the fi ve computing para-

digms, listed in   Figure 1  , are reviewed in order to provide a 

primer for non-experts in each arena.      

 Qubits from quantum dots 
 One of the most powerful approaches to solid-state quantum 

computation involves the use of two-dimensional electron 

gases that are gated so as to confi ne single electrons and their 

spins. The technology that allows single electrons or holes to 

be confi ned in nanometer-scale regions of semiconductors has 

advanced only in the last decade or so, leading to startling 

scientifi c and technological demonstrations. 

 The twofold spin degeneracy of a single electron, which 

can be controlled now with exquisite precision, offers a natu-

ral basis for a quantum bit. The so-called “Loss–DiVincenzo” 

approach to spin-based quantum computing, named after two 

authors of a seminal theory proposal,  10   has guided this approach 

to experimental quantum computing for the last 15 years. 

 Eriksson et al., in this issue, survey efforts in both Group 

III–V and Group IV semiconductor structures, outlining several 

opportunities for materials research. Of the two, the III–V 

systems are more thoroughly investigated  25   but have features 

such as strong hyperfi ne coupling to nuclear spins that are 

not present in isotopically purifi ed SiGe systems. The SiGe 

system is not as extensively developed as the GaAs/AlGaAs 

system but is seeing rapid progress. Recently, “single-shot” 

readout of individual spins in SiGe quantum dots has been 

achieved,  26   which is an essential component in the functioning 

of any quantum computer. There are many materials issues 

in the SiGe system, such as lattice mismatch,  27   valley degen-

eracies,  28   and relaxation via misfi t dislocations  29   Both SiGe 

and AlGaAs exhibit high sensitivity to charge fl uctuation 

noise, some of which can be minimized by proper device layer 

engineering.   

 Qubits from defects 
 The search for defect states in solids with the capacity to store 

and manipulate quantum information represents a vibrant area 

of research. In particular, recent advances bring to focus the 

predictive power of modern computational techniques, most 

notably density functional techniques, in searching for new 

material hosts for long-coherence qubits. In 

their article, Gordon and co-authors review the 

NV center in diamond,  30 , 31   which holds promise 

for a host of applications, including quantum 

computation. The attractiveness of this system 

originates from the long-lived quantum coher-

ence, which can be initialized, acted upon, and 

measured using readily available techniques.  32   

A particularly exciting feature of this class 

of defects is the persistence of long coherence 

times even at room temperature.  33   Single NV 

centers can be patterned on demand, and much 

like atomic defects, they have highly reproduc-

ible properties. 

 Motivated by success with diamond, Gordon 

et al. describe the theory-driven search for 

defects in other material hosts. Taking advantage 

of the latest computational techniques,  34 – 37   the 

authors describe several interesting alternate 

materials. One of them, a di-vacancy center in 

SiC, has been found and shares many of the 

attractive features of the diamond NV center.  38 , 39   

  

 Figure 1.      Quantum bits (center) can be formed from a wide range of material systems.  19   

Clockwise from top: superconducting resonators and Josephson junctions,  20   SiGe gate-

defi ned spin qubits,  21   Majorana fermions in superconductor/semiconductor nanowire 

hybrid materials,  22   spin defects in solids,  23   and hyperfi ne states in trapped ion systems.  24      
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There are likely to be other such defects that are waiting to be 

discovered that have attractive features for quantum computa-

tion. The approach taken here highlights the important role 

played by computational methods in advancing the materials 

science relevant to quantum computation.   

 Topological qubits made with semiconductor 
nanowires 
 In their article on qubits formed in semiconductor nanowires, 

Frolov et al. describe both the growth of precisely formed 

nanowires as well as how qubits can be made by using them. 

Gold nanoparticles dispersed on a substrate surface provide 

nucleation sites and catalyze the formation of nanowires in 

chemical vapor deposition.  40   With two dimensions of con-

fi nement already formed by the wire geometry, quantum dot 

arrays can be made with linear arrangements of electrostatic 

gates that can be used to both defi ne the size of the dot as well 

as the coupling between dots. When combined with the super-

conducting proximity effect and an appropriately chosen mag-

netic fi eld, quantum wires made of semiconductors with large 

spin-orbit coupling have been proposed to give rise to the exotic 

Majorana fermion.  41   Indeed, in a pioneering experiment, the 

authors of this article showed spectroscopic evidence for the 

formation of Majorana fermions under exactly the right con-

ditions for them to be formed.  42   The benefi t of 

their application to quantum computing comes 

from the nature of the Majorana fermion itself. 

Two of these objects, which are necessarily 

physically separated in different locations 

in space, arise from one electron state, and a 

topological qubit resistant to dephasing by local 

perturbations can be made using them.  43   In a 

topological qubit, the location of the Majorana 

fermion is the quantum variable, as illustrated 

in   Figure 2  . Since many of the problems lead-

ing to decoherence and decay arise from the 

interaction of a qubit with local fi elds, by using 

a delocalized quantum mechanical state, some 

level of topological protection against loss of 

quantum information is obtained.       

 Superconducting qubits 
 Superconducting qubits are lithographically 

fabricated electrical circuits comprising induc-

tors, capacitors, Josephson junctions, and inter-

connects. In their article, Oliver and Welander 

review superconducting qubits, their decoher-

ence due to materials defects, and the tremen-

dous improvements that have been achieved 

over the past decade. 

 At the core of all superconducting qubits is 

the Josephson tunnel junction, which is a weak 

link between two superconductors mediated 

by electron tunneling.  44   When cooled to tem-

peratures accessible to a  3 He/ 4 He dilution 

refrigerator ( ∼ 20 millikelvins), these junctions exhibit quan-

tized energy levels and behave as “artifi cial atoms.” For exam-

ple, the quantum behavior of a Josephson phase qubit is due to 

quantum fl uctuations in the phase difference between the two 

superconducting electrodes, and this is visible if the experi-

mental environment is suffi ciently quiet.  45   The wave function 

of the ground state at zero current is a symmetric Gaussian 

function of the phase difference, and the wave function of the 

fi rst excited state is an antisymmetric function of the phase 

difference. This is illustrated in  Figure 2 . Other qubit designs 

are also possible, for example fl ux qubits that consist of a super-

conducting loop in which one or more Josephson junctions are 

placed. Flux states play the role of phase in these qubits. 

 Although superconducting qubits are macroscopic in size, 

containing about a billion atoms, many of the dynamical 

degrees of freedom are “frozen out” by the superconducting gap 

and the associated low temperature operation. Nonetheless, 

materials (or materials-related) defects remain. These are 

spurious two-level systems that interact with the qubit and 

localized surface electron states that can hold one electron 

spin. Such defects may cause energy decay and/or dephas-

ing of the qubit, limiting their effective coherence times and, 

ultimately, their utility in quantum information science and 

technology applications.  46   In their article, Oliver and Welander 

  

 Figure 2.      Qubit states for fi ve material systems.    
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review superconducting qubits, associated decoherence due to 

materials defects, and the tremendous improvements that have 

been achieved over the past decade.   

 Qubits based on ions in ion traps 
 Electromagnetic confi nement of individual ions (“ion traps”) 

represent a highly promising approach to the development of 

quantum information technology.  47   Here, the quantum state 

is a combination of the hyperfi ne electronic state of the ion 

and its center-of-mass motional state.  48   The ions are held in 

a harmonic confi ning potential provided by voltages applied 

to electrodes near the ion. The electrode geometry is a linear 

quadrupole much like what is found in mass analyzers in UHV 

systems, and ac voltages provide a nonlinear confi ning (pon-

dermotive)  49   force to keep the ions nearly on-axis. Quantum 

information is contained in the superposition of the two hyperfi ne 

states chosen to be used as 0 and 1. This is shown schemati-

cally in  Figure 2 . When the ion is excited from the motional 

ground state, this electronic superposition is changed. This 

process is used to bring two ions into close enough proximity 

that they interact. However, this also happens when local 

defect states on the surface of the electrodes that provide the 

confi ning potential for the ions become charged. This causes 

spurious electric fi elds that act on the ion.  50   A sudden electric 

fi eld can excite the ion into higher energy translational states. 

This is referred to as anomalous heating with respect to the 

translational motion of the ions. It causes decoherence due to 

the unintentional mixing of the hyperfi ne states as a result of 

the motion in the confi ning potential. 

 Understanding how this happens has been an important 

question for groups using ion traps to make qubits. Hite et al. 

describe in this issue experiments to study how motional excita-

tion is driven by surface defects and how this leads to quantum 

decoherence. The amount of anomalous heating observed is 

substantially greater than that attributable to Johnson noise, 

so other surface dynamics must be in play. The authors report 

that by combining sophisticated surface analysis with  in situ  

surface processing, a substantial reduction in the heating rate has 

been obtained. They outline the value of such improvements 

to a variety of other fundamental experiments.    

 Other quantum computer paradigms 
 The overview presented in this issue, while extensive, is far 

from comprehensive. Many important materials systems are 

not covered, not because they are unimportant but perhaps 

because they do not fi t neatly into the fi ve focus areas chosen. 

One important and highly infl uential proposal is the Kane 

quantum computer.  51   Here, the qubit is formed from electron 

and nuclear spins associated with single phosphorous donors 

in silicon. At the time it was proposed, the technology for iso-

lating and producing such structures seemed far from reality. 

But in recent years the technical and materials challenges are 

being met, and this approach remains vital. 

 There are also other less mainstream approaches to quan-

tum computation involving, for example, electrons trapped 

in surface states of helium,  52   exciton-polariton states,  53   linear 

optical quantum computing,  54   and others that are not covered 

in this issue. A related area of materials research focuses on the 

bottom-up synthesis of new quantum materials using ultracold 

neutral atoms trapped in standing waves of light. The so-called 

“cold atom Hubbard toolbox,”  55   for instance, refers to a large-

scale effort to develop a new type of quantum materials science 

where materials and physical couplings are engineered and 

precisely controlled, with the goal of simulating new phases 

of matter and ultimately serving as a tool for the guided dis-

covery of new materials. 

 The private manufacturer, D-Wave, advertises that “Quantum 

computing has arrived,” and markets a second-generation 

quantum computing system with a “512-qubit processor chip” 

consisting of pair-wise coupled superconducting fl ux qubits.  56   

The technology that D-Wave offers is fundamentally different 

from the architectures described previously, but is also likely 

to be susceptible to materials challenges similar to those for 

superconducting qubits. Recent work shows that the D-Wave 

quantum computers are likely what are known as “adiabatic 

quantum computers” that anneal the input state. Furthermore, 

there have been recent measurements claiming speed-up of 

various computational problems over classical computers.  57   

It is also worth noting that there are still disputes about all 

of these claims. Nonetheless, on the basis of work-to-date, 

D-Wave has sold their quantum computers to a number of 

applied research laboratories, and work is under way to evalu-

ate their computing performance.   

 Summary 
 This issue presents review articles that describe fi ve different 

approaches to quantum computing and the special materials 

issues affecting quantum coherence that arise in each of them. 

Preserving and maintaining the quantum information in qubits, 

entangling the component qubits by controllably causing 

the qubits to interact, and reading out the fi nal wave-function 

probability distributions are challenges they all face. The 

materials that qubits and quantum circuits are made from have 

a strong infl uence on how these are accomplished. Defects that 

act as two-level systems play a central role. When they can be 

controlled, they can be used as qubits themselves. Otherwise, 

they are a source of noise and a cause of decoherence. The 

articles in this issue explain how this work has been driven 

by the performance of quantum devices and circuits and how 

advances in materials science have contributed to the develop-

ment of the fi eld of experimental quantum information.    
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