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Measuring Misperceptions?
MATTHEW H. GRAHAM Temple University, United States

Survey data are commonly cited as evidence of widespread misperceptions and misinformed beliefs.
This paper shows that surveys generally fail to identify the firm, deep, steadfast, confidently held
beliefs described in leading accounts. Instead, even those who report 100% certain belief in

falsehoods about well-studied topics like climate change, vaccine side effects, and the COVID-19 death
toll exhibit substantial response instability over time. Similar levels of response stability are observed
among those who report 100% certain belief in benign, politically uncontested falsehoods—for example,
that electrons are larger than atoms and that lasers work by focusing sound waves. As opposed to firmly
held misperceptions, claims to be highly certain of incorrect answers are best interpreted as “miseducated”
guesses based on mistaken inferential reasoning. Those reporting middling and low levels of certainty are
best viewed as making close-to-blind guesses. These findings recast existing evidence as to the prevalence,
predictors, correction, and consequences of misperceptions and misinformed beliefs.

C oncern over the political consequences of
misperceptions and misinformed beliefs has
steadily escalated in recent years. In contrast

to ignorance of the truth, misperceptions are distin-
guished by the depth, firmness, steadfastness, or confi-
dence with which one holds a false or unsupported
belief (Flynn, Nyhan, and Reifler 2017; Kuklinski
et al. 2000). This prevailing definition of a mispercep-
tion falls in tension with classic research on attitudes,
which holds that survey responses are best character-
ized as on-the-spot inferences based on whatever rele-
vant information the respondent can call to mind
(Tourangeau, Rips, and Rasinski 2000; Zaller 1992).
In an effort to close the gap between definitions and
measurement, a growing body of research advocates
reserving the term “misperception” or “misinformed”
for those who report a high level of confidence or
certainty about their response (e.g., Graham 2020;
Kuklinski et al. 2000; Luskin, Sood, and Blank 2018;
Pasek, Sood, and Krosnick 2015; Peterson and Iyengar
2021). At face value, certainty scales would seem to
bridge the gap between the beliefs of interest and the
vagaries of the survey response. Yet no published
research interrogates the veracity of survey respon-
dents’ claims to be certain of falsehoods.
This paper examines the nature of the beliefs cap-

tured by survey measures of misperceptions. It does so
by adapting the long tradition of using temporal stability
to interrogate the degree to which survey responses
reflect true attitudes or beliefs (Converse 1964; 1970).
As opposed to confidently held beliefs, prevailing prac-
tices are more aptly characterized as capturing a mix of
blind guesses and “miseducated” guesses based on mis-
taken, on-the-spot inferences. In five surveys covering a
range of topics from existing research—government
budgets, politicized controversies, the economy,
science, and the COVID-19 pandemic—respondents

who initially endorse falsehoods exhibit a large regres-
sion to themeaneffect in follow-up surveys, assigning far
less probability to the falsehood than their initial
response implied. Respondents who answer the same
questions correctly exhibit three to five times less regres-
sion. This result holds even among those who report
100% certainty. Whereas the average respondent who
reports complete certainty about a correct answer
assigns an average probability of around 0.95 to their
initial response in a follow-up survey, the average
respondent who reports complete certainty about an
incorrect answer drops to about 0.75. This means that
even the typical respondent who claims to be absolutely
certain of falsehoods is not deeply convinced of the
statement they have endorsed. Instead, they find the
falsehood to bemore plausible than not based on under-
lying beliefs that are suggestive, but not dispositive, as to
the matter in question.

Any framework capable of describing a problem can
also be used to evaluate solutions. As a step in this
direction, the analysis concludes by evaluating a novel
intervention that merges frame of reference training
(FOR; Bernardin and Buckley 1981; Woehr 1994) with
theories of the survey response (Tourangeau, Rips, and
Rasinski 2000; Zaller 1992). Respondents read four
short vignettes about a hypothetical person answering
a question about the price of gas, guess that person’s
certainty level, and then receive instruction as to which
certainty level is most appropriate andwhy. This 60–90-
second exercise increases the temporal stability of
measured misperceptions by about 40%. These bene-
fits extend to both high and low respondents on several
dimensions that have previously been shown to predict
incorrect answers to survey questions and real-world
engagement with misinformation—for example, parti-
san identity and cognitive reflection.

The findings suggest three principles for building a
sounder evidentiary basis for understanding the prev-
alence and consequences of misperceptions. First,
interpretations of survey measures can and should be
justified with hard empirical evidence. Even as the
results yield little evidence of firm belief in falsehoods,
the same measurement techniques identify firm,
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confidently held beliefs among those who report being
certain of the correct answers of a multiplicity of ques-
tions designed to tap political and scientific knowledge.
It cannot be taken for granted that a survey question
has measured misperceptions, but it can be proven.
Second, theoretical expectations as to who is most
likely to be misinformed are a poor substitute for hard
evidence. The results hold when samples are split by
dispositions that existing research has shown to predict
incorrect answers to survey questions and real-world
engagement with misinformation, including political
party, generic conspiracy beliefs, and need for cognitive
closure. Third, evidence on measurement properties
should be question specific. Though this paper finds
modest degrees of response stability among incorrect
answers to some questions, others are unstable across
the board. For example, denial that global tempera-
tures have risen appears to be almost entirely driven by
blind guessing, with extremely low response stability
even among those who report complete certainty. Sim-
ilar measurement properties are observed among those
who deny the existence of continental drift.
The lack of correspondence between prevailing

interpretations of measured misperceptions and their
observablemeasurement properties calls for a reassess-
ment of existing evidence as to the prevalence, pre-
dictors, and consequences of misperceptions and
misinformed beliefs. Political partisanship may be the
most studied predictor of incorrect survey responses.
This paper’s findings suggest that measured partisan
belief differences should be interpreted not as evidence
of misperceptions but as differential knowledge and
ignorance of convenient and inconvenient truths. As
elaborated in the concluding section, this posture is
consistent with several established patterns that mis-
information-focused accounts have trouble accommo-
dating. The findings also call for reconsideration of
research on correcting misperceptions and the benefits
(or lack of benefits) that arise from doing so. Much of
this research is unlikely to have measured mispercep-
tions to begin with and is more safely interpreted as
describing the consequences of ignorance.
Though the results are discouraging for the unvali-

dated measurement practices that dominate existing
survey-based research on political misperceptions, this
paper’s ultimate value lies in its development of
methods for identifying relatively successful questions
and measurement practices. By assuming the burden
of proof for its interpretation of survey responses,
research can develop a more trustworthy basis for
understanding the prevalence and consequences of
political misperceptions.

A CONCEPTUAL–EMPIRICAL DISCONNECT

Surveys are commonly used to document “widespread”
misperceptions and misinformed beliefs among the
general public as well as what personal characteristics
predict such beliefs, how to correct them, and the
consequences of doing so (Flynn, Nyhan, and Reifler
2017, 129; Nyhan 2020, 227). Misperceptions are

distinguished from ignorance by the degree of convic-
tion with which the respondent holds the belief
(Kuklinski et al. 1998; 2000). Whereas the “genuinely
misinformed” “firmly hold beliefs that happen to be
wrong,” the “guessing uninformed” “do not hold fac-
tual beliefs at all” (Kuklinski et al. 2000, 792–3). Con-
sistent with this influential distinction, research
describes misperceptions and misinformed beliefs as
“firm” (Jerit and Zhao 2020, 78, 81), “deep-seated”
(Berinsky 2018, 212), “steadfast” (Li andWagner 2020,
650), “confidently held” (Pasek, Sood, and Krosnick
2015) “belief in information that is factually incorrect”
(Berinsky 2018, 212), which can be thought of as
“incorrect knowledge” (Hochschild and Einstein
2015, 10). Though the terms “misperception” and
“misinformation” are often used interchangeably,1 this
paper favors the former so as to maintain a clear
distinction between beliefs and the information envi-
ronment (also see Thorson 2015).

Researchers’ interest in beliefs of this kind runs into
a classic problem in the study of public opinion:
respondents answer survey questions even when they
do not hold a firm belief about the matter at hand.
Converse (1964; 1970) famously pointed out that
many responses are temporally unstable, meaning that
they change from one survey to the next. To accom-
modate this and other empirical regularities that pro-
blematize the idea that surveys measure preexisting
beliefs (e.g., Schuman and Presser 1981), researchers
developed alternative accounts. Consensus now holds
that survey-measured attitudes are generally not firm,
deep, or steadfast but are formed by retrieving a
“sample” of topic-relevant considerations from mem-
ory and integrating them into an on-the-spot judgment
(Strack and Martin 1987; Tourangeau, Rips, and
Rasinski 2000; Zaller 1992; also see Berinsky 2017;
Bullock and Lenz 2019; Flynn, Nyhan, and Reifler
2017).

In an effort to close the gap between the definition of
a misperception and the received wisdom from attitu-
dinal research, some research applies a higher standard
of measurement. Research increasingly uses certainty
or confidence scales to identify respondents who are
misinformed or hold a misperception (Flynn 2016;
Graham 2020; Lee and Matsuo 2018; Li and Wagner
2020; Marietta and Barker 2019; Pasek, Sood, and
Krosnick 2015; Peterson and Iyengar 2021; Sutton
and Douglas 2020). Such research often finds that mis-
perceptions or misinformed beliefs are much less com-
mon than is generally supposed. Luskin, Sood, and
Blank (2018) refer to certainty scales as a “24-carat
gold standard” for measuring misinformed beliefs.
Accordingly, the 2020 American National Election
Study added a “misinformation” battery that included
a confidence scale of this kind.

At face value, one who reports being certain of a
falsehood would seem to firmly believe it. Yet there

1 For example, Flynn, Nyhan, and Reifler (2017) define mispercep-
tions using Kuklinski and et al.’s (1998; 2000) definition of misinfor-
mation.
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also exists suggestive evidence that respondents may
claim to be certain of falsehoods that are not firmly
believed. Alongside questions designed to tap partisan-
biased misperceptions, Graham (2020) measures con-
fidence in answers to political knowledge questions
about officeholders and institutional rules. About one
in 10 respondents reported being “very” or “absolutely”
certain about an incorrect answer. Graham (2020) attri-
butes this to “traps” set by the response options—for
example, “Nancy Pelosi as the Senate Minority Leader
(instead of Chuck Schumer)” and “the filibuster as the
Senate procedure to make budget changes via a simple
majority (instead of reconciliation)” (318). Few would
interpret these responses as representing beliefs that are
firm, deep, steadfast, or related in any way to misinfor-
mation.
Further reasons to be skeptical that self-described

certainty indicates a firmly held belief emerges from the
literature on attitude strength. The few published tests
of the strength–stability relationship find that strong
attitudes are only modestly more stable than weak
attitudes, with little focus on exactly how strong the
strongest attitudes are. In a 1974–75 panel survey,
Schuman and Presser (1981) find that about 75% of
high-importance respondents chose the same response
to a binary item in both survey waves, compared with
65% in the low-importance group. Krosnick (1988)
finds a weak (“not strong,” 243, 247) relationship on
six items in the 1980–88 ANES. Reanalyzing a larger
subset of the same data, Leeper (2014) finds statistically
significant relationships for three of the six items. In
three other datasets, Leeper (2014) finds only a weak
relationship. Prislin (1996) conducts 14 regression
tests for each of three attitudinal scales and found
one statistically significant relationship in each case.
Evidence also emerges that the strength–stability
relationship is heterogeneous. Krosnick (1988) finds
the strongest attitudes toward unemployment to be less
stable than the weakest attitudes toward other issues.
Bassili (1996) finds a stronger relationship with respect
to pizza than to any policy issue, and finds no relation-
ship with respect to attitudes toward pornography.
Schuman and Presser (1981) find that among oppo-
nents of gun control, attitude strength strongly predicts
self-reported activist behavior; among supporters, the
relationship is completely flat.2
If incorrect answers to survey questions do not

represent firm, deep, or steadfast misperceptions, what
else could they represent? The analysis considers two
other archetypes: blind guesses and miseducated
guesses. Blind guessers either do not possess or do
not put much effort into recalling topic-relevant con-
siderations. Such respondents should split evenly
between response options as though the respondent is
flipping a mental coin. Miseducated guesses are made

by respondents who sample their considerations from a
pool of stored information that favors one response
option over the others but is not conclusive as to which
is true orwhich is false. Such respondentsmaymake the
same guess with regularity but do not firmly believe the
falsehood implied by their incorrect answer. For exam-
ple, a respondent may reason that a true claim about
Trump is false because they believe that media are
always making up stories about him (see Table 2 and
the surrounding discussion). Relative to blind guessers,
miseducated guessers are characterized by a greater
degree of latent ambivalence, meaning that their mem-
ory contains topic-relevant considerations that point in
both directions. In moments when the most accessible
considerations happen to all point in one direction,
such respondents may have a fleeting feeling of confi-
dence that is not representative of their true beliefs. In
other moments, the same respondents may feel uncer-
tain or even make the opposite guess as to which
response option is most likely to be correct.

In the language of the attitudinal literature, an edu-
cated or miseducated guess can be thought of as a
middle category between Converse’s (1964; 1970)
famed limiting cases of a nonattitude and a crystallized
belief. Researchers have long recognized that a “third
concept” like “quasi-attitudes or pseudo-attitudes”
would aptly describe many responses (Schuman and
Presser 1981, 159). Even Converse’s seminal articles
(1964; 1970) found that a “black-and-white” distinction
between nonattitudes and crystallized attitudes applied
to only one of eight attitudinal questions; for the other
seven, intermediate response types were “entirely com-
patible with the data” (1964, footnote 41).3 Attitudinal
research ultimately adapted bymerging the middle and
top categories, lowering the bar for “attitudes” to
include on-the-spot judgments (Tourangeau, Rips,
and Rasinski 2000; Zaller 1992) formalized as latent
variables that exist by definition (Achen 1975; Erikson
1979; see discussion below). For misperceptions and
beliefs more generally, a three-category conceptualiza-
tion adds value for two reasons. First, far from giving up
on the top category, research often claims to have
measured deep, firm, steadfast belief in specific false-
hoods. Second, as this paper shows, certainty scales do
enable firmly held beliefs to be measured for a wide
range of items—but only among those who answer
correctly. Unlike the case of attitudes, ruling out the
possibility that surveys measure firm beliefs is not an
option. Instead, research on beliefs and misperceptions
needs clear language to distinguish the firmly held
beliefs it wants to measure from the mis/educated
guesses it often measures instead.

Though archetypes are expositionally useful, the
analysis ultimately refrains from anointing any partic-
ular certainty level as distinguishing one type of belief

2 On a four-point scale from “not too important” to “most important,”
9, 14, 36, and 56% of gun control opponents reported writing a letter
or making a donation. Among supporters, these figures were 5, 6,
7, and 6%. See their Figure 9.1, page 242.

3 Converse’s later work expresses enduring frustration at prevailing
interpretations of the non/attitude distinction. Describing his sup-
porters and detractors, Converse (2000) wrote that “[w]hat both sides
had in common was a basic incomprehension of the role of limiting
cases in inquiry” (338).
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from another. The arbitrariness of choosing such
thresholds is deep enough that philosophers generally
reject threshold-based conceptions of belief altogether
(Foley 1992). Instead, the empirical framework below
specifies two benchmarks against which to judge claims
to be certain about incorrect answers: what would be
observed in the absence of measurement error and
what is actually observed among correct answers col-
lected in the same survey using the same measurement
technique. This gives a sense of where responses fall
along the continuum without resorting to sharp, ulti-
mately arbitrary distinctions. The frequent focus on
respondents who claim to be 100% certain of their
answers is intended not as an implicit threshold but as
a most likely case for measuring misperceptions as they
are traditionally defined—and by extension, as a least
likely case for this paper’s main result.
The task at hand is distinct from two related lines

of research. First, as mentioned above, several arti-
cles note that apparent misperceptions drop substan-
tially when measures of confidence or certainty are
incorporated. This paper focuses not the prevalence
or predictors of such responses but on how to inter-
pret them. Second, other research examines expres-
sive responding, which is survey subjects’ tendency to
select responses other than their sincere best guess as
a way of expressing partisan sentiments (Berinsky
2018; Bullock et al. 2015; Prior, Sood, and Khanna
2015). The only study of expressive responding that
includes measures of certainty does not probe
the veracity of claims to be certain (Peterson and
Iyengar 2021). Some studies of expressive respond-
ing allow respondents to say “don’t know” (DK),
which tends to filter out respondents with low levels
of knowledge (Luskin and Bullock 2011; Sturgis,
Allum, and Smith 2008) and certainty (Graham
2021). This means that DK response options are well
suited to filtering out blind guesses, but they do not
isolate a group of respondents that firmly believes its
answers.4

EMPIRICAL FRAMEWORK

Research contending that surveys measure true atti-
tudes has long represented survey responses as func-
tions of probability distributions consisting of a true
attitude and an error term (Achen 1975; Ansolabehere,
Rodden, and Snyder 2008; Erikson 1979). The “true”
attitude or belief is a latent variable that exists by
definition.5 For a binary question (with two response
options), define respondent i’s spontaneously formed

belief as ~pi � pi þ ϵit, where pi∈ 0, 1½ � is i’s true belief
and ϵit is error in the measure taken at time t. When
pi = 1, i holds a completely certain belief in the correct
answer. When pi = 0, t holds a completely certain belief
in the incorrect answer. Accordingly, define i’s stated
best guess as the response they claim to find most
probable, ~git � 1 ~pit > 0:5

� �
. Define certainty as the

probability i assigns to their best guess, which can be
written as, ~cit � argmax ~pit; 1−~pit

� �
. Existing research

on factual beliefs adopts similar models with no explicit
error term (Bullock et al. 2015; Bullock and Lenz
2019).6

To quantify response stability, the analysis will
examine what belief is expressed in a follow-up survey
conditional on what belief was expressed initially.
Figure 1 displays two ways of visualizing this relation-
ship. First focusing on the left panel, define the
conditional average belief as E ~Pi2 j ~Pi1 = p

� �
, where E,

the expectation operator, simply takes the average.
If ϵit is unsystematic and uncorrelated over time,
E ~Pi2 j ~Pi1 = p
� �

is an unbiased estimate of the true
belief, pi, conditional on the belief reported at t = 1.
Absent measurement error, the first and second mea-
sures of belief would always line up exactly.7 In
Figure 1, this is visualized by the dashed line that cuts
a 45-degree line across the left panel. When beliefs are
measured with error, they depart from this ideal. This
is represented by the solid line, which is stylized after
the results.

As someerror is to be expected in all surveymeasures,
it is more charitable to benchmark incorrect answers
against a certifiably attainable goal: the degree of stabil-
ity observed among respondents who claim the same
degree of certainty about correct answers. This provides
a sense of whether instability among incorrect beliefs
could be an artifact of the certainty scale’s limitations. To
facilitate such comparisons, Figure 1’s right panel intro-
duces an alternative display for the same data. Intui-
tively, the right panel “folds” the left panel both
vertically and horizontally, mirroring the bottom-left
quadrant onto the top right. The close alignment
between the dashed lines indicates that absent measure-
ment error, the beliefs of respondents who answered
correctly and incorrectly should be equally stable. The
gap between the solid lines previews the paper’s primary
result: conditional on how certain a respondent claims to

4 Bullock et al. (2015) randomly assign payments for “don’t know”
responses with expected values of 1.2, 1.5, and 2 times the expected
value of a randomguess (32). The authors are correct to conclude that
this indicates respondents’ awareness of their ignorance, but one can
only speculate as to the certainty levels of those who preferred to bet
on their answer.
5 Erikson (1979) is especially plainspoken on this point: “[T]he non-
attitude holders’ probabilities of a ‘pro’ response (their mean
responses) can actually be considered their ‘true’ positions. For

example, the true attitudes of non-opinion holders on ‘power and
housing’ are assumed to be a 0.586 probability of a ‘pro’ response.
Thus, the term ‘non-attitude’ is technically a misnomer in the sense
that by definition, every respondent has a theoretical mean (true)
position” (100). Gilens (2012, 58) offers a similarly accessible
discussion.
6 The definition of gi is equivalent to Bullock and Lenz’s definition of
“believe” (2019, 328) and Bullock et al.’s definition of the response rj
(2015, 47). The definition of ci is equivalent to Bullock and Lenz’s
definition of “confident” (2019, 328) and to Bullock et al.’s descrip-
tion of when a respondent is least and most certain (2015, 47).
Appendix C.5 further justifies the assumption that gi and ci can be
constructed out of pi and vice versa using an experiment embedded in
Study 3a.
7 For proof of these claims, see Appendix E.1.
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be, incorrect beliefs are less stable than correct beliefs.
Formally, define belief stability as

bi2 = ci2 if gi1 = gi2
1−ci2 if gi1 6¼ gi2

(1)

and conditional belief stability as E Bi2 jCi1 = c½ �. This
faithfully reflects the stability of each respondent’s
measured belief while facilitating direct comparisons
between respondents’ degree of belief in correct and
incorrect answers.
A useful interpretation of E Bi2 j�½ � is the average

respondent’s true degree of belief in their initial best
guess. Just as ~pi1 = ~pi2 when beliefs are measured with-
out error, it follows directly from (1) that an error-free
measure of belief would mean that ~bi2 = ~ci1.8 Differ-
ences between ~bi2 and ~ci1 indicate that measurement
error systematically inflated (or deflated) the apparent
degree to which respondents believe their chosen
answer. Accordingly, differences between bi2 and ci1
will sometimes be referred to as regression to the mean.
For some readers, it may help to relate the plotted

quantities to predicted values from an ordinary least
squares regression. Observe that E Bi2 jCi1 = c½ � is a
conditional expectation function (CEF). Predicted
values from a regression approximate the CEF under
the assumption that E YjX = x½ � is linear in X (Angrist
and Pischke 2008; Aronow andMiller 2019). Thismeans
that the plots in this paper provide the same information
depicted in a typical plot of predicted values but without
the ex ante assumption that stability is exactly linear in
certainty. Appendices B.4 and C.4 show that the results
hold within a regression framework.

Although the heart of the analysis focuses on belief
stability, Study 1 considers certainty scales defined only
in terms of subjective scale points. Such scales do not
capture individual-level uncertainty in a way that aligns
with distributions defined by probability theory.9 For
such data, the analysis examines a metric that may be
more familiar to consumers of survey research: the
stability of the respondent’s best guess. Define best
guess stability as si2 � 1 gi1 = gi2

� �
, which equals 1 if

the respondent’s best guess in the second survey
matches the best guess in the first survey and 0 if the
two guesses do not match. In analysis of a survey that
elicited only the respondent’s best guess about each
question, si would be called “response stability.” For
the present analysis, it has two main disadvantages.
First, si is completely insensitive to cases in which best
guesses are stable but certainty is not. Second, an error-
free measure of best guesses would always be perfectly
stable, regardless of the respondent’s level of certainty.
As properties of a performance measure, “insensitive
to a crucial source of variation” and “uninformative
expectations” are not great. Despite these shortcom-
ings, the appendices to Studies 2 and 3 show that similar
results obtain when best guess stability is substituted for
belief stability.

Threats to Inference

The analysis takes steps to mitigate four sources of
measurement error that could artificially inflate differ-
ences in stability between correct and incorrect
answers. First, respondents could look up the correct

FIGURE 1. Two Ways to Display the Temporal Stability of Respondents’ Measured Beliefs
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8 For proof, see Appendix E.1.

9 The relative ease of defining theoretical expectations for measures
with clear referents in probability theorymotivated this paper’s use of
binary questions, which easily map onto the binomial distribution.
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answers while taking the survey. Accordingly, each
survey included at least one established method of
detecting and deterring information search. Second,
differences between correct and incorrect answers
could be an artifact of scale coarseness. Coarse scales
ask respondents with a range of latent certainty levels
to group themselves together into the same bin, poten-
tially creating an artificial gap between correct and
incorrect answers. For example, it could be that most
of those who answer correctly and choose the highest
certainty level are close to 100% certain, whereas most
of those who answer incorrectly and choose the highest
level intend to claim only 70% or 80% certainty.
Whereas Study 1 uses scales from previously published
research, Studies 2 and 3 account for concerns about
coarseness by using more-granular scales. Third,
respondents’ true beliefs may genuinely change
between waves of the survey. If the information that
causes such changes disproportionately favors the cor-
rect answer, an asymmetry between correct and incor-
rect answers could emerge as a consequence. Fourth, it
could be that expressive responding occurs in both
waves, artificially inflating the stability of incorrect
beliefs among respondents with a partisan incentive
to endorse a falsehood (as well as correct beliefs about
convenient truths).
To address the third and fourth threats, the results of

Studies 2 and 3 are reproduced using an alternative,
incentive-compatible measure of belief. The costly
measure collects the same information as a direct ques-
tion using a series of choices between payment for a
correct answer and fixed probabilities of earning the
same reward.10 Measuring the belief twice in the same
survey using two distinct measures mitigates concerns
that the results are an artifact of change between
surveys.11 The financial incentive mitigates the concern
that expressive tendencies, not the beliefs themselves,
drive belief stability and partisan differences therein.
The costly measure proceeds as follows. At the

outset, respondents are told that they will make a series
of choices between tickets to enter into drawings for
bonus payments of up to $100. On each screen, respon-
dents first choose which of two tickets they would like
to enter into the drawing: win if [choice A], or win if
[choice B]. A menu of additional choices then appears:
win if [selected choice] or an X in 10 chance to win. By
choosing between winning if one’s best guess is correct
and a 6 in 10, 7 in 10, 8 in 10, 9 in 10, and 99 in 100 chance
to win, respondents reveal their probabilistic beliefs in
an incentive-compatible manner. For example, one
who would rather be paid for a correct answer than

an 8 in 10 chance towin but prefers a 9 in 10 chance over
payment for a correct answer, assigns a probability
between 0.8 and 0.9 to their response. Hill (2017) uses
a version of this approach to study beliefs about polit-
ically relevant facts. Holt and Smith (2016) find that
discrete choice methods like this paper’s outperform
methods that ask respondents to directly state their
crossover probability (also see Trautmann and van de
Kuilen 2015).

STUDY 1: FOREIGN AID

The U.S. government’s foreign aid budget is a classic
case in research on misperceptions. In the 1990s, poll-
ing on the subject attracted sufficient attention that
“the Clinton administration embarked on a major pub-
lic relations effort focused on countering the American
public’s overestimation of U.S. spending on foreign
aid” (Kull 2011, 57). Whereas foundational research
interprets Americans’ incorrect answers to survey
questions about foreign aid as representing ignorance
(Gilens 2001), recent work heavily favors mispercep-
tion and misinformation frames (Flynn 2016; Guay
2021; Hochschild and Einstein 2015; Scotto et al.
2017; but see Lawrence and Sides 2014).

This section introduces the paper’s main finding
using this classic case. The foreign aid question from
the 2012, 2016, and 2020 ANES was embedded in the
pretreatment background questions for an unrelated
panel survey conducted on Lucid in August and
September 2018 (wave 2 N = 1,749). To discourage
information search, respondents were first asked to
pledge not to cheat (Clifford and Jerit 2016). Respon-
dents were then asked, “Onwhich of the following does
the U.S. federal government currently spend the
least?” and allowed to choose between four options,
Foreign aid, Medicare, National defense, and Social
Security.12 As soon as the respondent answered, a five-
point certainty scale appeared.13 The scale’s wording
was randomly assigned. Half of the respondents used
the certainty scale from Graham (2020), whereas the
other half used the certainty scale from Pasek, Sood,
and Krosnick (2015). The Graham scale asked respon-
dents, “How certain are you that your answer is
correct?” and used scale point labels ranging from
“not at all certain” to “absolutely certain.” The Pasek
scale asked, “How sure are you about that?” and used
labels from “not sure at all” to “extremely sure.” The
two scales had similar measurement properties and are
pooled here for simplicity. Appendix B splits the results
by scale.

In the first wave, 28.4% of respondents answered
correctly. Average certainty was 2.92 among10 Relative to methods like the quadratic scoring rule, tasks of this

type have an important theoretical advantage: because the reward is
held constant, the only difference in the expected payoff is the
respondent’s personal probability that their answer is correct,
implying invariance to risk preferences (Allen 1987; Ducharme and
Donnell 1973).
11 This could also be accomplished by collecting three waves of panel
data and comparing stability between the first and second waves to
stability between the first and third waves (Converse 1964;Wiley and
Wiley 1970).

12 Providing national defense as a response option provides some
robustness to Williamson’s (2019) finding that some public over-
estimation is driven by a tendency to think of military spending as
foreign aid.
13 Graham (2020) shows that relative to questions with no certainty
scale, this method of measuring certainty has no effect on respon-
dents’ average best guesses.
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respondents who answered correctly and 2.83 among
respondents who answered incorrectly (difference =
0.09, SE= 0.06). The small difference in certainty belies
a larger difference in response stability. When recon-
tacted 1 to 3weeks later for the second survey, 65.1%of
respondents who initially answered correctly chose the
same best guess, compared with 48.6% of respondents
who answered incorrectly (difference = 16.4, SE = 2.6).
The share of respondents answering correctly held
steady at 29.1%, suggesting that belief change between
surveys is unlikely to have driven differences in
response stability.
To examine the certainty scales’ success in identify-

ing deeply held misperceptions, Figure 2 displays best
guess stability conditional on certainty. The stability of
correct answers rises with certainty, whereas the stabil-
ity of incorrect answers is virtually flat. Because respon-
dents were not offered a DK response option, there is a
clear floor for response stability: if respondents were
choosing completely at random, they would choose the
same response option 25% of the time. Incorrect
answers sit above this floor, falling near 50% regardless
of the respondent’s certainty level. This suggests that
incorrect answers reflect some tendency on the part of
respondents to consistently retrieve similar consider-
ations from memory as they form their on-the-spot
judgment. However, the certainty scales did not cap-
ture much variation in this tendency.

STUDY 2: POLITICIZED CONTROVERSIES

Though Study 1 demonstrates that claims to be certain
of falsehoods do not always indicate firmly held

misperceptions, one may expect different results when
it comes to salient political controversies. To gather such
evidence, two original panel surveys were conducted on
Amazon Mechanical Turk (MTurk). Study 2a was
fielded in June 2019 and June 2020 (second wave
N = 466). To discourage information search, it included
a pledge not to cheat and an obscure “catch” question
that would be difficult to answer correctly without look-
ing it up (Clifford and Jerit 2016). The first wave con-
cluded with open-ended follow-up questions about how
subjects came up with their answer to one randomly
selected question. Study 2b was fielded on MTurk in
March and August 2020 (second wave N = 420). It
included a pledge not to cheat and a cheating detection
method similar to those described by Diedenhofen and
Musch (2017) and Permut, Fisher, and Oppenheimer
(2019).The firstwave concludedwith the costlymeasure
of belief.

The surveys covered six politicized controversies,
which were selected based on two criteria. First, parti-
san balance. Three questions’ incorrect answers are
congenial to Democrats and three are congenial to
Republicans. Second, prominent real-world misinfor-
mation. Four questions cover salient political contro-
versies with prominent false claims in the public sphere,
whereas two less prominent controversies (numbered
3 and 6 below) provide points of comparison. The
questions with incorrect answers congenial to Demo-
crats were

1. Clinton email.Respondents were asked whether the
following is true or false: “While she was Secretary
of State, Hillary Clinton used a private email server
to send and receive classified information.”This was
a central controversy during and after the 2016
presidential election campaign. Both before and
after an FBI investigation revealed that Clinton
had sent classified information, she falsely claimed
that she had not.14

2. Trump-Russia collusion. After a one-sentence
description of the Robert Mueller’s special counsel
investigation into Russian interference in the 2016
presidential election, respondents were asked
whether the following is true or false: “Robert Muel-
ler’s report stated that Trump personally conspired
with Russia to influence the 2016 election.” Prior to
the release of the report, many left-leading opinions
claimed that Mueller would find such evidence.15

3. Obama DAPA reversal. After a one-sentence
description ofDeferredAction for Parents of Amer-
icans (DAPA), a 2014 Obama initiative that was
struck down in court, respondents were asked
whether the following is true or false: “About a year
earlier, Obama said that he would be ignoring the
law if he issued such an order.” Obama said exactly

FIGURE 2. Temporal Stability of Best Guesses
by Certainty Level, Study 1
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Note: The x-axis displays ci1. The y-axis displaysE Si2 jCi1 = ci1½ �.
The thin error bars represent 95% confidence intervals. The thick
error bars represent 84% confidence intervals to aid
comparisons between estimates; a lack of overlap between two
such intervals suggests a statistically significant difference at p <
0.05, two-tailed (Julious 2004). Appendix A presents these
results in tabular form. N = 1,749.

14
“FBI Findings Tear Holes in Hillary Clinton’s Email Defense,”

PolitiFact, July 6, 2016.
15 Claims that are later proven false are consistently included in
authoritative definitions of misinformation (e.g., Lazer et al. 2018;
Lewandowsky et al. 2012).
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this in a 2013 interview, but later denied changing his
position.16

The questions with incorrect answers congenial to
Republicans were

4. Obama birth certificate. Respondents were asked
whether the following statement is true or false:
“President Obama has never released his birth
certificate.” This question taps a clearly factual ele-
ment of a larger conspiracy theory. Even after
Obama released both his short- and later long-form
birth certificates, demands that he do so continued
to populate public discourse and social media.17

5. Trump said “grab them.” Respondents were asked
whether the following statement is true or false:
“Before becoming president, Donald Trump was
tape recorded saying that he kisses women and grabs
them between the legs without their consent.” This
was a major controversy in the 2016 presidential
election campaign. After initially apologizing, Pres-
ident Trump later claimed that the tape was inau-
thentic.18

6. Trump Article II. Respondents were told that Arti-
cle II of the Constitution describes the President’s
powers, then asked whether “President Trump has
said that Article II gives him the power to do what-
ever he wants” is true or false. Trump has never

disputed making this statement. This is the only
question of the six that has not been the subject of
prominent false claims.

After respondents chose their best guess, a certainty
scale appeared. The scales were given probabilistic
interpretations using both numerical labels (e.g., 50%
to 100% certain) and three subjective anchors, “don’t
know,” “probably [answer],” and “definitely [answer].”
As a benchmark, threemeasures of the public’s general
political knowledge (party control of the House of
Representatives, John Roberts’ job, and Jerome
Powell’s job) were included in Study 2b.

Regression to the Mean

Combining the two surveys, Table 1 introduces the data
and examines subjects’ tendency to regress to themean.
On average, the percentage of correct answers was
similar for the two sets of questions (first column). In
the first survey, respondents who answered correctly
assign an average probability of 0.88 and 0.85 to their
answer, closer to a firm belief than a blind guess
(second column). In the second survey, respondents
regress slightly, assigning a probability of 0.83 and 0.79
to their initial response (third column). This regression
to the mean of about 0.05 (fourth column) suggests that
measurement error modestly overstates the extent to
which correct answers represent firm, knowledge-like
belief in the truth.

Incorrect answers exhibit greater regression. In the
first survey, respondents who answer incorrectly assign
an average probability of 0.70 and 0.74 to their answers
(fifth column), which appears only somewhat closer to
a blind guess than a confidently held false belief. In the

TABLE 1. Regression to the Mean, Study 2

Question Percent correct

Correct (gi1 = 1) Incorrect (gi1 = 0)

ci1 bi2 Diff ci1 bi2 Diff D-in-D

Political knowledge 0.705 0.882 0.829 −0.053 0.698 0.551 −0.147 −0.093
(0.013) (0.006) (0.009) (0.007) (0.009) (0.013) (0.014) (0.015)

Controversies 0.716 0.853 0.794 −0.059 0.738 0.545 −0.193 −0.134
(0.009) (0.005) (0.006) (0.006) (0.007) (0.011) (0.013) (0.013)

Clinton email 0.943 0.869 0.896 0.027 0.698 0.305 −0.394 −0.421
(0.011) (0.008) (0.009) (0.010) (0.032) (0.071) (0.085) (0.086)

Obama birth certificate 0.698 0.829 0.771 −0.058 0.769 0.525 −0.244 −0.187
(0.022) (0.011) (0.019) (0.019) (0.018) (0.033) (0.039) (0.043)

Obama DAPA reversal 0.419 0.717 0.549 −0.168 0.672 0.524 −0.148 0.020
(0.025) (0.012) (0.022) (0.022) (0.010) (0.017) (0.019) (0.029)

Trump-Russia collusion 0.723 0.856 0.723 −0.133 0.742 0.611 −0.131 0.002
(0.016) (0.007) (0.013) (0.012) (0.011) (0.021) (0.025) (0.027)

Trump Article II claim 0.619 0.799 0.731 −0.068 0.778 0.548 −0.230 −0.162
(0.024) (0.010) (0.017) (0.016) (0.015) (0.027) (0.027) (0.031)

Trump said “grab them” 0.789 0.904 0.891 −0.014 0.769 0.535 −0.234 −0.220
(0.014) (0.006) (0.009) (0.009) (0.014) (0.028) (0.029) (0.030)

Note: The table displays the statistic named in the column header for each question in Study 2, and ci1 and bi2 are defined in the text. The
“Diff” column displays ci1 − bi2, and “D-in-D” column displays the difference between the “Diff” columns. Clustered standard errors in
parentheses. N = 866.

16
“Barack Obama: Position on Immigration Action through Execu-

tive Orders ’Hasn’t Changed,” PolitiFact, November 20, 2014.
17

“Fact Check: Old Fabricated Obama “Kenyan Birth Certificate”
Resurfaces,” Reuters, June 17, 2020.
18

“Trump Once Said the ‘Access Hollywood’ Tape Was Real. Now
He’s Not Sure.” The New York Times, November 28, 2017.
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second survey, respondents assign a probability of 0.55
and 0.55 to their initial responses (sixth column), a
regression to the mean of about 0.15 on the knowledge
questions and 0.19 on the controversy questions (sev-
enth column). This is more regression than is seen
among those who answered correctly (eighth column).
Relative to correct answers, incorrect answers are less
representative of deeply held beliefs.
These patterns are equally stark at the level of

individual questions. For example, the average respon-
dent who incorrectly states that Trump never said
“grab them” reports a higher level of certainty than
did the typical respondent who answered a general
knowledge question incorrectly (0.77 versus 0.70).
However, upon a second measure, respondents who
initially endorse the false claim about Trump are no
more committed to it than those who initially pick the
wrong answer to political knowledge questions (0.53
versus 0.55). The highest average belief in one’s incor-
rect answer, 0.61 among those who at first said that
Trump personally colluded with Russia, is three times
closer to a blind guess (0.5) than to incorrect knowledge
(1.0). In the remaining cases, the typical incorrect
answer to the controversy items does not reflect any
stronger a belief than does the typical incorrect answer
to a political knowledge question.

Results by Certainty Level

Researchers use certainty scales in part to address their
suspicion of what has just been shown—that incorrect
answers do not reliably indicate deeply held misper-
ceptions. To what extent do certainty scales succeed in
closing this conceptual–empirical gap? Figure 3 plots
belief stability conditional on the respondent’s wave-1

response (correct or incorrect) and their certainty level.
This and all following figures bin the certainty scale as
follows: 0.5, [0.51, 0.59], [0.6, 0.69], [0.7, 0.79], [0.8,
0.89], [0.9, 0.99], 1. Stability in the lowest and highest
bins will frequently be significantly lower or higher than
the adjacent bin, confirming the value of scale granu-
larity.

The controversy questions offer little evidence that
incorrect answers to questions about partisan or polit-
icizedmatters are reflective of firmly held beliefs (right-
most six panels, Figure 3). Among respondents who at
first claim to be 100% certain of the incorrect answer,
belief stability tops out at 0.80 among respondents who
claim to be certain that Obama never said that an order
like DAPA would amount to ignoring the law (third
panel from left). However, this estimate is based on
only seven respondents (all Democrats) and is not
statistically distinguishable from blind guessing. The
next-highest stability among the 100% certain and
wrong comes on the Trump Article II question (0.76,
second panel from right). Leaving aside those who
report 100% certainty, the highest belief stability
among any other subgroup is 0.66 among respondents
who report being 90% to 99% certain that Mueller
found personal collusion between Trump and Russia
(Figure 3, middle panel).

This instability is not attributable to a flawed cer-
tainty scale. On the political knowledge questions,
belief stability consistently comes close to the level that
would be observed in the absence of measurement
error (Figure 3, leftmost panel). Among respondents
who report 100% certainty about the correct answer to
these questions, belief stability reaches 0.98. Almost
everyone who claims to be certain about facts like the
identity of the Federal Reserve Chair appears to

FIGURE 3. Temporal Stability of Beliefs by Certainty Level and Question, Study 2
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genuinely hold a firm, confident belief in the factual
statement they endorse.
To make the results more concrete, Table 2 displays

four selected respondents’ descriptions of how they
came up with their answers. Prevailing uses of certainty
scales would classify the respondents as holding a
deeply held misperception in one of the two waves
and as some other kind of belief in the other wave.19
Although the respondents indicate some awareness of
the controversy at hand, each also indicates that some
heuristic helped them answer the question. Consider
the Obama birth certificate respondent, a Republican.
In the first wave pi1 = 0:13 , meaning that the respon-
dent chose the wrong answer (gi1 = 0) and reported
87% certainty (ci1 = 0:87). The respondent is not aware
that Obama released his birth certificate but reasons
that he must not have; if he had, there would be no
controversy. In wave 2, pi2 = 0:75 , meaning that the
respondent selected the correct answer (gi2 = 1 ) and
reported 75% certainty (ci2 = 0:75). Despite having a
fair amount of confidence in their initial on-the-spot
inference, this respondent reached a different conclu-
sion the second time around.
On the surface, there is little to distinguish individ-

uals who state low levels of certainty (around 0.5 to 0.7)
from those who state moderate levels of certainty
(around 0.7 to 0.9). A closer look suggests that low-
certainty responses are characterized by a relatively
stable tendency to select low levels of certainty,
whereas moderate-certainty responses are more
affected by a latent ambivalence that results in more
response variability. To show this, Appendix B plots
the variance in bi2 conditional on the respondent’s
initial certainty level, ci1—that is, Var(Bi2 ∣Ci1 = c);
Appendix C does the same for Study 3. For both
knowledge and controversy questions, second-wave
variance is lower for those indicating low certainty
levels than for those indicating moderate certainty
levels. In Studies 2a and 2b, the difference is about
40%, whereas in Studies 3a and 3b, conditional vari-
ance nearly doubles between the lowest and middle

certainty levels. This indicates that over time, those
who state low certainty levels are relatively consistent
in reporting complete uncertainty, whereas those who
indicate moderate certainty levels have a relatively
greater tendency to jump from modest confidence in
one answer to modest confidence in the other.

Results by Political Party

Conventional wisdom holds that misperceptions are
likely to be more pronounced among those with a
partisan incentive to believe falsehoods. For example,
Republicans should hold stronger misperceptions
about whether Obama released his birth certificate,
whereas Democrats should hold stronger mispercep-
tions about whether Trump was found to have person-
ally colluded with Russia. Can researchers solve the
measurement problem simply by focusing on sub-
groups in which theory predicts stronger mispercep-
tions? To find out, the analysis now collapses responses
according to which response is congenial to the respon-
dent’s partisanship (e.g., Peterson and Iyengar 2021;
Prior, Sood, and Khanna 2015) using the grouping that
appears in the bulleted list above and the header to
Figure 3.

Incorrect answers that are congenial to the respon-
dent’s partisanship are indeed more temporally stable.
In Study 2a, the average such respondent assigned a
probability of 0.60 to their initial, incorrect response,
compared with just 0.43 for respondents without a
partisan reason to hold the misperception. In Study
2b, these figures were 0.62 and 0.42. Although it would
be grossly misleading to assume that everyone with a
partisan incentive to endorse a given false claim pos-
sesses a deeply held misperception, such responses do
appear to be more meaningful on average.

Partisan differences in stability are also present when
splitting the results by certainty level. Figure 4 plots
belief stability by partisan congeniality. The political
knowledge benchmark in the leftmost panel is identical
to the equivalent panel in Figure 3. Among “incorrect-
congenial” respondents, belief stability among the
100% certain was 0.76 in the March–August panel
(center-left panel). This is almost exactly equidistant
between complete ignorance and complete certainty.
Results are similar in the June–June panel, with lower
stability among the 100% certain but similar stability

TABLE 2. Examples of Miseducated Guesses, Study 2a

Question Party pi1 pi2 Open-ended response

Clinton email Democrat 0.13 0.60 I know Clinton used a private email server to send and receive
messages but I highly doubt she used it to send “classified”material.

Obama birth
certificate

Republican 0.13 0.75 I don’t recall ever seeing a birth certificate. If there had been one, the
question of where he was born would have been settled.

Trump-Russia Democrat 0.43 0.06 I don’t know of the specific language in the report, but it did indicate
some level of collusion.

Trump said “grab
them”

Republican 0.19 0.01 I’m not sure about this question. So much disinformation about
President Trump has been pushed by the mainstream media that I
cannot keep up with it.

19 Although there is no set standard, existing studies typically classify
misperceptions as the top half (Kuklinski et al. 2000; Li and Wagner
2020) or three-fifths (Flynn 2016; Graham 2020; Pasek, Sood, and
Krosnick 2015; Peterson and Iyengar 2021) of the certainty scale. On
a 0.5 to 1 scale, these correspond to 0.75 and 0.80.
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between 80% and 99% certainty (center-right panel).
Even in a setting that takes no steps to reduce expres-
sive responding, the typical respondent who claims to
be certain of pro-party falsehoods appears to be mak-
ing a miseducated guess, not revealing a deeply held
misperception.
The results are different for respondents without a

partisan incentive to endorse the correct answer rather
than the incorrect one (center and right panels,
Figure 3). Belief stability among those for whom the
incorrect answer is congenial correct answers comes
close to ideal performance among those who claim a
high level of certainty. Among incorrect answers, belief
stability never exceeds 0.5, the level that would realize
from blind guessing.

Results with an Incentive-Compatible
Measure

As noted above, panel data raise two primary threats
to inference: belief change between surveys may cre-
ate an artificial gap between correct and incorrect
answers, and expressive responding may artificially
inflate partisan differences in response stability. To
examine whether the results are robust to these
threats, the costly measure was included in Study 2b.
Figure 5 replicates Figure 4 using this measure. Also
included in the figure are results for four economic
questions on the budget deficit, GDP growth, unem-
ployment, and inflation (full text appears in Appendix
B). Questions on these topics often appear in research
on misperceptions and misinformed beliefs (Flynn
2016; Graham 2020; Hellwig and Marinova 2015;
Lee and Matsuo 2018), but they were omitted from
the second wave because the economic fallout from

the COVID-19 pandemic’s onset caused the correct
answers to change.

Relative to the results above, two important differ-
ences emerge. First, the partisan difference between
congenial and uncongenial questions shrinks. This dif-
ference is driven by respondents for whom the correct
answer is congenial. These respondents displayed a
greater tendency to back off from their correct answers
and stick with their incorrect answers. For those who
initially endorsed an uncongenial, incorrect answer, the
costly measure revealed a belief of 0.62 in it—a large
increase over the 0.42 for the equivalent, temporal-
stability-based figure that appears in Table 1. By
comparison, those who initially endorsed a congenial,
incorrect answer assigned a probability of 0.65 to it,
only a small difference from the 0.62 observed with
temporal stability. These patterns are also evident
conditional on the respondent’s initially reported cer-
tainty level. Observe that whereas the middle panels of
Figures 4 and 5 are markedly different, the center-left
panels are quite similar. This suggests that to the degree
that expressive responding affects belief stability, it
works primarily through exaggerated claims to know
politically convenient truths and less so through exag-
gerated claims to believe congenial falsehoods.

Second, because the single-wave design prevents
between-wave attrition, the sample is larger. This per-
mits incorrect answers to political knowledge questions
to provide a more useful benchmark. Among respon-
dents who reported 100% certainty about the wrong
answer to a political knowledge question, belief stabil-
ity reached 0.81 (leftmost panel, Figure 5). This is
statistically indistinguishable from the 0.78 observed
among those with a partisan incentive to endorse a
falsehood. This bin is primarily populated by respon-
dents who claimed to be 100% certain that

FIGURE 4. Temporal Stability of Beliefs by Certainty Level and Partisan Congeniality, Study 2
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bars represent 84% confidence intervals to aid comparisons between estimates (see note to Figure 2). Appendix B presents these results in
tabular form.
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Republicans, not Democrats, control the U.S. House of
Representatives. Existing analysis of claims to be cer-
tain of similarly uncontroversial falsehoods finds that
such respondents draw on misleading considerations
(Graham 2020)—for example, the fact that Republi-
cans did actually control both the U.S. Senate and the
presidency at the time of the survey. Whatever sense in
which claims to be certain of incorrect answers to
survey questions indicate misperceptions must be able
to accommodate the existence of such beliefs with
respect to benign, uncontroversial false claims.

STUDY 3: SCIENCE AND COVID-19

Two additional surveys were conducted to examine
whether the results generalize to beliefs about science
and the COVID-19 pandemic. Study 3a was conducted
on Lucid in November 2020 and December 2020–
January 2021 (second wave N = 1,016). Study 3b was
conducted on MTurk in May–June 2021 (second wave
N = 1,983). The first wave of each survey included a set
of background characteristics prior to the initial mea-
sure of the respondent’s beliefs. The second wave
repeated the factual questions. The Lucid survey’s
second wave also included the costly measure. Both
surveys featured the same measures for deterring and
detecting information search as the March–August
2020 panel. Both also included a training exercise
designed to increase the stability of measured misper-
ceptions, which is analyzed in the next section.
The surveys included six total questions about

politically controversial scientific facts (hereafter,
“controversies”). Four were taken directly from the
2020 ANES. The ANES codebook explicitly labels

these items as measuring misinformation, and the sur-
vey includes a certainty scale to assist in this endeavor.
The items ask whether vaccines cause autism (they do
not), whether global temperatures are higher than
100 years ago (they are), whether genetically modified
(GMO) foods are safe to eat (they are), and whether
hydroxychloroquine is a safe and effective treatment
for COVID-19 (it is not).20 The remaining controversy
questions relate to prominent false claims about the
COVID-19 pandemic. One is that official numbers
exaggerate the COVID-19 death toll.21 After a preface
that briefly explained excess death analysis, the
“COVIDdeaths” question askedwhether such analysis
suggests that the official death toll is too low or too high.
To provide a measure of partisan balance, a false claim
prominently forwarded by left-leaning opinion leaders
was also selected. During the 2020 budget process, the
Trump administration initially proposed cuts to the
CDC budget but ultimately signed an increase into
law. Many opinion leaders falsely claimed that Trump

FIGURE 5. Stability by Certainty Level and Partisan Congeniality, Costly Measure, Study 2b
B
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Note: The x-axis displays ci1. The y-axis displays E Bi2 jCi1 = ci1½ �. The thin error bars represent 95% confidence intervals. The thick error
bars represent 84% confidence intervals to aid comparisons between estimates (see note to Figure 2). Appendix B presents these results in
tabular form. N = 420.

20 Both surveys also included the 2020 ANES question about
COVID-19’s origin, but recent developments suggest that the scien-
tific community was too quick to rule out the theory that the virus that
causes COVID-19 was developed in a lab. Because this question does
not have a clear correct answer, it is excluded from all analyses.
21 For example, see: Jon Greenberg, “COVID-19 Skeptics Say
There’s an Overcount. Doctors in the Field Say the Opposite,”
PolitiFact, April 14, 2020; Saranac Hale Spencer, “CDC Did Not
‘Admit Only 6%’ of RecordedDeaths fromCOVID-19,” FactCheck.
org, September 1, 2020; Angelo Fichera, “Trump Baselessly Suggests
COVID-19 Deaths Inflated for Profit,” October 29, 2020; Samantha
Putterman, “Chart Comparing 2020 US Death Toll with Previous
Years Is Flawed, Uses Incomplete Data,” PolitiFact, November
22, 2020.
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had cut the budget.22 The “CDC budget” question
asked respondents whether the Trump administration
did or did not secure cuts to the CDC budget.
As a benchmark, the surveys included seven items

from the General Social Survey’s science knowledge
questionnaire. These concern the relative size of elec-
trons and atoms (atoms are larger), whether the conti-
nents move (they do), whether the mother or father’s
gene determines a child’s sex (it is the latter), whether
Earth revolves around the Sun (it does), whether anti-
biotics kill viruses (they do not), whether lasers work by
focusing sound waves (they do not), and whether
radioactivity is all man-made or can occur naturally
(it can).

Regression to the Mean

Table 3 examines regression to the mean. First exam-
ining the category-by-category results, the knowledge
and controversy questions follow the same general
patterns observed in the first two studies. The overall
averages for knowledge questions appear in the first
row. In Study 3a, belief in correct answers to knowledge
questions regresses from 0.890 to 0.849 (first and sec-
ond columns), a difference of 0.041 (third column).
Incorrect answers regress by five times this amount,
from 0.780 to 0.570 (diff. = 0.210). Similar results are
seen using the costly measure (fourth and fifth col-
umns) and in Study 3b (sixth through eighth columns).
The controversy questions see only a slightly stronger
commitment to incorrect answers. In Study 3a, belief in
correct answers to regressed from 0.842 to 0.786 (diff =
0.056). Belief in incorrect answers regressed by more
than twice this amount, from 0.777 to 0.639 (diff =
0.138). Similar results again obtain using the costly
measure. Results are also similar in Study 3b, with the
exception that incorrect answers exhibit somewhat
greater regression to the mean (from 0.806 to 0.561,
diff = 0.245).
The question-by-question results are broadly consis-

tent with the category-level results but once again
reveal differences between questions. Among the con-
troversy questions, responses to the climate change
question are the least stable. In both surveys, incorrect
answers regress to below the 0.5 threshold that would
indicate a blind guess. This means that the average
respondent who says at one point that the planet is
not getting warmer actually believes it is more likely
than not that the planet is getting warmer. This same
pattern is observed among respondents who deny the
existence of continental drift (fourth row). Regression
to the mean among correct answers is almost nil for
these items, whereas regression among incorrect
answers exceeds 0.3 in every case.
The typical incorrect answer to most of the other

controversy items falls between a miseducated guess
and a blind guess. Incorrect answers to ANES items on

autism and vaccines, GM food, and hydroxychloro-
quine all regress from 0.75 or higher in the first wave
to 0.61 or lower in the second wave, resulting in regres-
sions to the mean of at least 0.18 in every case. Among
respondents who answer the same questions correctly,
the largest regression to the mean is 0.08 and the
second-largest is 0.06. The COVID-19 deaths question
performs similarly to the ANES items but with larger
regression to themean among respondents who answer
correctly. Relative to respondents who correctly say
that vaccines do not cause autism or that the planet is
getting warmer, those who correctly say that the official
COVID-19 death toll is understated do not believe this
as firmly.

The CDC budget item stands out among the others.
It is the only item considered in this paper for which
false beliefs are more stable than true beliefs. This is
largely traceable to the unusual instability of its correct
responses. At 0.533, the average true belief among
respondents who at first appear to “know” that the
Trump administration did not secure CDC budget cuts
prior to the pandemic is even lower than that observed
among incorrect answers to knowledge questions. In
some cases, assuming that those who answer correctly
really know the facts is just as misleading as assuming
that those who answer incorrectly hold firmmispercep-
tions.

Results by Certainty Level

How stable are claims to be certain of incorrect
answers? Figure 6 examines belief stability conditional
on wave-1 certainty and whether the wave-1 best guess
was correct or incorrect. The leftmost panels pool all
questions in the knowledge and controversy categories,
whereas the other panels plot question-by-question
results. As the results for Studies 3a and 3b were quite
similar, the figure polls the two studies for brevity;
separate figures appear in Appendix C.

In broad strokes, the results are similar to the pat-
terns observed in Study 2. Respondents who report
100% certainty about wave-1 incorrect answers to the
controversy items assign an average probability of
0.771 to their initial response in wave 2. This regression
of 0.229 is about three times what is observed among
100% certain correct answers to the same questions
(to 0.927) and about five times the regression seen
among those who claim 100% certainty about correct
answers to knowledge questions (to 0.955). Whereas
the average respondent who claims to be certain of
false claims is making a miseducated guess, those who
claim to be certain of true claims come much closer to
revealing a firm, confidently held belief.

Among the individual questions, instability is once
again most pronounced among the climate change and
continental drift items. On average, even those who
claim to be 100% certain that the planet is not getting
warmer do not have any genuine confidence in this
claim. Though most observers of politics would suspect
that many Americans are misinformed about climate
change, the question selected for the ANES

22 Lori Robertson, Jessica McDonald, and Robert Farley, “Demo-
crats’ Misleading Coronavirus Claims,” FactCheck.org, March
3, 2020.
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TABLE 3. Regression to the Mean, Study 4

Question and response

Study 4a Study 4b

ci1

Direct question Costly choices

ci1

Direct question

bi2 ci1−bi2 bi2 ci1−bi2 bi2 ci1−bi2

Knowledge Corr 0.890 0.849 −0.041 (0.004) 0.795 −0.095 (0.005) 0.877 0.822 −0.055 (0.003)
Incorr 0.780 0.570 −0.210 (0.011) 0.541 −0.239 (0.011) 0.781 0.573 −0.209 (0.007)
Diff −0.111 −0.280 −0.169 −0.254 −0.143 −0.096 −0.249 −0.154

(0.006) (0.011) (0.011) (0.011) (0.012) (0.003) (0.007) (0.007)
Bacteria Corr 0.892 0.843 −0.049 (0.010) 0.788 −0.104 (0.011) 0.904 0.843 −0.060 (0.007)

Incorr 0.803 0.613 −0.189 (0.020) 0.556 −0.248 (0.021) 0.820 0.579 −0.241 (0.016)
Diff −0.089 −0.230 −0.140 −0.231 −0.144 −0.084 −0.264 −0.180

(0.010) (0.022) (0.022) (0.022) (0.024) (0.007) (0.017) (0.017)
Child’s sex Corr 0.872 0.861 −0.012 (0.007) 0.796 −0.076 (0.009) 0.882 0.844 −0.038 (0.005)

Incorr 0.753 0.610 −0.144 (0.022) 0.588 −0.160 (0.023) 0.750 0.510 −0.239 (0.019)
Diff −0.119 −0.251 −0.132 −0.207 −0.084 −0.133 −0.334 −0.201

(0.014) (0.023) (0.023) (0.023) (0.025) (0.009) (0.018) (0.019)
Continental drift Corr 0.870 0.862 −0.008 (0.007) 0.795 −0.074 (0.010) 0.901 0.877 −0.024 (0.005)

Incorr 0.758 0.431 −0.327 (0.030) 0.411 −0.347 (0.028) 0.793 0.452 −0.341 (0.025)
Diff −0.112 −0.431 −0.319 −0.384 −0.273 −0.108 −0.425 −0.316

(0.015) (0.029) (0.031) (0.028) (0.030) (0.010) (0.025) (0.025)
Earth/Sun Corr 0.947 0.896 −0.051 (0.008) 0.837 −0.109 (0.009)

Incorr 0.852 0.579 −0.273 (0.032) 0.586 −0.267 (0.032)
Diff −0.095 −0.317 −0.222 −0.252 −0.158

(0.012) (0.032) (0.033) (0.030) (0.033)
Electron/atom Corr 0.864 0.765 −0.099 (0.011) 0.747 −0.120 (0.012) 0.858 0.788 −0.070 (0.007)

Incorr 0.746 0.553 −0.193 (0.019) 0.528 −0.221 (0.019) 0.789 0.547 −0.243 (0.016)
Diff −0.118 −0.212 −0.094 −0.219 −0.101 −0.068 −0.241 −0.173

(0.012) (0.023) (0.022) (0.022) (0.022) (0.009) (0.017) (0.017)
Lasers Corr 0.825 0.718 −0.108 (0.008)

Incorr 0.764 0.655 −0.109 (0.011)
Diff −0.062 −0.063 −0.002

(0.008) (0.014) (0.014)
Radioactivity Corr 0.876 0.826 −0.050 (0.006)

Incorr 0.781 0.559 −0.222 (0.017)
Diff −0.095 −0.267 −0.172

(0.008) (0.018) (0.018)
Controversies Corr 0.842 0.786 −0.056 (0.005) 0.735 −0.108 (0.006) 0.862 0.800 −0.062 (0.003)

Incorr 0.777 0.639 −0.138 (0.010) 0.588 −0.188 (0.010) 0.806 0.561 −0.245 (0.008)
Diff −0.065 −0.147 −0.082 −0.147 −0.080 −0.056 −0.240 −0.183

(0.006) (0.011) (0.011) (0.011) (0.012) (0.004) (0.008) (0.008)

(Continued)
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TABLE 3. (Continued)

Question and response

Study 4a Study 4b

ci1

Direct question Costly choices

ci1

Direct question

bi2 ci1−bi2 bi2 ci1−bi2 bi2 ci1−bi2

Autism/vaccines Corr 0.875 0.851 −0.024 (0.007) 0.791 −0.085 (0.009) 0.901 0.852 −0.049 (0.005)
Incorr 0.759 0.562 −0.197 (0.025) 0.496 −0.261 (0.027) 0.825 0.605 −0.219 (0.020)
Diff −0.116 −0.288 −0.173 −0.295 −0.177 −0.076 −0.246 −0.170

(0.014) (0.028) (0.026) (0.029) (0.029) (0.008) (0.021) (0.020)
CDC budget Corr 0.748 0.544 −0.203 (0.019) 0.548 −0.196 (0.020)

Incorr 0.786 0.717 −0.069 (0.012) 0.650 −0.135 (0.013)
Diff 0.039 0.173 0.134 0.102 0.061

(0.011) (0.021) (0.022) (0.021) (0.024)
Climate change Corr 0.881 0.871 −0.009 (0.006) 0.814 −0.068 (0.009) 0.901 0.874 −0.027 (0.004)

Incorr 0.810 0.452 −0.358 (0.037) 0.418 −0.394 (0.037) 0.819 0.434 −0.385 (0.029)
Diff −0.070 −0.419 −0.349 −0.395 −0.326 −0.083 −0.440 −0.358

(0.016) (0.034) (0.038) (0.032) (0.038) (0.011) (0.029) (0.029)
COVID deaths Corr 0.804 0.728 −0.076 (0.011) 0.664 −0.141 (0.013) 0.810 0.700 −0.110 (0.008)

Incorr 0.755 0.599 −0.156 (0.019) 0.580 −0.175 (0.020) 0.778 0.508 −0.270 (0.015)
Diff −0.049 −0.129 −0.080 −0.084 −0.034 −0.032 −0.192 −0.160

(0.011) (0.022) (0.022) (0.022) (0.024) (0.008) (0.017) (0.017)
GM food Corr 0.832 0.776 −0.057 (0.006)

Incorr 0.817 0.609 −0.208 (0.015)
Diff −0.015 −0.167 −0.151

(0.007) (0.016) (0.016)
Hydroxychloroquine Corr 0.849 0.768 −0.081 (0.007)

Incorr 0.809 0.583 −0.227 (0.015)
Diff −0.039 −0.185 −0.146

(0.008) (0.017) (0.017)

Note: The table displays average certainty levels by question andwave-1 response (correct, incorrect, or the difference between them). “Diff.”’ rows are the difference between correct and incorrect
answers. The ci1 −bi2 columns represent regression to the mean. Standard errors for all difference in means estimates appear in parentheses. Among estimates without standard errors reported,
the median standard error is 0.005 and the maximum is 0.015. N = 2,999.
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misinformation battery does not appear to succeed in
identifying such respondents.
The remainingANESmisinformation items are com-

parable in their measurement properties to other false-
hoods that are not subject to any contestation or false
claims in the public sphere. None of the autism–vac-
cine, GM food, or hydroxychloroquine items exceeds
the levels of conditional response stability observed
among those who incorrectly answer that lasers work
by focusing sound waves or that electrons are larger
than atoms. Coming in only slightly behind are claims
to be certain that themother’s gene determines a child’s
biological sex and that all radioactivity is man-made.
Any sense in which the ANES items capture misper-
ceptions must also be able to accommodate the exis-
tence of misperceptions with respect to falsehoods that
are not politically charged or related tomisinformation.
The results for the original items each differ from the

ANES items in two respects. First, claims to be certain
of the correct answer to these items are less stable than
the others. Correct answers to the COVID deaths item
are comparable to incorrect answers to the laser–sound
wave item, whereas correct answers to the CDC budget
item are comparable to incorrect answers to the item
about a child’s biological sex. This means that although
the ANES items are no better at measuring mispercep-
tions, they are better at measuring knowledge. More
generally, it indicates that even those who would
appear to “know” some facts are making educated
guesses.
Second, incorrect answers to the CDC budget item

achieve a higher level of belief stability than any other

false claim examined in this paper. Respondents who
claimed to be 100% certain that Trump had cut the
budget regressed to 0.86 in the follow-up survey. This
represents twice the regression observed on correct
answers to controversy questions and three times that
observed on correct answers to the knowledge items.
Nonetheless, given that the precise dividing lines
between categories are ultimately arbitrary, a reason-
able reader could consider 0.86 to be a sufficient to view
these responses as representative of firmly held mis-
perceptions. Like the unusually poor performance of
the climate change item, the CDC item’s relatively
strong performance suggests that some questions mea-
sure misperceptions more successfully than others.

Individual-Level Differences

The instability of incorrect answers has been explained
in terms of an individual-level process: the process of
retrieving a sample of considerations frommemory and
integrating it into an on-the-spot judgment often leads
respondents to state higher levels of certainty than their
underlying beliefs truly support. Broadly speaking, the
alternative is that some individual-level factor con-
founds the conditional relationship between response
type and belief stability. To examine this possibility,
Studies 3a and 3b measured several characteristics
known to predict endorsement of falsehoods in surveys
or exposure to falsehoods in the real world: educational
attainment (Flynn 2016; Meirick 2013), cognitive
reflection (Pennycook et al. 2021; Pennycook andRand
2019), need for closure (Lunz Trujillo et al. 2021;

FIGURE 6. Temporal Stability of Beliefs by Certainty Level and Question, Study 3

Controversies Autism/vax CDC budget Climate chg. COVID deaths GM food Hydroxychlor.

Knowledge Bacteria Child's sex Cont. drift Earth/Sun Electron/atom Lasers Radioactivity
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Note: The x-axis displays ci1. The y-axis displays E Bi2 jCi1 = ci1½ �. The thin error bars represent 95% confidence intervals. The thick error
bars represent 84% confidence intervals to aid comparisons between estimates (see note to Figure 2). Figure pools across Studies 3a and
3b. For separate figures and a table of estimates, see Appendix C. N = 2,999.
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Marchlewska, Cichocka, andKossowska 2018), generic
conspiracy beliefs (Brotherton, French, and Pickering
2013; Study 3a only), strength of partisanship, interest
in politics (Flynn 2016; Tesler 2018), political knowl-
edge (Nyhan 2020; Study 3a only), and age (Guess,
Nagler, and Tucker 2019). Given the probabilistic
nature of the scales, the surveys also asked whether
respondents had ever taken a course in probability or
statistics. In light of existing evidence that women are
more likely to use DK options (Mondak and Anderson
2004) and are more aware of their ignorance (Graham
2020) than men, the results are also split by gender.
Finally, to examine whether a lack of effort contributes
to instability in measured misperceptions, the results
are split by attentiveness (Study 3a only).23
Figure 7 splits the results according to these charac-

teristics. The figure pools across both surveys and

includes only the misinformation items; separate esti-
mates for Studies 3a and 3b appear in Appendix
C. Each pair of panels covers one characteristic, with
all variables split at their median. In every case, the
pattern of differential response stability between cor-
rect and incorrect answers holds for both subgroups. In
most cases, there is little difference between the two
subgroups. Where differences exist, some are consis-
tent with extant theoretical expectations. In particular,
measured misperceptions are modestly more stable
among those with greater need for closure, more polit-
ical knowledge, and higher levels of attentiveness. By
contrast, despite findings that strong partisans and less
cognitively reflective people are more likely to endorse
congenial false claims and engage with real-world mis-
information, measured misperceptions are less stable
among these respondents.

A related possibility is that differences in stability
between correct and incorrect answers are traceable to
some unmeasured, individual-level factor. To examine
this possibility, the appendices to Studies 2 and 3 con-
duct a within-subject test. Specifically, the linear model

FIGURE 7. Temporal Stability of Beliefs by Certainty Level and Respondent Characteristics, Study 3
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group. Themain header is the variable name and the subheadings are the categories. Figure pools across Studies 3a and 3b. For separate
figures and a table of results, see Appendix C. N = 2,999.

23 All respondents were required to pass an attention check to be
eligible for Study 3a. The figure splits the results based on two
additional attention checks.
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Bi2 = αþ β1Gi1 þ β2Ci1 þ β3Gi1 � Ci1 þ εi is estimated
with and without respondent fixed effects.24 β3 is pro-
portional to the difference in the between-wave rela-
tionship between correct and incorrect answers. The
fixed effects account for all between-subject differences
in means. The coefficient estimate for β3 is statistically
significant in all cases and grows slightly larger with the
inclusion of fixed effects. This suggests that the differ-
ential stability of correct and incorrect answers is not
an artifact of between-subject differences in some
unmeasured factor that predicts the tendency to answer
incorrectly.

STUDY4: FRAME-OF-REFERENCETRAINING

Although the results so far are largely pessimistic with
respect to researchers’ ability to measure deeply held
misperceptions, the frequent heterogeneity between
questions offers hope. A framework that can identify
relatively successful questions should also be able to
identify relatively successful measurement practices.
Accordingly, this section evaluates a new approach to
boosting the reliability of measured misperceptions. It
merges the principles of frame-of-reference training
(FOR; Bernardin and Buckley 1981; Roch et al. 2012;
Woehr 1994), a best practice for improving interrater
agreement in workplace performance evaluations, with
theories of the survey response (Tourangeau, Rips, and
Rasinski 2000; Zaller 1992). The training attempts to
reduce measurement error ex ante by calibrating
respondents to a common understanding of how to
integrate their considerations into a belief statement
using the scale. By contrast, existing strategies for
improving measures of probabilistic beliefs attempt to
correct for measurement error ex post using adjust-
ments derived from other survey questions (e.g., Guay
2021; Hopkins and King 2010; King et al. 2004).

Intervention

Using simple random assignment (Gerber and Green
2012), half of the respondents to the science surveys
were assigned to complete the training. The other half
saw only a brief set of instructions. The training
consisted of four vignettes about hypothetical respon-
dents answering a question about the price of gas.
Each described the considerations that the hypothet-
ical respondent called to mind as they made an on-
the-spot inference about the question. After each
vignette, respondents were asked which of three cer-
tainty levels would be most appropriate. A message
then appeared indicating which certainty level was
most appropriate and why. The first task proceeds
as follows:

[Name] gets the question,

Nationwide, is the average price of gas above or below
$2.00?

[Name] has no idea. [S/he] lives in the city, doesn’t own a
car, and rarely walks by a gas station. [S/he] picks “above
$2.00,” but [s/he] may as well have flipped a coin.

How sure is [name] that the answer is “above $2.00”?

[50 percent, 75 percent, 99 percent]

The best choice is 50 percent sure. Because [Name] has no
idea, [s/he] is split 50/50 between the two options, just like
a coin has a 50 percent chance to land on heads and a
50 percent chance to land on tails.

The other three vignettes concern someone who is
99% sure (not 60% or 80%) because they had recently
learned that specific fact, someone who is 70% sure
(not 95%) because they knew about their area but not
the rest of the country, and someone who is 55% sure
(not 50%or 85%) because they had long since given up
driving but knew that prices are higher than they used
to be. Themedian respondent completed the training in
78 seconds in Study 3a and 63 seconds in Study 3b; the
means were 91 and 81 seconds.

Results

The training had no statistically or substantively signif-
icant effect on average belief in the correct answer (pi)
or the proportion of correct best guesses (gi), and it
reduced average certainty in wave 1 (ci) by about 0.01
on the 0.5 to 1 scale (Appendix D). The primary effect
of the training was a resorting of certainty levels. To
illustrate this, Figure 8 plots the relative proportion of
certainty levels by treatment condition. Respondents
not assigned to the training made greater use of the
middle and highest scale points. Respondents whowere
trained made greater use of the low, medium-low, and
medium-high scale points. Appendix D presents fur-
ther analysis of the distributional effects.

The training improved the certainty scale’s ability to
capture firmly held misperceptions. To summarize these
effects, Table 4 presents the between-wave correlation
in measures of false beliefs for the two randomly
assigned subgroups as well as the difference between
them. Pooling across all questions in both studies, the
training increased the between-wave correlation by
nearly 40%, from 0.149 to 0.205 (difference = 0.056,
block bootstrapped SE = 0.024). In both absolute and
percentage terms, evidence for the training’s efficacy
was stronger for the controversy items. The training
boosted between-wave stability bymore than 40%, from
0.172 to 0.245 (difference = 0.071, SE = 0.035). Appen-
dix D finds similar results in tests that focus on
(a) differences in stability between correct and incorrect
answers and (b) the subset of respondents who claimed
to be at least 90% certain of their wave-1 response.

Training exercises are more useful if they work for
everyone. For example, if understanding the training
required high levels of cognitive reflection, it could fail
to improve the measurement of misperceptions among
those who are most susceptible to fake news. To exam-
ine the training’s potential to induce improvement24 Respondent fixed effects would be denoted by changing α to αi.
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across the board, Appendix D splits the results accord-
ing to all of the same respondent characteristics exam-
ined in Study 3. The estimates suggest that the
training’s benefits were generally not conditional on
respondent characteristics. All of the point estimates of
the subgroup effect are positive. To the extent that
heterogeneity exists, there is weak evidence to suggest
that the training may confer greater benefits to individ-
uals who would be more prone at baseline to have

difficulty using certainty scales. The largest difference
between subgroups is by education level: respondents
without a bachelor’s degree benefit more than respon-
dents with one. The treatment effect estimates are also
larger for individuals who fare worse on the cognitive
reflection test and who report no coursework in prob-
ability or statistics.

Though the results demonstrate that FOR training
can improve the stability of measured misperceptions,

TABLE 4. Effect of FOR Training on Temporal Stability in Measures of Misperceptions

Category Treatment

Study 4a Study 4b Pooled

r p r p r p-

All questions No training 0.162 0.146 0.149
(0.031) (0.020) (0.017)

Training 0.236 0.192 0.205
(0.031) (0.021) (0.017)

Difference 0.073 0.048 0.046 0.056 0.056 0.012
(0.045) (0.029) (0.024)

Controversies No training 0.185 0.188 0.172
(0.043) (0.030) (0.025)

Training 0.279 0.239 0.243
(0.041) (0.031) (0.025)

Difference 0.094 0.048 0.051 0.130 0.071 0.018
(0.059) (0.044) (0.035)

Knowledge No training 0.151 0.122 0.131
(0.042) (0.026) (0.022)

Training 0.194 0.164 0.174
(0.041) (0.026) (0.022)

Difference 0.043 0.237 0.042 0.115 0.042 0.080
(0.060) (0.036) (0.030)

Note: The cell entries are Pearson correlations with block bootstrapped standard errors in parentheses. The p valueswere calculated using
the percentile method. N = 2,999.

FIGURE 8. Effect of Calibration Training on Certainty Distribution
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Note: The figure plots the relative proportion of respondents choosing each certainty level according to whether the respondent received
the calibration training. The x-axis is the respondent’s certainty level in wave 1. The y-axis is a smoothed estimate of, fA(C= c) / [fA(C = c)þ
fB(C = C)] where f is the probability density function, A and B represent the treatment groups, and C is certainty. N = 2,999.
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it did not fully solve the measurement problem.
Instead, the implications are threefold. First, FOR
training is promising. Future work should examine
refinements that may yield larger improvements, such
as different subject matter, vignette content, and hypo-
thetical certainty levels. Second, the success of an
intervention that was randomly assigned at the individ-
ual level lends credence to individual-level explana-
tions for the instability of measured misperceptions.
Third, the tight alignment between the design of the
FOR training and theories of the survey response lends
support to the particular individual-level explanation
given here: that instability in measured misperceptions
emerges from the error-prone process of integrating
considerations into an on-the-spot judgment.

IMPLICATIONS

Kuklinski et al. (2000) conclude their seminal article on
misinformed beliefs by posing six questions for future
research. Subsequent scholarship took up the five ques-
tions about causes and consequences but skipped past
the foundational first question: what kinds of factual
beliefs do people have? Examining a wide range of
topics, this paper showed that survey measures of mis-
perceptions generally capture a mix of blind guesses
and “miseducated” guesses based on misleading heu-
ristics. Even those survey respondents who claim to be
100% certain of incorrect answers hold weaker beliefs
than is suggested by the evocative language that fre-
quently appears in analysis that identifies mispercep-
tions using looser standards.
The most immediate implication is the need for

greater attention to the properties of measured mis-
perceptions. Even as credibility revolutions have
improved the causal identification and replicability of
social scientific findings, too many of the measures that
enter such analyses are rooted in survey measurement
practices that have not changed much since the early
days of polling. Consequently, survey-based research
on misperceptions and misinformed beliefs is often
characterized by a large conceptual–empirical gap,
regardless of whether the quantities of interest are
descriptive, causally identified, or somewhere in
between.
The lack of correspondence between definitions

and measurement calls for a reconsideration of exist-
ing evidence on the correlates, correction, and conse-
quences of misperceptions and misinformed beliefs.
Political partisanship may be the most-studied corre-
late of incorrect answers to survey questions. This
paper’s finding that survey questions measure knowl-
edge far more reliably than misperceptions suggests
that absent evidence to the contrary, belief differences
between Democrats and Republicans are best inter-
preted as differential knowledge of convenient and
inconvenient truths. This is consistent with several
patterns that misinformation-focused accounts have
trouble explaining. Greater public attention to an
issue predicts higher, not lower, knowledge of politi-
cally inconvenient truths among both Democrats and

Republicans (Jerit and Barabas 2012; Table 1). Dem-
ocrats’ and Republicans’ beliefs about politically con-
troversial facts are highly correlated across survey
items (Graham 2020; Figures 6 and 7). Led by the
expectation that misinformed beliefs are a primary
driver of partisan belief differences (Lee, Flynn, and
Nyhan 2017, 1), Lee et al. (2021) were surprised to find
that relative to the general public, political elites’
beliefs about politically controversial facts are more
accurate and no more polarized. In a divided era,
observers of politics can still benefit from the tradi-
tional posture that between-group differences in
responses to knowledge questions primarily reflect
differences in knowledge and ignorance.

Another line of research seeks to correct mispercep-
tions. Embracing the error-prone nature of measured
misperceptions could inform tests of a well-grounded
theoretical prediction that, to the author’s knowledge,
has never been confirmed empirically: that mispercep-
tions that are more deeply held should be more resis-
tant to correction. The few studies that are equipped to
test this prediction have either found no heterogeneity
(Guay 2021; Thorson 2015) or have not reported such a
test (Kuklinski et al. 2000). The results presented here
suggest that existing attempts to confirm that highly
certain misperceptions are especially dug-in—includ-
ing, one suspects, some that have yet to emerge from
the file drawer—did not measure much genuine varia-
tion in the depth of misperceptions to begin with.
Understanding which falsehoods people believe to
begin with could help researchers begin to understand
why some correction treatments work better than
others (Weeks 2018).

The same applies to a popular strategy for learning
about the consequences of misperceptions and misin-
formed beliefs. In this paradigm, researchers randomly
assign the provision of correct factual information,
observe that beliefs become more accurate, and draw
conclusions about the downstream consequences
(Ahler and Broockman 2018; Hopkins, Sides, and
Citrin 2019; Nyhan et al. 2020). Such experiments draw
conclusions about the consequences of misperceptions
by a reverse logic: misperceptions appear higher in the
control group than in the treatment group, so the
treatment effects can be interpreted as the effect of
reducing misperceptions. Incongruencies between
measures and definitions of misperceptions strain this
logic. A safer interpretation, maintained through most
of Gilens’s (2001) seminal article, is that such designs
inform rather than correct, providing insight into the
consequences of reducing public ignorance (also see
Grigorieff, Roth, and Ubfal 2020; Lawrence and Sides
2014).

The findings here suggest three best practices for
research in this area. First, research should offer hard
empirical evidence of construct validity. In this paper, a
certainty level of roughly 90% or more was required to
identify respondents with even a modest degree of
genuine belief in their answer, but even 100% certainty
was not sufficient to identify misperceptions held with a
high degree of confidence. Absent evidence to the
contrary, researchers and research consumers should
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default to a posture that treats incorrect answers as a
mix of blind and miseducated guesses.
Second, theoretical expectations about which sub-

groups hold the deepest misperceptions should not be
substituted for hard evidence. This paper examined a
range of respondent characteristics that past research
has found to predict incorrect answers or real-world
engagement with misinformation. In every case, mea-
sured misperceptions were less stable than measured
knowledge. Although finding the expected correlations
with other survey items is accepted as validity evidence
in many contexts, the problem in this case is that the
same correlations would be expected regardless of
whether incorrect answers tend to represent belief in
congenial falsehoods or ignorance of inconvenient
truths. For example, partisans who consume a slanted
media diet might be more prone to believe falsehoods,
but they alsomay never hear facts that are inconvenient
to their side. Either state of the world would yield a
correlation between incorrect answers to survey ques-
tions and partisanship or media consumption. Validity
evidence for measures of misperceptions must be able
to distinguish between these possibilities.
Third, validity evidence should be question specific.

Though no question examined here measured firmly
held misperceptions, some were more successful than
others. Knowledge questions frequently succeeded at
measuring firm, confidently held beliefs in the truth. By
treating measurement properties as specific to individ-
ual questions rather than as general traits of predeter-
mined sets of misinformation items, researchers can
gain a data-driven sense of which misperceptions are
the most deeply held—and if desired, they can focus
their surveys on these questions. For example, the
science surveys conducted for this paper followed the
ANES in seeking to tap climate change misperceptions
by asking about global temperature change over time.
It is possible that some othermisperception—for exam-
ple, that humans did not contribute to the change in
global temperatures—is more firmly held by a wider
swath of the population.
None of this is to say that misperceptions and

misinformed beliefs are not problems when they
exist. Instead, prevailing practices dull researchers’
sense of the problem, detecting the same pattern
around every corner and allowing virtually any inter-
vention that is directed at enhancing belief accuracy
to be framed in relation to misperceptions and mis-
information. This suggests that treating mispercep-
tions as a serious problem requires serious attention
to measurement. By assuming the burden of proof
for its interpretation of survey responses, future
research can build a stronger evidentiary basis
regarding the prevalence, predictors, correction,
and consequences of misperceptions.
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