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I. Introduction. The primary aim of this paper is to extend Barnes [1], Marshall-Olkin [6], and Nehari [8] inequalities as applications of some results introduced in [10] by the author.

Since several results from various sources are adopted here, a unified notation is required in order to simplify our subsequent arguments. To this end, let $L_{p}=L_{p}\left(S, \sum, \mu\right), p>0$ (unless otherwise stated), be the space of all $p$ th power non-negative integrable functions over a given finite measure space ( $S, \Sigma, \mu$ ) (where $S$ may be regarded as a bounded subset of real numbers). For $f \in L_{p}$, we write

$$
\|f\|_{p}=\left\{\int_{S} f^{p} d \mu\right\}^{1 / p}
$$

If $S=\{1, \ldots, n\}$ for some positive integer $n \geq 1, \mu$ is chosen to be the counting measure on $S$ (see [2]). In this case, every $f$ of $L_{p}$ is a finite sequence (or a vector) $\left\{a_{j}\right\}$ of non-negative real numbers $a_{j}, j=1, \ldots, n$. However, we still use

$$
\|f\|_{p}=\left\{\sum a_{j}^{p}\right\}^{1 / p}
$$

Here and in what follows $\sum$ and $\Pi$ are used to indicate $\sum_{j=1}^{n}$ and $\prod_{j=1}^{n}$ respectively, whenever confusion is unlikely to occur.

Two theorems from [10] are cited here for later use.
Theorem 1.1. If $f_{1} \in L_{p}$ and $f_{2} \in L_{q}$ with

$$
\begin{equation*}
(1 / p)+(1 / q)=1 / r, \quad p, q, r>0 \tag{1.1}
\end{equation*}
$$

then $f_{1} f_{2} \in L_{r}$, and

$$
\begin{equation*}
\left\|f_{1} f_{2}\right\|_{r} \leq\left\|f_{1}\right\|_{p}\left\|f_{2}\right\|_{q} . \tag{1.2}
\end{equation*}
$$

Theorem 1.2. Under the assumptions of Theorem 1.1,

$$
\begin{equation*}
\left\|f_{1}\right\|_{p}\left\|f_{2}\right\|_{q} \leq C_{\mathrm{pq}}^{r}\left\|f_{1} f_{2}\right\|_{r} \tag{1.3}
\end{equation*}
$$

[^0]where $C_{p q}^{r}$ is a positive constant depending on functions $f_{1}$ and $f_{2}$ (see below or [ 9,10$]$ for details).
II. Barnes inequalities. Let $f \in L_{p}[0, a], g \in L_{q}[0, a]$. If $0<\|f\|_{p},\|g\|_{q}<\infty$, then the generalized Hölder inequality (1.2) may be written
\[

$$
\begin{equation*}
H_{p q}^{r}(f, g)=\|f g\|_{r} /\|f\|_{p}\|g\|_{q} \leq 1 \tag{2.1}
\end{equation*}
$$

\]

where $p, q, r$ satisfy (1.1). The quantity $H_{p q}^{r}(f, g)$ defined by (2.1) is called the generalized Hölder quotient, while $H_{p q}(f, g)=H_{p q}^{1}(f, g)$ is called the Hölder quotient (see [1]). An inverse of the generalized Hölder inequality gives a lower bound on the generalized Hölder quotient for $p, q \geq r$ and an upper bound for $p, q \leq r$. From (1.3), it follows that $H_{p q}^{r}(f, g) \geq\left(C_{p q}^{r}\right)^{-1}$.

Nehari [8] has established some very general results, which will be discussed and extended later, by using the convex hull of a class of functions; while Barnes [1] has established results only in the case of two functions with the restriction of (1.1) (for $r=1$ ) removed. In fact, their results are not quite comparable (see [1], p. 82). For establishing the remaining results in this section we also remove the restriction of (1.1).

As in [1], we use a certain partial order " $<$ ", defined on a class of functions, and say $f_{0}<f$ or equivalently $f>f_{0}$ (see $[1,3]$ ) if

$$
\int_{0}^{x} f_{0}(t) d t \leq \int_{0}^{x} f(t) d t, \quad 0 \leq x \leq a
$$

and

$$
\int_{0}^{a} f_{0}(t) d t=\int_{0}^{a} f(t) d t
$$

We denote by $f^{-}$the rearrangement of $f$ into decreasing order and define $f^{+}(x)=f^{-}(a-x)$ the rearrangement of $f$ into increasing order (see [1,5] for details of the properties of $\left.f^{+}, f^{-}\right)$. Now, noting

$$
\left[H_{p q}^{r}(f, g)\right]^{r}=\left\|f^{r} g^{r}\right\|_{1} /\left\|f^{r}\right\|_{p / r}\left\|g^{r}\right\|_{g / r^{\prime}}
$$

for any $p, q, r>0$ we are ready to extend Theorems 1 and 2 given on pp. 83-84 of [1] as follows.

Theorem 2.1. Let $f$, g be non-negative functions on $[0, a]$ with $0<\|f\|_{p}$, $\|g\|_{q}<\infty$. Then
(i) If $f_{0}$ is increasing with $f_{0}<f^{+}$and $g_{0}$ is decreasing with $g_{0}>g^{-}$then $H_{p q}^{r}(f, g) \geq H_{p q}^{r}\left(f_{0}, g_{0}\right)$ for $p, q \geq r$;
(ii) If $f_{0}$ and $g_{0}$ are both increasing functions with $f_{0}<f^{+}$and $g_{0}<g^{+}$then $H_{p q}^{r}(f, g) \leq H_{p q}^{r}\left(f_{0}, g_{0}\right)$ for $p, q \leq r$.

Theorem 2.2. Let $f, g$ be non-negative concave functions on $[0, a]$ with $0<\|f\|_{p},\|g\|_{q}<\infty$. Then
(i) $H_{p q}^{r}(f, g) \geq \Gamma^{2}(r+1) F(a) / \Gamma(2 r+2)$ for $p, q \geq r$.

Equality holds in case one of the functions $f, g$ is $\alpha x$ and the other one is $\beta(a-x)$ with $\alpha, \beta$ positive constants.
(ii) $H_{p q}^{r}(f, g) \leq F(a) /(2 r+1)^{1 / r}$ for $-r<p, q<r$.

Equality holds in case $f=\alpha x, g=\beta x$ or $f=\alpha(a-x), g=\beta(a-x)$. Here and in what follows $\Gamma$ is the usual gamma function and

$$
F(a)=(1+p)^{1 / p}(1+q)^{1 / q} a^{(1 / r)-(1 / p)-(1 / q)}
$$

Note that if $\|f\|_{p}=\|g\|_{q}=a=1$, then

$$
\|f g\|_{r} \geq \Gamma^{2}(r+1)(1+p)^{1 / p}(1+q)^{1 / q} / \Gamma(2 r+1)
$$

for $0<r \leq 1$, which is an extension of a Bellman inequality (e.g. see $[4,9]$ for a detailed account).

Proofs of Theorems 2.1 and 2.2 are similar to those of [1] and thus omitted.
III. Marshall-Olkin inequalities. Theorem 1.1 is rewritten explicitly in the form of finite sums.

Theorem 3.1. If $a_{j}, b_{j} \geq 0$ for $j=1, \ldots, n$ with (1.1), then

$$
\begin{equation*}
\left(\sum a_{j}^{r} b_{j}^{r}\right)^{1 / r} \leq\left(\sum a_{j}^{p}\right)^{1 / p}\left(\sum b_{j}^{q}\right)^{1 / q} . \tag{3.1}
\end{equation*}
$$

From (3.1), for $p=r(u-w) /(u-v), q=r(u-w) /(v-w)(u>v>w>0), a_{j}^{p}=$ $p_{j} x_{j}^{w}, b_{j}^{q}=p_{j} x_{j}^{u}\left(p_{j}, x_{j} \geq 0, j=1, \ldots, n\right)$, follows

$$
\begin{equation*}
\left(\sum p_{j} x_{j}^{v}\right)^{u-w} \leq\left(\sum p_{j} x_{j}^{w}\right)^{u-v}\left(\sum p_{j} x_{j}^{u}\right)^{v-w} . \tag{3.2}
\end{equation*}
$$

This is called Lyapunov inequality (see [5, 7]). For our purpose, $\sum p_{j}=1$ is assumed. Since the $p_{j}$ are probabilities, we may consider a random variable $X$ with the distribution $P\left\{X=x_{i}\right\}=p_{j}, j=1, \ldots, n$ (see [6] for more details).

In order to extend Theorem 3.1 given on page 506 of [6], two lemmas given on pp. 504-505 of [6] are listed here as Lemmas 3.1 and 3.2 with a slight change of symbols to suit our notation.

Lemma 3.1. If $X$ is a random variable satisfying $P\{m \leq X \leq M\}=1$, with $m>0$, and $Z$ is a positive random variable, then

$$
\begin{equation*}
s\left[E Z X^{s}-a E Z X^{t}-b E Z\right] \geq 0, \text { for } s<t, \quad s t \neq 0 \tag{3.3}
\end{equation*}
$$

where

$$
a=\frac{M^{s}-m^{s}}{M^{t}-m^{t^{\prime}}} \quad b=\frac{M^{t} m^{s}-M^{s} m^{t}}{M^{t}-m^{t}}
$$

and $E Z$ (etc.) is the expectation of $Z$. Equality holds if and only if $P\{X=m\}+$ $P\{X=M\}=1$. (Note that $a>0$ if and only if $s t>0$, and $b>0$ if and only if $t>0$ ).

Lemma 3.2. Under the assumptions of Lemma 3.1 with $P\{Z>0\}=1$, for $s<t$

$$
\begin{equation*}
\frac{\left(E Z X^{t}\right)^{1 / t}}{\left(E Z X^{s}\right)^{1 / s}} \leq k(E Z)^{(1 / t)-(1 / s)} \tag{3.4}
\end{equation*}
$$

where

$$
k=\left[\frac{s\left(\delta^{t}-\delta^{s}\right)}{(t-s)\left(\delta^{s}-1\right)}\right]^{1 / t}\left[\frac{t\left(\delta^{t}-\delta^{s}\right)}{(t-s)\left(\delta^{t}-1\right)}\right]^{-1 / s}
$$

and $\delta=M / m$. Equality holds if and only if $P\{X=m\}+P\{X=M\}=1$ and $E Z X^{t}=s b[a(t-s)]^{-1} E Z$.

When $(X, Z)=\left(V U^{-1}, V^{-s} U^{t}\right)$ are chosen, we obtain from (3.3) and (3.4) that if $P\left\{m \leq V U^{-1} \leq M\right\}=1$, with $m>0$, then for $s<t$

$$
\begin{gather*}
s\left[E U^{t-s}-a E V^{t-s}-b E U^{t} V^{-s}\right] \geq 0  \tag{3.5}\\
\left(E U^{t-s}\right)^{-1 / s}\left(E V^{t-s}\right)^{1 / t} \leq k\left(E U^{t} V^{-s}\right)^{(1 / t)-(1 / s)} \tag{3.6}
\end{gather*}
$$

To obtain (1.3) (or an extension of Theorem 3.1 of [6]), let $f_{1}^{p}=U^{t-s}$, $f_{2}^{q}=V^{t-s}, f_{1}^{r}=U^{t}, f_{2}^{r}=V^{-s}, p=(t-s) r / t, q=(t-s) r /-s, t<0$, and $\theta=\delta^{(t-s) r}$. A direct substitution in (3.5) and (3.6) yields

Theorem 3.1. If $f_{1} \in L_{p}$ and $f_{2} \in L_{q}$ with (1.1) and $\ell<f_{1}^{-p} f_{2}^{q} \leq \ell \theta$, then $f_{1} f_{2} \in$ $L_{r}$,

$$
\begin{equation*}
\ell^{1 / a} \theta^{1 / q}\left(\theta^{1 / p}-1\right)\left\|f_{1}\right\|_{p}^{p}+\ell^{-1 / p}\left(\theta^{1 / q}-1\right)\left\|f_{2}\right\|_{q}^{q} \leq\left(\theta^{1 / r}-1\right)\left\|f_{1} f_{2}\right\|_{r^{\prime}}^{r} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f_{1} f_{2}\right\|_{r} \geq C_{p q}^{r}\left\|f_{1}\right\|_{p}\left\|f_{2}\right\|_{q^{\prime}} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{p q}^{r}=\frac{p^{1 / p} q^{1 / q} \theta^{1 / p q}\left(\theta^{1 / p}-1\right)^{1 / p}\left(\theta^{1 / q}-1\right)^{1 / q}}{r^{1 / r}\left(\theta^{1 / r}-1\right)^{1 / r}} \tag{3.9}
\end{equation*}
$$

Remark 3.1. Inequalities (3.7) and (3.8) are reversed for $0<p \leq r$. It is also evident that (3.8) can be obtained by applying the geometric-arithmetic inequality to (3.7) (e.g. see [10]).
IV. Nehari inequalities. In order to extend several results of [8], an elementary inequality is listed here as Lemma 4.1. Its proof is omitted, since it can be easily derived from a theorem given on page 76 of [5] and the fact that every negative function of a concave function is convex.

Lemma 4.1. For $x_{j}, q_{j} \geq 0, j=1, \ldots, n$ with $\sum q_{j}=1$,

$$
\begin{equation*}
\sum q_{j} x_{j}^{\alpha} \leq\left(\sum q_{j} x_{j}\right)^{\alpha}, \quad 0 \leq \alpha \leq 1 . \tag{4.1}
\end{equation*}
$$

We now modify two lemmas given on page 407 of [8].

Lemma 4.2 Let $\phi_{j}(t)(j=1, \ldots, n)$ be non-negative continuous convex functions for $t \geq 0$. Let $H_{j}$ be a set of non-negative functions $f_{j}$ such that $\phi_{j}\left(f_{j}\right) \in L_{1}$ and let $C\left(H_{j}\right)$ denote the convex hull of $H_{j}$. If the inequality

$$
\begin{equation*}
\sum A_{j} \int_{S} \phi_{j}\left(f_{j}\right) d \mu \leq C_{n} \int_{S} \prod f_{j}^{r} d \mu, \quad 0 \leq r \leq 1 \tag{4.2}
\end{equation*}
$$

( $A_{j}, C_{n}$ positive constants) holds for all $f_{j} \in H_{j}(j=1, \ldots, n)$, then it also holds for $f_{j} \in C\left(H_{j}\right)$.

Lemma 4.3. Let $H_{j}(j=1, \ldots, n)$ be a subset of $L_{p_{j}}$, where $p_{j} \geq 1,0<r \leq 1$, $1 / r=\sum 1 / p_{j}$. If the inequality

$$
\begin{equation*}
\prod\left\|f_{j}\right\|_{p_{j}} \leq D_{n}\left\|\prod f_{j}\right\|_{r} \tag{4.3}
\end{equation*}
$$

holds for functions $f_{j} \in H_{j}$, then it also holds for functions $f_{j} \in C\left(H_{j}\right)$.
To simplify the writing, we prove these two lemmas for $n=2$. The extensions of the arguments to general $n$ are routine. Establishing Lemma 4.2, it is sufficient to show that $(4.2)_{2}$ holds for all convex combinations

$$
\begin{align*}
& F_{1}=\alpha_{1}^{(1)} f_{1}^{(1)}+\cdots+\alpha_{m_{1}}^{(1)} f_{1}^{\left(m_{1}\right)}\left(\alpha_{k_{1}}^{(1)}>0, \alpha_{1}^{(1)}+\cdots+\alpha_{m_{1}}^{(1)}=1, f_{1}^{\left(k_{1}\right)} \in H_{1}\right)  \tag{4.4}\\
& F_{2}=\alpha_{1}^{(2)} f_{2}^{(1)}+\cdots+\alpha_{m_{2}}^{(2)} f_{2}^{\left(m_{2}\right)}\left(\alpha_{k_{2}}^{(2)}>0, \alpha_{1}^{(2)}+\cdots+\alpha_{m_{2}}^{(2)}=1, f_{2}^{\left(k_{2}\right)} \in H_{2}\right)
\end{align*}
$$

provided (4.2) ${ }_{2}$ holds for $f_{j}=f_{j}^{\left(k_{j}\right)}, k_{j}=1, \ldots, m_{j}, j=1,2$.
By (4.4) and Jensen's inequality, we have

$$
\begin{equation*}
\phi_{j}\left(F_{j}\right) \leq \sum_{k_{j}=1}^{m} \alpha_{k_{j}}^{(j)} \phi_{j}\left(f_{j}^{\left(k_{j}\right)}\right), \quad j=1,2 . \tag{4.5}
\end{equation*}
$$

Hence, from (4.2) $)_{2}$ (4.4), (4.5) and Lemma 4.1 with $\sum_{k_{1}=1}^{m} \sum_{k_{2}=1}^{m_{2}} \alpha_{k_{1}}^{(1)} \alpha_{k_{2}}^{(2)}=1$, follows

$$
\begin{aligned}
& A_{1} \int_{S} \phi_{1}\left(F_{1}\right) d \mu+A_{2} \int_{S} \\
& \phi_{2}\left(F_{2}\right) d \mu \\
& \leq \sum_{k_{1}=1}^{m_{1}} \sum_{k_{2}=1}^{m_{2}} \alpha_{k_{1}}^{(1)} \alpha_{k_{2}}^{(2)}\left\{A_{1} \int_{S} \phi_{1}\left(f_{1}^{\left(k_{1}\right)}\right) d \mu+A_{2} \int_{S} \phi_{2}\left(f_{2}^{\left(k_{2}\right)}\right) d \mu\right\} \\
& \leq C_{2} \sum_{k_{1}} \sum_{k_{2}} \alpha_{k_{1}}^{(1)} \alpha_{k_{2}}^{(2)} \int_{S}\left(f_{1}^{\left(k_{1}\right)} f_{2}^{\left(k_{2}\right)}\right)^{r} d \mu \\
& \leq C_{2} \int_{S}\left(\sum_{k_{2}} \sum_{k_{2}} \alpha_{k_{1}}^{(1)} \alpha_{k_{2}}^{(2)} f_{1}^{\left(k_{1}\right)} f_{2}^{\left(k_{2}\right)}\right)^{r} d \mu \\
&=C_{2} \int_{S} F_{1}^{r} F_{2}^{r} d \mu .
\end{aligned}
$$

This completes the proof of Lemma 4.2.
The proof of Lemma 4.3 is similar, except that Jensen's inequality and

Lemma 4.1 have been replaced by forward and backward Minkowski inequalities. By (4.4) and forward Minkowski inequality, we have, for $p_{j} \geq 1$,

$$
\begin{equation*}
\left\|F_{j}\right\|_{p_{j}} \leq \sum_{k_{j}=1}^{m_{i}} \alpha_{k_{j}}^{(j)}\left\|f_{j}^{\left(k_{i}\right)}\right\|_{p_{j}}, \quad j=1,2 \tag{4.6}
\end{equation*}
$$

Hence, from (4.3) $)_{2}$, (4.4), (4.6) and backward Minkowski inequality, follows

$$
\begin{aligned}
\left\|F_{1}\right\|_{p_{1}}\left\|F_{2}\right\|_{p_{2}} & \leq \sum_{k_{1}} \sum_{k_{2}} \alpha_{k_{1}}^{(1)} \alpha_{k_{2}}^{(2)}\left\|f_{1}^{\left(k_{1}\right)}\right\|_{p_{1}}\left\|f_{2}^{\left(k_{2}\right)}\right\|_{p_{2}} \\
& \leq D_{2} \sum_{k_{1}} \sum_{k_{2}} \alpha_{k_{1}}^{(1)} \alpha_{k_{2}}^{(2)}\left\|f_{1}^{\left(k_{1}\right)} f_{2}^{\left(k_{2}\right)}\right\|_{r} \\
& \leq D_{2}\left\|\sum_{k_{1}} \sum_{k_{2}} \alpha_{k_{1}}^{(1)} \alpha_{k_{2}}^{(2)} f_{1}^{\left(k_{1}\right)} f_{2}^{\left(k_{2}\right)}\right\|_{r} \\
& =D_{2}\left\|F_{1} F_{2}\right\|_{r}, \quad(0<r \leq 1)
\end{aligned}
$$

and Lemma 4.3 is established.
In view of Lemmas 4.2 and 4.3, we can state, without proofs, Theorems 4.1, 4.2 and 4.3, which are extensions of Theorems 3.1, 5.1, 6.1 and 6.2 given on pp. 410-417 of [8]. The proofs are similar to those of [8].

Theorem 4.1. Let $\phi_{j}(t)(j=1,2)$ denote a function which vanishes for $t=0$ and is continuous non-decreasing and convex for $t \geq 0$. If

$$
\begin{equation*}
0<m_{j} \leq f_{j} \leq M_{j}<\infty, \quad j=1,2 \tag{4.7}
\end{equation*}
$$

and $\phi_{j}\left(f_{j}\right) \in L_{1}$, then, for any two positive constants $A_{1}, A_{2}$ we have the inequality

$$
A_{1} \int_{S} \phi_{1}\left(f_{1}\right) d \mu+A_{2} \int_{S} \phi_{2}\left(f_{2}\right) d \mu \leq C_{2} \int_{S} f_{1}^{r} f_{2}^{r} d \mu, \quad 0<r \leq 1,
$$

where

$$
C_{2}=\max \left\{\delta\left(m_{1}, m_{2}\right), \delta\left(M_{1}, M_{2}\right), \delta\left(M_{1}, m_{2}\right), \delta\left(m_{1}, M_{2}\right)\right\}
$$

and

$$
\delta(x, y)=\left[A_{1} \phi_{1}(x)+A_{2} \phi_{2}(y)\right] / x^{r} y^{r} .
$$

Theorem 4.2. Let $f_{1} \in L_{p}, f_{2} \in L_{q}$, where $1 / r=(1 / p)+(1 / q), p, q \geq 0,0<r \leq 1$ If (4.7) is assumed, and if $\eta_{1}, \eta_{2}\left(0 \leq \eta_{1}, \eta_{2} \leq 1\right)$ are defined by

$$
\int_{S} f_{j} d \mu=\left[m_{j}+\eta_{j}\left(M_{i}-m_{j}\right)\right] \mu(S), \quad j=1,2
$$

then

$$
\left\|f_{1}\right\|_{p}\left\|f_{2}\right\|_{q} \leq D_{2}\left\|f_{1} f_{2}\right\|_{r}
$$

where

$$
D_{2}=\frac{\left\{m_{1}^{p}+\left(M_{1}^{p}-m_{1}^{p}\right) \eta_{1}{ }^{1 / p}\left\{m_{2}^{q}+\left(M_{2}^{q}-m_{2}^{q}\right) \eta_{2}\right\}^{1 / q}\right.}{\left\{m_{1}^{r} m_{2}^{r}+m_{1}^{r}\left(M_{2}^{r}-m_{2}^{r}\right) \eta_{2}+m_{2}^{r}\left(M_{1}^{r}-m_{1}^{r}\right) \eta_{1}+\gamma\left(M_{1}^{r}-m_{1}^{r}\right)\left(M_{2}^{r}-m_{2}^{r}\right)\right\}^{1 / r}}
$$

and

$$
\gamma=\max \left\{0, \eta_{1}+\eta_{2}-1\right\}
$$

Theorem 4.3. Let $f_{1}, \ldots, f_{n}$ be continuous non-negative concave functions in [0, 1], and let

$$
\int_{0}^{1} f_{j} d x=1 / 2, \quad j=1, \ldots, 2
$$

If

$$
1 / r=\sum 1 / p_{j}, p_{j}>0, \quad j=1, \ldots, n, \quad 0<r \leq 1,
$$

then

$$
\begin{equation*}
\sum\left(1+1 / p_{j}\right)\left\|f_{j}\right\|_{p_{i}}^{p_{i}} \leq C_{n}\left\|\Pi f_{j}\right\|_{r}^{r} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi\|f\|_{v_{r}} \leq D_{n}\left\|\Pi_{f}\right\|_{r} \tag{4.9}
\end{equation*}
$$

where

$$
C_{n}=\frac{\Gamma(n r+2)}{([n r / 2]!)^{2}}=\frac{\Pi\left(1+p_{j}\right)^{1 / p_{i}}}{r^{1 / r}} D_{n} .
$$

There will be equalities in (4.8) and (4.9) respectively if $f_{j}=x$ for [nr/2] of the subscripts $j$, and $f_{j}=1-x$ in the other cases.

Remark 4.1. Theorem 4.3 is an extension of Theorem 6.1 and 6.2 given on pp. 414-417 of [8]. It is obvious also that (4.9) can be derived from (4.8) (see Remark 3.1 above).
V. Concluding remarks. 5.1 In view of the above results, we may conclude that most of remarks made in $[1,6,8]$ can be carried over to the cases considered here. However, we refer them to the aforementioned papers for details.
5.2 Based upon all possible transliterations (say $p<0, q<0, r>0$, etc) of the standard normalized Hölder inequality introduced in [10], corresponding variants of the inequalities of Barnes [1], Marshall-Olkin [6] and Nehari [8] could be established without any difficulty (perhaps with tedious notation). However, those will not be further exploited here.
5.3 The above investigation convincingly reveals that variants of the Hölder inequality provide means for wider applications than the standard one.
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