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Abstract Beardon and Minda gave a characterization of normal families of holomorphic and meromor-
phic functions in terms of a locally uniform Lipschitz condition. Here, we generalize this viewpoint to
families of mappings in higher dimensions that are locally uniformly continuous with respect to a given
modulus of continuity. Our main application is to the normality of families of quasiregular mappings
through a locally uniform Hölder condition. This provides a unified framework in which to consider
families of quasiregular mappings, both recovering known results of Miniowitz, Vuorinen and others and
yielding new results. In particular, normal quasimeromorphic mappings, Yosida quasiregular mappings
and Bloch quasiregular mappings can be viewed as classes of quasiregular mappings which arise through
consideration of various metric spaces for the domain and range. We give several characterizations of
these classes and obtain upper bounds on the rate of growth in each class.
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1. Introduction

1.1. Background

Normal family theory plays a pivotal role in classical complex analysis and in the
more modern developments of complex dynamics. However, checking whether or not a
given family is normal directly from the definition is usually a challenging task. For
this reason, results giving conditions that imply normality are highly desirable. As an
example, a family of meromorphic functions defined on a domain U ⊂ C that all omit the
same three points in C is normal by Montel’s Theorem. This result has huge implications
for complex dynamics, where the stable or chaotic behaviour of the iterates of a function
is characterized through a condition involving normal families.
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Normal family theory itself is well developed, see for example the monograph of Schiff
[24]. Beardon and Minda [1] brought a new viewpoint to the theory by considering families
of locally uniformly Lipschitz functions. They gave a characterization of normality in
terms of the local Lipschitz behaviour and were then able to recover many familiar results
from normal family theory and obtain some generalizations. A key to the generality
of their method is that the domain and range under consideration are considered as
metric spaces, and then the local uniform Lipschitz condition is given in terms of these
distance functions. Changing the metrics in domain and range yields different results. It
is also worth observing that their results contain normal family theory with respect to
holomorphic and meromorphic functions as a special case. For example, their framework
includes families of mappings which do not necessarily preserve orientation.
In the final paragraph of their paper, Beardon and Minda suggest that there should

be a generalization of their approach to the setting of quasiregular mappings in two or
more dimensions. The purpose of this paper is to address this question.
Quasiregular mappings provide the natural setting for generalizing geometric func-

tion theory in the plane to Rn, for n ≥ 3. Liouville’s Theorem asserts that the only
conformal mappings in Rn, for n ≥ 3, are Möbius mappings, and hence it is necessary
to consider mappings with some distortion to get a rich theory. Fortunately, there are
many analogues of important results in complex analysis for quasiregular mappings. Of
particular relevance to the current paper is a generalization of Montel’s Theorem to fam-
ilies of K -quasiregular mappings. We refer to Rickman’s monograph [23] for a complete
introduction to quasiregular mappings.
The Beardon–Minda viewpoint applies to families of locally uniformly Lipschitz map-

pings. However, K -quasiregular mappings on Rn need not be locally Lipschitz and are
only guaranteed to be locally Hölder continuous with exponent α = K1/(1−n), as shown
by examples of the form ft(x) = x|x|t−1, for t > 0. It is therefore natural to consider
families of locally uniformly Hölder continuous mappings with a fixed Hölder exponent.
A key role is played by the domains and ranges for our families of mappings. We will

always assume that our domains and ranges are subsets of the n-sphere Sn, for n ≥ 2,
equipped with a conformal metric. Important examples to bear in mind are the unit
ball Bn equipped with the hyperbolic metric, Rn equipped with the usual Euclidean
metric and Sn equipped with the spherical metric. Some of our work also applies to
more general conformal metrics, and it is worth pointing out that there is a great deal of
interplay between quasiregular mappings and metric spaces, see for example the recent
book of Hariri et al. [8].
There are several families of holomorphic and meromorphic functions in the plane which

have been well-studied and can be placed into the Beardon–Minda framework. Lehto
and Virtanen [11] introduced normal meromorphic functions. These are meromorphic
functions f : D → C for which {f ◦ A : A ∈ G} is a normal family, where G is the auto-
morphism group of D. Bloch functions were first systematically studied by Pommerenke
[18]. These are holomorphic functions f : D → C for which {f(A(z))− f(A(0)) : A ∈ G}
is normal, where again G is the automorphism group of D. Finally, Yosida [27] introduced
the class that would become eponymous via the meromorphic functions f : C → C for
which {f(z + w) : w ∈ C} is normal. Each of these three classes can be classified via a
uniform continuity condition in terms of the appropriate choices of the hyperbolic metric
on D, the Euclidean metric on C or the spherical metric on C in domain and range. There
has been much research on these classes since their introduction. The interested reader
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may consult the books of Pommerenke [19, 20] and Schiff [24] for further developments
in two dimensions.
It is natural to ask if there are corresponding classes of quasiregular mappings. In fact,

the quasiregular analogue of normal meromorphic functions from Bn to Sn have been
well studied, see, for example, Vuorinen [26], as have the analogue of Yosida functions
(see [2, 13]). Via our generalization of the Beardon–Minda framework, we provide a uni-
fied viewpoint for these two classes of mappings, as well as the quasiregular analogue of
Bloch functions. This latter class of mappings is studied here systematically for the first
time; however, see also [4, 21].

1.2. Outline of the paper

In § 2, we recall the notion of ω-continuity and consider general families F of map-
pings which satisfy a local uniform ω-continuity condition between subsets X,Y of Sn

with conformal distance functions dX , dY , respectively. We recall how C(X,Y ) can be
made into a metric space and then interpret the Arzela–Ascoli Theorem for families of
locally uniformly ω-continuous mappings in Theorem 2.9. This states that, with appro-
priate conditions on X and Y, a family F of locally uniformly ω-continuous mappings is
relatively compact in C(X,Y ) if and only if there is some point x0 ∈ X with a relatively
compact orbit F(x0) in Y.
We further study the situation where Y is a subset of another metric space (Z, dZ).

Indeed, this will always be the case, since Y ⊂ Sn. The Escher condition, introduced
by Beardon and Minda, holds if balls of a fixed radius in Y near ∂Y are contained in
small balls with respect to dZ. Theorem 2.14 then asserts that in this situation, with
appropriate conditions on X, Y and Z, a family F ⊂ C(X,Y ) of locally uniformly ω-
continuous mappings is relatively compact in C(X,Z) if and only if F is a normal family
relative to Z. Here, a family F ⊂ C(X,Y ) is said to be normal relative to Z if F is
relatively compact in C(X,Z) and the closure of F in C(X,Z) is the closure of F in
C(X,Y ) together possibly with constant maps into ∂Y . At this point, we should bear in
mind the usual definition of a normal family of holomorphic functions in the plane: any
sequence must have a subsequence that either converges locally uniformly or diverges
locally uniformly to infinity. This last part is the interpretation of constant maps into
∂Y when Y is C with the Euclidean metric and ∂Y is the point at infinity in C.
In § 3, we specialize to consider families of quasiregular mappings. We recall a selection

of facts from this well-developed theory that will be salient for our purposes, most impor-
tantly Theorem 3.1 that states quasiregular mappings are locally Hölder continuous. We
will therefore be able to apply the results of § 2 in the class of quasiregular mappings.
There are various ways of considering normal families in this setting. If X,Y are subdo-
mains of Sn, then we can either define a normal family of quasiregular mappings relative
to Sn as above, or use the definition introduced by Miniowitz [16] involving local uniform
convergence, or use relative compactness in C(X,Sn). Definition 3.3, and the discussion
after it, will show that all these viewpoints coincide in our setting.
Our main result in § 3, Theorem 3.7, asserts that a family of K -quasiregular mappings

from X to Y is relatively compact in C(X,Y ) if and only if F satisfies a local uniform
Hölder condition with exponent K1/(1−n) and there is some point with a relatively com-
pact orbit in Y. In the special case where Y is the compact set Sn, this second condition
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can be dropped. In the rest of § 3, we recover old results and obtain new ones by consid-
ering various domains and ranges in Theorem 3.7, as well as providing an application to
Julia sets of uniformly quasiregular mappings in Theorem 3.12.
In § 4, we apply our analysis of families of K -quasiregular mappings to study normal

quasiregular mappings. Here, we assume X ⊂ Sn carries a transitive collection G of
isometries. A quasiregular mapping f : X → Sn is then called normal if the family
{f ◦ A : A ∈ G} is a normal family. If the range is Rn, then we instead require the
family {f(A(x))− f(A(x0)) : A ∈ G} to be normal, for some x0 ∈ X; compare with the
definition of Bloch functions above.
Interestingly, the choice of G turns out not to matter in this definition. While G could

be chosen to be the isometry group of X (if such a group is transitive), it need not be.
This is seen via Theorem 4.2, which characterizes normal quasiregular mappings as those
which are uniformly continuous. This latter condition is independent of the choice of G.
To illustrate the point, Yosida functions in the plane are defined by letting G be the
translation group of C. Nothing is lost or gained by instead letting G be the full isometry
group of C. We further show in Theorem 4.4 that normal quasiregular mappings into
Sn are precisely the globally Hölder quasiregular mappings. The corresponding result for
normal quasiregular mappings into Rn, Theorem 4.5, shows that such maps are Hölder
on small scales and Lipschitz on large scales.
Moving into § 5, we use our framework from § 4 to study three classes of normal

quasiregular mappings. First, we introduce the quasiregular analogue of Bloch functions
where the domain is Bn with the hyperbolic metric and the range is Rn with the Euclidean
metric. Our first main result here, Theorem 5.4, shows that f is a Bloch mapping if and
only if the Bloch radius is finite. The failure of quasiregular mappings to be closed under
addition means there is no Banach space structure, so there is no precise analogue of
the Bloch norm. Instead we give a discrete version Rf via the supremum of Euclidean
diameters of images of hyperbolic balls of radius 1 and prove in Theorem 5.6 that Bloch
mappings can be characterized via the finiteness of Rf. We also give in Theorem 5.7 an
upper bound for the rate of growth of Bloch mappings in terms of Rf and construct an
example that is an analogue of log(1− z).
We next turn to normal quasiregular mappings Bn → Sn. This class has already been

studied, see [26, Chapter 13]. Our main new contribution here is in Theorem 5.12 where it
is shown that normal quasiregular mappings have order of growth at most n − 1. Finally,
we study Yosida quasiregular mappings from Rn to Sn. Our main contribution here is
Theorem 5.16, a generalization of a result of Minda [15], that asserts f is not a Yosida
mapping if and only if there is a rescaling in the Pang–Zalcman sense which converges
to a non-constant Yosida mapping.
The authors would like to thank the referee for carefully reading this paper and

providing some improvements.

2. The Beardon and Minda viewpoint in higher dimensions

Notation: For n ≥ 2, we denote by Rn Euclidean n-space, by Sn the unit n-sphere in
Rn+1, which we will identify with Rn ∪ {∞}, and by Bn the open unit ball in Rn. Given
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a metric space (X, dX), the open ball centred at x0 ∈ X of radius r > 0 is BX(x0, r). If
the underlying metric space is Euclidean space, we drop the X subscript.

2.1. Conformal metrics

Suppose X is a domain in Sn. A conformal metric on X is a continuous form τ(x)|dx|
for which τ is strictly positive. A conformal metric induces a distance function given by

d(u, v) = inf

∫
γ

τ(x)|dx|,

where the infimum is over all locally rectifiable paths in X joining u and v. We will often
write τX and dX for the metric and distance function on X, as long as the context is
clear.

Example 2.1. Suppose n ≥ 2.

• The Euclidean metric on Rn arises from τ(x) = 1.
• Modelling Sn as the unit sphere embedded in Rn+1, the spherical distance σ on
Sn arises from the restriction of the Euclidean metric on Rn+1. It will be useful
to note that by identifying Sn with Rn ∪ {∞}, we have

σ(u, v) = inf
γ

∫
γ

2 |dx|
1 + |x|2

, u, v ∈ Sn. (2.1)

• The hyperbolic distance ρ on Bn arises from τ(x) = 2(1− |x|2)−1.
• If X is a proper subdomain of Rn, then the quasihyperbolic distance arises from
τ(x) = d(x, ∂X)−1, where d here denotes the Euclidean distance.

We remark that not every distance function arises in this way.
An important point to consider is whether the metrics are complete, that is, whether

Cauchy sequences in the corresponding distance function converge. For example, the
hyperbolic metric is complete on Bn, whereas the Euclidean metric is not. However, every
proper subdomain of Sn carries a complete conformal metric, namely the quasihyperbolic
metric. It is sometimes convenient to assume that metrics are complete and then appeal
to the following lemma.

Lemma 2.2. If τ j are conformal metrics on Xj for j = 1, 2 with X1 ⊂ X2, then the
associated distance functions d1, d2 are bi-Lipschitz equivalent on compact subsets of X1.

The proof of this lemma is the same as that of [1, Lemma 2.1]. We recall that d1 and
d2 are bi-Lipschitz equivalent distance functions on X if there exists L ≥ 1 such that

d2(x, y)

L
≤ d1(x, y) ≤ Ld2(x, y),

for all x, y ∈ X. The smallest such L for which the above inequalities hold is called the
isometric distortion.
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2.2. ω-Continuity

The notion of ω-continuity is a quantitative way of describing continuity and is closely
related to uniform continuity. Throughout, X and Y are subdomains of Sn with distance
functions dX and dY, respectively, arising from conformal metrics.
We recall that C(X,Y ) is the space of continuous maps f : X → Y , where con-

tinuity is with respect to dX and dY. The space C(X,Y ) carries a distance function
defined as follows (c.f. [1, §3]): let (Kk)

∞
k=1 be a compact exhaustion of X and for

f, g ∈ C(X,Y ), set

dk(f, g) = sup{dY (f(x), g(x)) : x ∈ Kk},

and

dX,Y (f, g) =
∞∑
k=1

1

2k

(
dk(f, g)

1 + dk(f, g)

)
.

Then, dX,Y (fm, f) → 0 if and only if fm → f uniformly on compact subsets of X. The
topology arising from this distance function is called the topology of uniform convergence
on compact sets, or the topology of local uniform convergence, and does not depend on the
particular choice of compact exhaustion. Consequently, when we say fm → f in C(X,Y ),
this means local uniform convergence relative to dX and dY or, equivalently, convergence
relative to the distance dX,Y on C(X,Y ). Note also that the topology induced on C(X,Y )
is not changed when the distance functions dX and dY are replaced with topologically
equivalent distances.
We will often want to talk about a family F of functions in C(X,Y ) being relatively

compact. This means that the closure of F in C(X,Y ) is compact. Since sequential
compactness coincides with compactness in metric spaces, we are free to use either notion
when discussing compact sets in C(X,Y ). In particular, F is relatively compact if and
only if any sequence of functions fm ∈ F is guaranteed to have a subsequence which
converges uniformly on compact subsets to an element of C(X,Y ).
We now recall the notion of ω-continuity.

Definition 2.3. Let ω : [0,∞) → [0,∞) be a continuous increasing function with
w(0) = 0. We call a map f : X → Y ω-continuous if f has modulus of continuity ω,
that is, if

dY (f(x), f(y)) ≤ ω(dX(x, y)),

for all x, y ∈ X.

Example 2.4. If ω(t) = Ct for C > 0, then f is Lipschitz continuous. If ω(t) = Ctα

for constants C,α > 0, then f is α-Hölder continuous.
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Definition 2.5. A family F ⊂ C(X,Y ) is called:

(i) uniformly ω-continuous if there exists L> 0 such that for all x, y ∈ X and
all f ∈ F ,

dY (f(x), f(y)) ≤ Lω(dX(x, y));

(ii) uniformly ω-continuous on compact sets if for each compact set E ⊂ X, there exists
L> 0 such that for all x, y ∈ E and all f ∈ F ,

dY (f(x), f(y)) ≤ Lω(dX(x, y));

(iii) locally uniformly ω-continuous if for each x0 ∈ X, there exist r, L > 0 such that
for all x, y ∈ BX(x0, r) and all f ∈ F ,

dY (f(x), f(y)) ≤ Lω(dX(x, y)).

We will show that uniform ω-continuity on compact subsets and local uniform
ω-continuity are the same notions with respect to conformal metrics.

Proposition 2.6. Let X,Y be subdomains of Sn equipped with conformal metrics and
corresponding distance functions dX , dY , respectively. A family F ⊂ C(X,Y ) is locally
uniformly ω-continuous if and only if it is uniformly ω-continuous on compact sets.

Proof. Each point in X has a compact neighbourhood, so uniformly ω-continuous on
compact subsets implies locally uniformly ω-continuous.
For the converse, suppose that F is locally uniformly ω-continuous but not uniformly

ω-continuous on compact sets. Then, there exist a compact set E ⊂ X, points xm, ym ∈ E
and fm ∈ F such that, for all m ∈ N,

dY (fm(xm), fm(ym)) > mω(dX(xm, ym)). (2.2)

We may assume that the sequences (xm) and (ym) converge to limits x and y in E,
respectively. We must have that x 6= y; otherwise, we obtain a contradiction from the
local uniform ω-continuity of F at x. Using local uniform ω-continuity at x and y, it now
follows from (2.2) that

dY (fm(x), fm(y)) → ∞, as m → ∞. (2.3)

Let γ : [0, 1] → X be a path from x to y. For each point u ∈ γ([0, 1]), there exist
0 < ru < (1/2) and Lu > 0 such that for all p, q ∈ BX(u, ru) and all f ∈ F ,

dY (f(p), f(q)) ≤ Luω(dX(p, q)) ≤ Luω(1).
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Since γ([0, 1]) is compact, we can cover it with finitely many such balls, say BX(ui, rui)
for i = 1, . . . , J . It follows that, for all f ∈ F ,

dY (f(x), f(y)) ≤
J∑

i=1

Lui
ω(1),

in contradiction to (2.3). �

2.3. Relative compactness and the Arzela–Ascoli Theorem

We recall the definition of equicontinuity.

Definition 2.7. Let X,Y be subdomains of Sn with conformal metrics and associated
distance functions dX , dY , respectively. Let F ⊂ C(X,Y ).

(i) F is equicontinuous at x0 ∈ X , if for every ε> 0, there exists δ > 0 such that
dY (f(x), f(x0)) < ε whenever dX(x, x0) < δ and f ∈ F .

(ii) F is equicontinuous on X if it is equicontinuous at each point x0 ∈ X.

The Arzela–Ascoli Theorem in this setting takes the form [17, Theorem 47.1]:

Theorem 2.8. Let F be a family of continuous functions from a locally compact
Hausdorff metric space X to a metric space Y. Then, F is relatively compact in C(X,Y )
if and only if

(i) the family F is equicontinuous on X and
(ii) for every x ∈ X, the orbit F(x) = {f(x) : f ∈ F} is relatively compact in Y.

If X and Y are subdomains of Sn with conformal metrics, then they satisfy the hypothe-
ses of the theorem. We can use the Arzela–Ascoli Theorem to formulate a characterization
of relative compactness in the setting of ω-continuity, c.f. [1, Theorem 7.1], where the
completeness of dY shows that only one orbit needs to be checked for relative compactness.

Theorem 2.9. Let X and Y be subdomains of Sn with conformal metrics and asso-
ciated distance functions dX , dY , respectively, and suppose the metric on Y is complete.
Let F ⊂ C(X,Y ) be locally uniformly ω-continuous. Then, F is relatively compact in
C(X,Y ) if and only if there exists x0 ∈ X such that F(x0) = {f(x0) : f ∈ F} is
relatively compact in Y.

Proof. If F is relatively compact, then the conclusion is just the Arzela–Ascoli
Theorem. For the converse, the local uniform ω-continuity condition implies that F is
equicontinuous on X. Fix x ∈ X. Then, the set {x, x0} is compact and F is uniformly
ω-continuous on {x, x0} by Proposition 2.6. The relative compactness of F(x) now follows
from the relative compactness of F(x0), using the fact that all closed balls in (Y, dY ) are
compact because dY is complete and is obtained by integrating a conformal metric. The
Arzela–Ascoli Theorem then implies that F is relatively compact in C(X,Y ). �
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We remark that the completeness of dY is necessary in Theorem 2.9, as the next
example shows.

Example 2.10. Let X = Y = (−1, 1)2 equipped with the Euclidean distance. For
m ≥ 2 and x ∈ (−1, 1), consider the piecewise linear maps:

pm(x) =


x x ∈ (−1, 0],

2(m−1)x
m x ∈ (0, 1/2),

2x+m−2
m x ∈ [1/2, 1),

and define fm(x, y) = (pm(x), y) for (x, y) ∈ X. The family {fm : m ≥ 2} ⊂ C(X,Y ) is
uniformly Lipschitz, but the orbit of (0, 0) is relatively compact in Y and the orbit of
(1/2, 0) is not.

2.4. The Escher condition

Definition 2.11. Suppose that Y ⊂ Z ⊂ Sn with distance functions dY , dZ . Following
[1, § 10], we say that dY satisfies an Escher condition relative to dZ if for all R> 0
and ε> 0, there exists E ⊂ Y compact so that if x ∈ Y \ E and dY (x, y) < R, then
dZ(x, y) ≤ εdY (x, y). We may also refer to an Escher condition between the corresponding
metrics.

The idea is that near ∂Y , disks of radius R in dY are contained in small disks in dZ. It is
worth bearing in mind the example of the hyperbolic metric in Bn: near ∂Bn, hyperbolic
disks of radius 1 have small Euclidean diameter.

Theorem 2.12. Suppose that τY is a complete metric on Y and Y ⊂ Z ⊂ Sn with
metric τZ. Then τY satisfies an Escher condition relative to τZ if and only if

lim
x→ζ

τZ(x)

τY (x)
= 0,

for all ζ ∈ ∂Y .

The proof is identical to [1, Theorem 10.1] and is omitted. The classical definition of
a normal family of holomorphic functions in C requires the limit of a convergent subse-
quence to either be holomorphic or for the subsequence to diverge to infinity uniformly
on compact subsets. The latter situation should be viewed in the context of the Riemann
sphere and the subsequence converging uniformly on compact subsets to the point at
infinity. In light of this, we recall the definition of a normal family from [1, § 9].

Definition 2.13. Suppose X,Y, Z are domains in Sn equipped with conformal metrics,
Y ⊂ Z and F ⊂ C(X,Y ). Then, F is a normal family relative to Z if F is relatively
compact in C(X,Z) and the closure of F in C(X,Z) is the closure of F in C(X,Y )
together possibly with constant maps into ∂Y ∩ Z.

In the discussion preceding this definition, X and Y are C with the Euclidean metric
and Z is the Riemann sphere with the spherical metric. We remark that the specific choice
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of conformal metrics on X,Y and Z is irrelevant in Definition 2.13, since any choices of
conformal metrics generate the same topology on C(X,Y ) and C(X,Z). Moreover, in
the case that Y ⊂ Z, the choice of Z does not matter in this definition. In this paper,
we only consider the case when Y ⊂ Z, often because we choose Z to be Sn.
We next show how, for locally uniformly ω-continuous families, the Escher condition

allows us to use relative compactness and normality as synonyms, c.f. [1, Theorem 11.1].

Theorem 2.14. Let X,Y and Z be subdomains of Sn with conformal metrics and
corresponding distance functions dX , dY and dZ, respectively, and Y ⊂ Z. Suppose that
dY satisfies an Escher condition relative to dZ and that F ⊂ C(X,Y ) is locally uniformly
ω-continuous. Then, F is relatively compact in C(X,Z) if and only if F is a normal
family relative to Z.

Proof. The normality of F relative to Z implies that F is relatively compact in
C(X,Z).
For the converse, suppose that F is relatively compact in C(X,Z). Let fm ∈ F be a

sequence and, passing to a subsequence and relabelling if necessary, we can assume that
fm → f locally uniformly in C(X,Z). We need to show that either f is in C(X,Y ) or f
is constant. Let us assume that f is not in C(X,Y ), in which case there exists x0 ∈ X
with f(x0) = limm→∞ fm(x0) ∈ ∂Y . Take x ∈ X and ε> 0. Since {x0, x} is compact and
F is locally uniformly ω-continuous, Proposition 2.6 implies that

dY (fm(x), fm(x0)) ≤ Lω(dX(x, x0)), (2.4)

for all m ∈ N. Set C = Lω(dX(x, x0)). The Escher condition means that we can find a
compact set E ⊂ Y such that if v ∈ Y \ E and dY (u, v) < C, then

dZ(u, v) <
ε

C
dY (u, v). (2.5)

Since E is a compact subset of Y and fm(x0) → f(x0) ∈ ∂Y , there is M ∈ N such that
if m ≥ M , then fm(x0) ∈ Y \E and dZ(fm(x0), f(x0)) < ε. Hence, by (2.4) and (2.5), if
m ≥ M , then

dZ(fm(x), f(x0)) ≤ dZ(fm(x), fm(x0)) + dZ(fm(x0), f(x0)) < 2ε.

It follows that f(x) = f(x0), and hence f is a constant map into ∂Y . �

Note that, unlike [1, Theorem 11.1], the above result does not assume that the metrics
on the codomains Y and Z are complete. Theorem 2.14 immediately has the following
corollary.

Corollary 2.15. Let X ⊂ Rn be equipped with a conformal metric and let F ⊂
C(X,Rn) be locally uniformly ω-continuous with respect to dX and the Euclidean distance
on Rn. Then, F is a normal family relative to Sn equipped with the spherical metric.

Proof. Since the spherical distance σ is bounded above by twice the Euclidean distance
on Rn, we immediately obtain that F is locally uniformly ω-continuous with respect to
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dX and σ. The first condition in the Arzela–Ascoli Theorem is thus satisfied. The second
condition is satisfied automatically since Sn is compact. Hence, F is relatively compact
in C(X,Sn). Since the Euclidean and spherical metrics satisfy the Escher condition,
Theorem 2.14 implies that F is a normal family relative to Sn. �

3. Quasiregular mappings

The setting of quasiregular mappings in Rn, for n ≥ 2, is the natural counterpart to
function theory in the plane. We refer to [23] for a comprehensive review of the theory
of quasiregular mappings but, we briefly outline the definition and important properties
below.

3.1. Preliminaries

A quasiregular mapping in a domain U ⊂ Rn for n ≥ 2 is a continuous mapping in the
Sobolev space W 1

n,loc(U) where there is a uniform bound on the distortion, that is, there
exists K ≥ 1 such that

|f ′(x)|n ≤ KJf (x),

almost everywhere in U, where |f ′(x)| is the operator norm of f ′(x) and Jf (x) is the
Jacobian determinant of f at x. The minimal K for which this inequality holds is called
the outer dilatation and is denoted by KO(f). As a consequence of this, there is also
K ′ ≥ 1 such that

Jf (x) ≤ K ′ inf
|h|=1

|f ′(x)h|n

holds almost everywhere in U. The minimal K
′
for which this inequality holds is called the

inner dilatation and denoted by KI(f). We then have that K(f) = max{KO(f),KI(f)}
is the maximal dilatation of f. A K -quasiregular mapping is a quasiregular mapping for
which K(f) ≤ K. An injective quasiregular mapping is called quasiconformal. It turns
out that non-constant quasiregular mappings are discrete and open.
To deal either with quasiregular mappings that are defined at infinity or with quasireg-

ular maps that have a discrete set of poles, we may pre- or post-compose by a Möbius
map A (which could be chosen to be a spherical isometry) that moves the point at infinity
to the origin and then locally apply the above condition. Such mappings are sometimes
called quasimeromorphic, but we will keep the nomenclature quasiregular and bear in
mind that the domain and range can include the point at infinity.
The main property that we are interested in here is the fact that quasiregular mappings

are locally Hölder continuous, as the following result illustrates.

Theorem 3.1. ([23], Theorem III.1.11). Let n ≥ 2 and K ≥ 1. Let U ⊂ Rn be
a bounded domain and f : U → Rn be a bounded K-quasiregular mapping. Suppose that
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E ⊂ U is compact, let δ = d(E, ∂U), where d denotes Euclidean distance and let r denote
the diameter of f(U). Then

|f(x)− f(y)| ≤ C|x− y|α,

for all x ∈ E and y ∈ U , and where α = K1/(1−n), C = λ(n)δ−αr with λ(n) a constant
that depends only on n.

Henceforth, we will denote by α the constant K1/(1−n). Below, we will prove some
results on the order of growth of various classes of mappings. We recall the required
notions here. Suppose f :U → Sn is a non-constant K -quasiregular mapping. The local
index i(x, f) is the infimum of supy card f

−1(y)∩V , where V runs over all neighbourhoods

of x. For y ∈ Sn and a Borel set E with E compact in U, define

n(E, y) =
∑

x∈f−1(y)∩E

i(x, f),

that is, n(E, y) counts the number of points in f−1(y) ∩ E with multiplicity. For r > 0,

n(r, y) is defined to be n(B(0, r), y).
We define Af,σ(r) to be the average of n(r, y) over S

n with respect to spherical measure,
that is,

Af,σ(r) =
1

ωn

∫
Rn

n(r, y)

(1 + |y|2)n
dm(y) =

1

ωn

∫
B(0,r)

Jf (x)

(1 + |f(x)|2)n
dm(x),

where dm denotes Lebesgue measure and ωn the surface area of Sn. If the context is clear,
we abbreviate Af,σ(r) to A(r). We note that our formulas differ from those in Rickman’s
monograph [23] by a factor of 2n as we are identifying Rn ∪{∞} with the unit sphere Sn

in Rn+1, whereas Rickman uses a sphere of radius 1/2. We also define

A(x0, r) =
1

ωn

∫
B(x0,r)

Jf (x)

(1 + |f(x)|2)n
dm(x), (3.1)

which has the interpretation of the normalized spherical volume of f(B(x0, r)) with
multiplicity taken into account.
If Y is an (n−1)-dimensional sphere in Rn, then ν(E, Y ) denotes the average of n(E, y)

over Y with respect to the (n− 1)-dimensional spherical measure. In the particular case

where E = B(0, r), we write ν(r, s) for ν(B(0, r), ∂B(0, s)).
For quasiregular mappings on Rn, the order µf and lower order λf of f are defined by

µf = lim sup
r→∞

logA(r)

log r
, λf = lim inf

r→∞

logA(r)

log r
.

https://doi.org/10.1017/S0013091523000640 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091523000640


Normal families and quasiregular mappings 91

If f has no poles, then the order and lower order can be expressed in terms of the
maximum modulus function

M(r, f) = sup
|x|=r

|f(x)|

via

µf = lim sup
r→∞

(n− 1)
log logM(r, f)

log r
, λf = lim inf

r→∞
(n− 1)

log logM(r, f)

log r
.

For quasiregular mappings in the unit ball Bn, analogous definitions for order and lower
order hold, with log r replaced by log(1/(1− r)) and limits as r → 1−.

3.2. Families of K -quasiregular mappings

We now make precise the notion of a normal family of quasiregular mappings. First
we need the following definition.

Definition 3.2. If X and Y are subdomains of Sn, then denote by Q(X,Y ) the subset
of C(X,Y ) consisting of quasiregular mappings from X to Y. Moreover, for K ≥ 1,
denote by QK(X,Y ) the collection of K-quasiregular mappings from X to Y.

The reason for this definition is that if X,Y ⊂ Rn are domains and fm ∈ QK(X,Y )
is a sequence of K -quasiregular mappings that converges locally uniformly to a map
f ∈ C(X,Y ), then f itself must be in QK(X,Y ) by [23, Theorem VI.8.6]. Extending to
include the point at infinity in domain or range can be handled via Möbius maps. In
the absence of such a uniform bound on the maximal dilatation of the mappings in the
family, there is no longer a guarantee that any limit function is quasiregular. Consider,
for example, the planar family {fK(x+ iy) = Kx+ iy : K > 0}.

Definition 3.3. Let X,Y be subdomains of Sn with conformal metrics, let K ≥ 1 and
let F ⊂ QK(X,Y ). Then, we say that F is a normal family if any (and hence all) of the
following equivalent statements hold:

(i) F is a normal family relative to Sn in the sense of Definition 2.13;
(ii) F is relatively compact in C(X,Sn);
(iii) every sequence (fm) in F has a subsequence that converges uniformly on compact

subsets of X, in the spherical metric, to a limit function f : X → Sn.

Note that (iii) is the definition stated by Miniowitz in [16]. Recall that statements (i)
and (ii) are independent of the choice of conformal metrics on X,Y and Sn and that (ii)
is equivalent to (iii); see the remarks preceding Definition 2.3. To see that (i) and (ii)
are equivalent, we need to show that for F ⊂ QK(X,Y ), any map in the closure of F
in C(X,Sn) is either in the closure of F in C(X,Y ) or is a constant map into ∂Y . This
can be obtained from the following quasiregular version of Hurwitz’s Theorem, which
implies that a map in the closure of QK(X,Y ) in C(X,Sn) must be constant if its image
contains any value a /∈ Y .
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Theorem 3.4. (Hurwitz’s Theorem, see [16] Lemma 2). Let fm : U → Rn \ {a}
be a sequence of K-quasiregular mappings that converges locally uniformly on U to a
K-quasiregular mapping f. Then, f is either constant or f omits a in U.

There are various results in the literature describing when a family of quasiregular
mappings is normal. The following version of Montel’s Theorem for quasiregular mappings
has found many applications.

Theorem 3.5. ([16], Theorem 4). Let n ≥ 2, K ≥ 1 and U ⊂ Sn be a domain.
Then there exists a constant q = q(n,K) such that if F ⊂ QK(U, Sn) is a family of
K-quasiregular mappings which all omit the same q distinct points a1, . . . , aq in Sn, then
F is a normal family.

We remark that the statement of [16, Theorem 5] is stronger, in that the omitted points
are allowed to vary but must stay at least a fixed spherical distance apart. We also recall
Miniowitz’s version of Zalcman’s Lemma, see [16, Lemma 1].

Lemma 3.6. A family F of K-quasiregular mappings from Bn to Sn is not normal at
x0 if and only if there exist sequences xm → x0, fm ∈ F and positive reals ρm → 0+

such that

fm(xm + ρmw) → g(w),

locally uniformly on compact subsets of Rn, where g is a non-constant quasiregular
mapping g : Rn → Sn.

Here, a family F is said to be normal at x0 if there exists a neighbourhood U of x 0

such that the family of restrictions F|U is normal. We remark that Miniowitz’s statement
does not include the requirement that xm → x0, but this can easily be achieved, see for
example, [10, 19.7.3].
The main result of this section is the following characterization of relative compactness

for families of K -quasiregular mappings based on ω-continuity.

Theorem 3.7. Let X ⊂ Sn be a domain equipped with distance function dX arising
from a conformal metric and let F ⊂ QK(X,Y ) be a family of K-quasiregular mappings
defined on X with image contained in Y ⊂ Sn equipped with distance function dY arising
from a complete conformal metric. Then F is relatively compact in C(X,Y ) if and only
if:

(i) F is locally uniformly ω-continuous, with ω(t) = tα, α = K1/(1−n) and
(ii) there exists x0 ∈ X such that F(x0) = {f(x0) : f ∈ F} is relatively compact in Y.

In particular, if Y is Sn with the spherical metric and if F ⊂ QK(X,Sn) is a family
of K-quasiregular mappings, then F is normal if and only if F is locally uniformly ω-
continuous, with ω(t) = tα, α = K1/(1−n).

Proof. The sufficiency follows from Theorem 2.9. For the other direction, by
Theorem 2.9, it suffices to prove that if F is relatively compact in C(X,Y ), then F
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is locally uniformly ω-continuous, with ω(t) = tα. Our main tool is Theorem 3.1, but we
need mappings on bounded Euclidean domains to be able to apply it.
To that end, let x0 ∈ X, and choose s > 0 such that the closed ball B = BX(x0, s) is

compact. Then, since B is compact and F is relatively compact in the topology of local
uniform convergence on C(X,Y ), it is not hard to see that any sequence in

⋃
f∈F f(B)

has a subsequence that converges in Y. Hence,
⋃

f∈F f(B) is relatively compact in Y. We
conclude that dY and the spherical distance σ are bi-Lipschitz equivalent on

⋃
f∈F f(B)

with, say, isometric distortion L.
Now for 0 < r0 < s/2, set E = BX(x0, r0) and U = BX(x0, 2r0). Since F is relatively

compact in C(X,Y ), the Arzela–Ascoli Theorem implies that F is equicontinuous on U .
Taking ε = π/(2L), we can choose r0 sufficiently small that

diamY f(U) ≤ ε,

for all f ∈ F . Hence,

diamσ f(U) ≤ Lε = π/2,

for all f ∈ F . We also choose r0 small enough that diamσ U ≤ π/2.
Note that dX and σ are bi-Lipschitz equivalent on U with, say, isometric distortion L1.

Let A1:S
n → Sn be a spherical isometry which maps x 0 to 0, and let Af : Sn → Sn be

a spherical isometry which maps f(x0) to 0. Then A1(U) and Af (f(U)) are contained in
the closed unit ball Bn for all f ∈ F . Recalling (2.1), for u, v ∈ Bn, the Euclidean and
spherical distances are related by |u−v| ≤ σ(u, v) ≤ 2|u−v|. For f ∈ F , we then obtain,
via Theorem 3.1 applied to Af ◦ f ◦A−1

1 , the domain A1(U) and compact set A1(E), the
following chain of inequalities for x, y ∈ E:

dY (f(x), f(y)) ≤ Lσ(f(x), f(y))

= Lσ(Af (f(x)), Af (f(y)))

≤ 2L|Af (f(x))−Af (f(y))|
≤ 2LC|A1(x)−A1(y)|α

≤ 2LCσ(A1(x), A1(y))
α

= 2LCσ(x, y)α

≤ 2LCLα
1 dX(x, y)α.

By Theorem 3.1, C here depends only on n,K, the Euclidean distance d(A1(E),
∂A1(U)) and the Euclidean diameter of Af (f(U)). Since Af (f(U)) is contained in the
closed unit ball, this diameter is bounded above by 2. The rest of the terms here are
independent of the choice of f, and hence C can be chosen not to depend on f. Since x 0

was arbitrary, we conclude that F is locally uniformly w -continuous on X.
The final statement of the theorem follows since if Y is Sn, then (ii) always holds, and,

in this case, normality and relative compactness coincide. �
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This characterization of normality of families of K -quasiregular mappings using the
spherical distance σ in the domain and range allows us to recover the following result of
Miniowitz.

Theorem 3.8. (Theorem 1, [16]). Let F ⊂ QK(X,Sn) be a family of K-quasiregular
mappings on a domain X ⊂ Sn for n ≥ 2 equipped with the spherical distance σ. Then,
F is a normal family if and only if for each compact subset E ⊂ X there exists L> 0
such that

σ(f(x), f(y)) ≤ Lω(σ(x, y)),

for all x, y ∈ E and f ∈ F , where ω(t) = tα and α = K1/(1−n).

In the case where the domain X is the unit ball with the hyperbolic metric, we have
the following result, which is presumably known to the experts.

Theorem 3.9. Let F ⊂ QK(Bn, Sn) be a family of K-quasiregular mappings defined
on Bn for n ≥ 2. Then F is a normal family if and only if for each compact subset
E ⊂ Bn there exists L> 0 such that

σ(f(x), f(y)) ≤ Lω(ρ(x, y)),

for all x, y ∈ E and f ∈ F , where ρ denotes the hyperbolic distance on Bn and ω(t) = tα

with α = K1/(1−n).

In the case where the range is Rn with the Euclidean metric, by the discussions at the
start of this section, a family F ⊂ QK(X,Rn) is normal if and only if every sequence in
F has a subsequence which either converges to an element of QK(X,Rn) or diverges to
infinity. In the normal family literature, a family is called finitely normal if the second
case is ruled out, that is, if F is relatively compact in C(X,Rn). Theorem 3.7 then yields
the following.

Corollary 3.10. Let X ⊂ Sn be a domain equipped with distance function dX arising
from a conformal metric and let F ⊂ QK(X,Rn) be a family of K-quasiregular mappings.
Then, F is finitely normal if and only if F is locally uniformly ω-continuous, with ω(t) =
tα, α = K1/(1−n) and {f(x0) : f ∈ F} bounded for some x0 ∈ X.

A recent result of Hinkkanen and Martin [9, Theorem 1] states that if p> 0, Ω is a plane
domain and F is a family of K -quasiregular mappings f : Ω → C which is uniformly
bounded in Lp(Ω), then F is finitely normal. Combining this with Corollary 3.10, we
obtain the following.

Corollary 3.11. Let F be a family of K-quasiregular mappings without poles on a
plane domain which is uniformly bounded in Lp, for some p> 0. Then, F is locally uni-
formly ω-continuous with respect to the Euclidean metrics in domain and range, with
ω(t) = t1/K .

It would be interesting to know if the same result holds in higher dimensions.
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3.3. Quasiregular dynamics

If f : Sn → Sn and all its iterates are K -quasiregular for some K ≥ 1, then f is called
uniformly quasiregular. Just as in complex dynamics, the iteration theory of uniformly
quasiregular mappings can be studied via normality. More precisely, the Fatou set F (f )
is the set of stable behaviour where the family of iterates locally forms a normal family
and the Julia set J (f ) is the set of chaotic behaviour where the family of iterates does
not locally form a normal family. The notion of normal family here is the usual version
of Miniowitz with respect to Sn, but as we have seen, this is equivalent to our notion of
normality, compare with Definition 3.3.
For r > 0, let

L(x, f, r) = sup
σ(y,x)=r

σ(f(y), f(x)).

Applying the final statement of Theorem 3.7 leads to the following characterization of
the Julia set of a uniformly quasiregular mapping.

Theorem 3.12. Let f : Sn → Sn be uniformly K-quasiregular. Then, x0 ∈ J(f) if
and only if there exist sequences rk → 0 and mk → ∞ such that

lim
k→∞

L(x0, f
mk , rk)

rαk
= ∞, (3.2)

where α = K1/(1−n).

Proof. Suppose x0 ∈ F (f). Then there exists r0 > 0 such that the family
{fm|Bσ(x0,r0)

} is normal. By the final statement of Theorem 3.7, this means that if
r ≤ r0/2, there exists C > 0 such that

L(x0, f
m, r) ≤ Crα,

for all m ∈ N. It is then clear that (3.2) cannot hold for any sequences rk → 0 and
mk → ∞. On the other hand, suppose x0 ∈ J(f) and let rk → 0. Fix δ ∈ (0, 2). By
[5, Lemma 4.2], for each k, we can find mk ∈ N such that L(x0, f

mk , rk) ≥ δ. Since
rk → 0, we obtain (3.2). �

4. Normal quasiregular mappings

Lehto and Virtanen [11] introduced normal meromorphic functions f : D → C defined
by the property that {f ◦ A : A ∈ G} is a normal family, where G is the group of
Möbius automorphisms of D. Normal meromorphic functions were shown to have many
properties in common with bounded analytic functions, with the invariance under Möbius
transformations being a key tool. We refer to [19] for more details on normal meromorphic
functions.
With this in mind, we make the following analogous definition.
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Definition 4.1. Let n ≥ 2. Let X ⊂ Sn be a domain, let (X, dX) be a metric
space arising from a conformal metric and let G be a transitive collection of conformal
orientation-preserving isometries of X onto itself.

(i) We say that a quasiregular mapping f : X → Sn is a normal quasiregular mapping
into Sn if the family

F = {f ◦A : A ∈ G} ⊂ QK(X,Sn)

is a normal family.
(ii) We say that a quasiregular mapping f : X → Rn is a normal quasiregular mapping

into Rn if the family

F = {f(A(x))− f(A(x0)) : A ∈ G} ⊂ QK(X,Rn)

is normal for some x0 ∈ X.

In discussing normal quasiregular mappings, there is always implicitly a metric space
(X, dX) and a transitive collection G of isometries of X. We remark that the imposition
of such a collection G puts restrictions on (X, dX). For example, Hästö [7] shows that, at
least in certain cases, the only isometries of the quasi-hyperbolic metric are similarities.
In (ii), the choice of x 0 does not matter. To see this, suppose x0, x1 are distinct points

of X and let F0 and F1 be the families with respective base-points x 0 and x 1. Suppose
F0 is normal. As F0(x0) = {0}, we see that F0 is relatively compact in C(X,Rn). By
Theorem 2.8, F0 is equicontinuous on X and hence so is F1. Observe that

f(A(x))− f(A(x1)) = [f(A(x))− f(A(x0))]− [f(A(x0))− f(A(x1))]. (4.1)

By Theorem 2.8 again, the orbit F0(x) is relatively compact in Rn (i.e. it is bounded)
for any x ∈ X. By (4.1), it follows that F1 also has bounded orbits. Hence, Theorem 2.8
gives that F1 is relatively compact in C(X,Rn), and we conclude that F1 is normal.
It is important to note that the specific choice of G does not matter. Theorem 4.2

shows that normal quasiregular mappings can be characterized via uniform continuity,
and this latter condition does not involve G. Consequently, while G could be chosen to
be the full isometry group of X, it does not have to be. Following the conventions laid
down in the existing complex analysis literature, we will apply Definition 4.1, where X is
either Bn with the hyperbolic metric and G the full conformal isometry group of Bn, or
where X is Rn with the Euclidean metric and G is the translation group of Rn (noting
that this is a proper subgroup of the full conformal isometry group of Rn).
There is nothing to be gained by taking X to be Sn with the spherical metric, since

if f is non-constant, then the image of f(Sn) must be all of Sn (and hence case (ii)
in Definition 4.1 yields only constant maps) and the group G of orientation-preserving
spherical isometries of Sn is compact. Then {f ◦ A : A ∈ G} is automatically normal
and so every quasiregular mapping f : Sn → Sn is normal. We again emphasize that the
choice of G is irrelevant, but choosing G to be the full isometry group exhibits the point
we wish to make here.
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Our first main result in this section shows that a normal quasiregular mapping is
uniformly continuous with respect to dX and the spherical distance or the Euclidean
distance, respectively. This is a generalization of [13, Theorem 3.2(a)].

Theorem 4.2. Let X ⊂ Sn be a domain, let (X, dX) be a metric space arising from a
conformal metric and let G be a transitive collection of conformal orientation-preserving
isometries of X onto itself. Then,

(i) f : X → Sn is a normal quasiregular mapping if and only if f is uniformly
continuous with respect to dX and σ;

(ii) f : X → Rn is a normal quasiregular mapping if and only if f is uniformly
continuous with respect to dX and the Euclidean distance.

Proof. We first prove (i). Suppose that f is normal. Then by Theorem 3.7 and
Proposition 2.6, given a compact set E ⊂ X, find a constant LE > 0 so that for every
x, y ∈ E and A ∈ G, we have

σ(f(A(x)), f(A(y))) ≤ LEdX(x, y)α. (4.2)

Next, fix x0 ∈ X and find r0 > 0 so that BX(x0, r0) is relatively compact in X. Let E

be the compact set BX(x0, r0). Given ε> 0, choose

δ < min

{
r0
2
,

(
ε

LE

)1/α
}
.

If x, y ∈ X with dX(x, y) < δ, find A ∈ G such that A(x0) = x. Then y′ = A−1(y) ∈
BX(x0, r0) ⊂ E, and by (4.2), we have

σ(f(x), f(y)) = σ(f(A(x0)), f(A(y′)))

≤ LEdX(x0, y
′)α

= LEdX(A−1(x), A−1(y))α

= LEdX(x, y)α

< LEδ
α

< ε.

We conclude that f is uniformly continuous.
For the converse, suppose that f is not normal. Hence, F is not relatively compact in

C(X,Sn). By the Arzela–Ascoli Theorem, Theorem 2.8, it follows that F is not equicon-
tinuous. This means there exists ε> 0 such that for all m ∈ N, there exist xm, ym ∈ X
and Am ∈ G such that dX(xm, ym) < 1/m but σ(f(Am(xm)), f(Am(ym))) ≥ ε. Since Am

is an isometry, by setting um = Am(xm) and vm = Am(ym), we have dX(um, vm) < 1/m
but σ(f(um), f(vm)) ≥ ε for all m ∈ N. We conclude that f is not uniformly continuous.
We now turn to (ii). If f : X → Rn is normal, then the family F = {f(A(x)) −

f(A(x0)) : A ∈ G} is relatively compact in QK(X,Rn), and we proceed as in part (i) via
Theorem 3.7 and Proposition 2.6.
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For the converse, suppose that f : X → Rn is not normal and so F is not relatively
compact in QK(X,Rn). Then by the Arzela–Ascoli Theorem, Theorem 2.8, either F is
not equicontinuous, or F has an unbounded orbit. If F is not equicontinuous, then the
argument given in (i) shows that f is not uniformly continuous, noting that

|(f(Am(xm))− f(Am(x0)))− (f(Am(ym))− f(Am(x0)))| = |f(Am(xm))− f(Am(ym))|.

Finally, we have to deal with the case where F has an unbounded orbit. For a con-
tradiction, suppose that F has an unbounded orbit and that f is uniformly continuous.
Find x0, u ∈ X and Ak ∈ G such that

|f(Ak(u))− f(Ak(x0))| → ∞, (4.3)

as k → ∞. Given ε=1, find δ > 0 so that dX(x, y) < δ implies |f(x) − f(y)| < 1.
We can find finitely many points x1, . . . , xm in X with xm = u and dX(xi−1, xi) < δ,
for i = 1, . . . ,m. If we then set xk

i = Ak(xi) for i = 0, . . . ,m and k ∈ N, we have
dX(xk

i−1, x
k
i ) < δ for all k ∈ N since Ak is an isometry. By the triangle inequality and

uniform continuity, we have for all k ∈ N that

|f(Ak(u))− f(Ak(x0))| ≤
m∑
i=1

|f(Ak(xi))− f(Ak(xi−1))|

=
m∑
i=1

|f(xk
i )− f(xk

i−1)| < m.

This contradicts (4.3), and so we conclude that f cannot be uniformly continuous. This
completes the proof. �

Another case we will say little about is when the domain and range of f are both Rn

with the Euclidean metric. In the case n =2 and we restrict to holomorphic functions,
normality reduces to the condition |f ′(z)| ≤ C for some C > 0. Consequently, f must
be linear. An application of Theorem 4.2(ii) shows that in the quasiregular case, the
uniform continuity of f with respect to Euclidean distances in the domain and range
yields a growth condition of the form M(r, f) ≤ Cr for sufficiently large r.
One could consider taking X as a proper sub-domain of Rn with the quasihyper-

bolic distance. However, typically the only isometries of the quasihyperbolic distance are
Möbius maps, see [7], which places strong restrictions on X. We will not consider other
metric spaces here.

Remark 4.3. In light of Theorem 3.7, for a K -quasiregular mapping f : X → Y , one
could consider the quantities

Qf (x) = lim sup
y→x

dY (f(x), f(y))

dX(x, y)α
,

https://doi.org/10.1017/S0013091523000640 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091523000640


Normal families and quasiregular mappings 99

and

Qf = sup
x∈X

Qf (x),

where α = K1/(1−n). It is not hard to show that if f is normal (with Y either Sn or
Rn), then Qf < ∞. However the condition that Qf < ∞ is not enough to conclude
that f is normal. The reason is that a K -quasiregular mapping is also a K 1-quasiregular
mapping for K1 > K. The quantity Qf depends on α and thus on the choice of K. More

specifically, if g(z) = ee
z
, then since g has infinite order, it cannot be normal as a function

C → C ∪ {∞} (see § 5.3 below). However, g is 2-quasiregular and with α = 1/2, one can
show that Qg = 0. This gives a counterexample to [13, Theorem 1.7].

We next characterize normal quasiregular mappings from X into Sn as globally Hölder
continuous.

Theorem 4.4. Let X ⊂ Sn be a domain, let (X, dX) be a metric space arising from a
conformal metric and let G be a transitive collection of conformal orientation-preserving
isometries of X onto itself. Let f : X → Sn be a K-quasiregular mapping and let α =
K1/(1−n). Then f is normal if and only if f is globally α-Hölder, that is, there exists C> 0
so that

σ(f(x), f(y)) ≤ CdX(x, y)α, (4.4)

for all x, y ∈ X.

This result generalizes [26, Corollary 13.5], in which X is Bn with the hyperbolic
metric. Note that if β ≤ α, then this result says that f is β-Hölder if and only if f is
α-Hölder. In other words, once we have a Hölder continuous K -quasiregular mapping,
we can automatically improve the exponent all the way to K1/(1−n).

Proof. We first assume that f is normal. Fix x0 ∈ X and find r > 0 so that BX(x0, 2r)

is relatively compact in X. Let E = BX(x0, r). By Theorem 3.7 and Proposition 2.6, find
C > 0 so that σ(f(A(x)), f(A(y))) ≤ CdX(x, y)α for all x, y ∈ E and all A ∈ G. We can
assume that C ≥ π/rα.
Now, if x, y ∈ X with dX(x, y) ≥ r, then (4.4) trivially holds since spherical distances

on Sn are bounded above by π. Otherwise, if x, y ∈ X with dX(x, y) < r, let A ∈ G map
x 0 to y. Setting x1 = A−1(x) ∈ E, we have

σ(f(x), f(y)) = σ(f(A(x1)), f(A(x0)))

≤ CdX(x1, x0)
α

= CdX(A(x1), A(x0))
α

= CdX(x, y)α,

as required.

https://doi.org/10.1017/S0013091523000640 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091523000640


100 A. N. Fletcher and D. A. Nicks

For the converse, assume that (4.4) holds for all x, y ∈ X. Let x0 ∈ X, r > 0 and
suppose x, y ∈ BX(x0, r). If A ∈ G, we have

σ(f(A(x)), f(A(y))) ≤ CdX(A(x), A(y))α = CdX(x, y)α.

Hence, {f ◦A : A ∈ G} is a locally uniformly ω-continuous family and hence by the final
statement of Theorem 3.7 is normal. �

We next provide a characterization when the range is Rn.

Theorem 4.5. Let X ⊂ Sn be a domain, let (X, dX) be a metric space arising from a
conformal metric and let G be a transitive collection of conformal orientation-preserving
isometries of X onto itself. Let f : X → Rn be a K-quasiregular mapping and let α =
K1/(1−n). Then f is normal if and only if there exists C> 0 so that

|f(x)− f(y)| ≤ Cmax{dX(x, y)α, dX(x, y)}, (4.5)

for all x, y ∈ X.

Growth conditions of the form (4.5) naturally appear in the theory, see, for example
[26, Theorem 12.21]. This says that while we cannot ignore the Hölder behaviour on small
scales, on large scales, a normal quasiregular map into Rn is Lipschitz.

Proof. We first assume that f is normal. Let x0 ∈ X and choose 0 < r < 1 so that
BX(x0, 2r) is relatively compact in X. Set E = BX(x0, r). By Corollary 3.10, find L> 0
so that

|f(A(x′))− f(A(y′))| ≤ LdX(x′, y′)α,

for all x′, y′ ∈ E and all A ∈ G. Now suppose x, y ∈ X with dX(x, y) ≤ r. Find A ∈ G so
that x0 = A(x) and y′ = A(y) ∈ E. Then, we have

|f(x)− f(y)| = |f(A−1(x0))− f(A−1(y′))|
≤ LdX(x0, y

′)α

= LdX(A(x0), A(y))α

= LdX(x, y)α. (4.6)

Now suppose x, y ∈ X with dX(x, y) > r. Suppose m ∈ N such that

dX(x, y) ∈ (mr/2, (m+ 1)r/2]. (4.7)

Since dX(x, y) = infγ
∫
γ
τX(u)|du|, we can find a sequence of points z0, z1, . . . , zm with

z0 = x, zm = y, dX(zi, zi+1) = r/2 for i = 0, . . . ,m − 2 and dX(zm−1, zm) < r. Then
by (4.6) and (4.7), we have
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|f(x)− f(y)| ≤
m−1∑
i=0

|f(zi)− f(zi+1)|

≤
m−1∑
i=0

LdX(zi, zi+1)
α

=
L(m− 1)rα

2α
+ LdX(zm−1, zm)α

≤ Lmrα

≤ 2Lrα−1dX(x, y).

It follows that (4.5) holds globally with C = 2Lrα−1.
For the converse, suppose that (4.5) holds for all x, y ∈ X. Let x1 ∈ X, choose 0 <

r < 1/2 and suppose x, y ∈ BX(x1, r). If A ∈ G, we have

|f(A(x))− f(A(y))| ≤ CdX(A(x), A(y))α = CdX(x, y)α.

Thus, {f(A(x)) − f(A(x0)) : A ∈ G} is a locally uniformly ω-continuous family, and
hence by Corollary 3.10, f is normal. �

5. Classes of normal quasiregular mappings

In this section, we investigate three classes of normal quasiregular mappings.

5.1. Bloch mappings

A Bloch function is a holomorphic function f : D → C satisfying

sup
z∈D

(1− |z|2)|f ′(z)| < ∞.

Bloch functions have been much studied, see for example [20]. Bloch functions can be
characterized as holomorphic functions which are Lipschitz with respect to the hyperbolic
distance in the domain and the Euclidean distance in the range, or equivalently, as
functions where the family F = {f(A(x)) − f(A(0)) : A ∈ G} is normal, where G is
the group of Möbius automorphisms of the disk, see [18]. A profitable viewpoint for the
study of Bloch functions has been to put a norm on the space of Bloch functions via

||f ||B = sup
z∈D

(1− |z|2)|f ′(z)|+ |f(0)|.

The term |f(0)| here is to be able to distinguish between constant functions, and without
it, we just have a semi-norm.
In our quasiregular setting, a Bloch mapping is a special case of Definition 4.1(ii) when

X is Bn equipped with the hyperbolic distance, and we take G to be the full conformal
isometry group of Bn. We will denote this group by G throughout this section.

Definition 5.1. Let n ≥ 2. A quasiregular mapping f : Bn → Rn is called a Bloch
mapping if the family F = {f(A(x))− f(A(0)) : A ∈ G} is normal.
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It is evident from the discussion above that if f is a holomorphic function on D, then
it is a Bloch function if and only if it is a Bloch mapping in the sense of Definition 5.1.
Bloch mappings exist in all dimensions as the following example shows.

Example 5.2. Suppose f : Bn → Rn is bounded, say f(Bn) ⊂ B(0, R) for some R> 0.
Then for any A ∈ G, the image f(A(Bn))− f(A(0)) must be contained in B(0, 2R). By
Theorem 3.5, we can conclude that the family {f(A(x)) − f(A(0)) : A ∈ G} is normal.
Hence, every bounded quasiregular map f : Bn → Rn is a Bloch mapping.

We will give a characterization of Bloch mappings via the Bloch radius. If f : Bn → Rn

is K -quasiregular, then following, for example, [4], we define the Bloch radius Bf to be
the supremum of all radii r > 0 such that there exists a domain U ⊂ Bn with the property
that f |U is bijective and f (U ) is a ball of Euclidean radius r. We remark that Rajala
[21, Theorem 1.5] has proved a quantitative version of a result of Eremenko [4], namely
that if f is as above, then

Bf ≥ C diam f(B(0, 1/2)),

where the diameter here is in the Euclidean distance, and C > 0 depends only on n and K.

Example 5.3. Let f : B3 → H3
+ = {(x1, x2, x3) ∈ R3 : x3 > 0} be a surjective Möbius

map. Then clearly the Bloch radius of f is infinite.

Theorem 5.4. Let n ≥ 2 and K ≥ 1. Let f : Bn → Rn be a K-quasiregular mapping.
Then f is a Bloch mapping if and only if the Bloch radius Bf is finite.

This result is well-known for analytic functions in the disk. We thank the referee for
pointing out that such a result appears in the work of Seidel and Walsh [25, Theorem 3],
which pre-dates the terminology Bloch function.

Proof. First suppose that Bf is finite. Clearly, the Bloch radius is unchanged if we
replace f by f ◦A for A ∈ G. Then by [4, Theorem 1(iii)], the family {f ◦A : A ∈ G} is
equicontinuous with respect to the Euclidean distance in domain and range. In particular,
if E ⊂ Bn is compact, then for any ε> 0, there exists δ > 0 so that if x, y ∈ E with |x−y| <
δ, then |f(A(x)) − f(A(y))| < ε. Since ρ(x, y) ≥ |x − y| and ρ(A(x), A(y)) = ρ(x, y) for
all A ∈ G, we conclude that f is uniformly continuous with respect to the hyperbolic
and Euclidean distances. Theorem 4.2(ii) implies that f is normal and hence a Bloch
mapping.
On the other hand, suppose that f is a Bloch mapping and the Bloch radius is infinite.

Then there exist sequences (xm) in Bn, rm → ∞ and neighbourhoods Um of xm so that
f is bijective on Um and f(Um) = B(f(xm), rm). Let Am ∈ G be a Möbius map sending
0 to xm and define

gm(x) = f(Am(x))− f(Am(0)).

Further, for x ∈ Bn, set

hm(x) = g−1
m (rmx),
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where we take the branch of the inverse corresponding to (f |Um)−1. Since each hm is a
K -quasiconformal map from Bn into Bn, Theorem 3.5 implies {hm : m ∈ N} is normal,
and by passing to a subsequence if necessary, we may assume that hm → h0 locally
uniformly. Since hm(0) = 0 for all m, we conclude that h0(0) = 0.
Fix x0 6= 0 in Rn and, form large enough so that rm > |x0|, find wm ∈ A−1

m (Um) so that
gm(wm) = x0. Moreover, let um ∈ Bn be such that hm(um) = wm. Since um = x0/rm by
construction, we have um → 0. Since hm → h0 uniformly on compact subsets of Bn and
um → 0, we find that hm(um) → h0(0) = 0, that is, wm → 0.
We will now aim for a contradiction. To that end, choose M ∈ N large enough so that

wm ∈ E = Bρ(0, 1) for m ≥ M . Since E is compact and {gm : m ∈ N} is a finitely normal
family of K -quasiregular maps, Corollary 3.10 implies the existence of a constant C > 0
so that

|gm(x)| ≤ Cρ(x, 0)α,

for all x ∈ E. Applying this to wm, and recalling that gm(wm) = x0, we obtain

ρ(wm, 0) ≥
(
|x0|
C

)1/α

,

for m ≥ M . This contradicts the earlier established fact that wm → 0. �

An analogue for the Bloch norm in the quasiregular setting is the following.

Definition 5.5. Suppose f : Bn → Rn is a quasiregular Bloch mapping. Then we
define

Rf := |f(0)|+ sup
x∈Bn

diam f(Bρ(x, 1)).

Clearly, we cannot use the version of the Bloch norm for holomorphic functions in D
since quasiregular mappings are only differentiable almost everywhere. Therefore, we can
look at the largest Euclidean diameter of images of hyperbolic balls of a fixed radius
instead. The choice of radius 1 here is arbitrary. In fact, if 0 < s < t, then any hyperbolic
ball in Bn of radius t can be covered by C balls of radius s, where C depends only on
n, s and t. In particular, whether Rf is finite or infinite is not changed if 1 is replaced by
any other radius.

Theorem 5.6. A quasiregular mapping f : Bn → Rn is a Bloch mapping if and only
if Rf < ∞.

Proof. Suppose f is a Bloch mapping. Then since E = Bρ(0, 1) is compact, by
Corollary 3.10, there exists C > 0 such that

|f(A(x))− f(A(y))| ≤ Cρ(x, y)α, (5.1)

for all x, y ∈ E and all A ∈ G. Now, if x0 ∈ Bn, let A0 ∈ G map 0 to x 0. Suppose
u ∈ Bρ(x0, 1) and set x = A−1

0 (u) ∈ E. Then applying (5.1) with y =0 and A = A0, and
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using the fact that A0 is an isometry with respect to ρ, we see that

|f(u)− f(x0)| = |f(A0(x))− f(A0(0))|
≤ Cρ(x, 0)α

= Cρ(A−1
0 (u), A−1

0 (x0))

= Cρ(u, x0)
α

≤ C,

for all u ∈ Bρ(x0, 1). Since x 0 was arbitrary, it follows that Rf < ∞.
For the converse, suppose f is not a Bloch mapping and so by Theorem 5.4, the Bloch

radius is infinite. As in the second half of the proof of Theorem 5.4, this means we can
find sequences (xm) in Bn, rm → ∞ and neighbourhoods Um of xm so that f is bijective
on Um and f(Um) = B(f(xm), rm). Moreover, let Am be a Möbius mapping sending 0
to xm, let gm(x) = f(Am(x))− f(Am(0)) and, for m large enough, let hm : Bn → Bn be
defined by hm = g−1

m (rmx).

Let 0 < r < 1 and set E = B(0, r). Theorem 3.5 implies {hm : m ∈ N} is finitely
normal. Corollary 3.10 and Proposition 2.6 imply that {hm : m ∈ N} is uniformly
ω-continuous on E with respect to Euclidean distance. In particular, since hm(0) = 0 for
all m, there exists L> 0 so that

|hm(x)| ≤ L|x|α,

for all x ∈ E. Find 0 < s ≤ r so that Lsα < ((e− 1)/(e+ 1)). Then

hm(B(0, s)) ⊂ B(0, Lsα) ⊂ Bρ(0, 1), (5.2)

for all m. This implies that

gm(Bρ(0, 1)) ⊃ B(0, rms).

Since rm → ∞, we conclude that

sup
x∈Bn

diam f(Bρ(x, 1)) = ∞,

and hence Rf = ∞. �

Let us remark that unlike the usual Bloch space of holomorphic Bloch functions, the
set of quasiregular Bloch mappings does not form a normed vector space as it is not
closed under addition. On the other hand, it is easy to see that Rf ≥ 0 with equality if
and only if f is the constant map 0.
Our next result shows that we can use Rf to quantify the growth of Bloch mappings.
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Theorem 5.7. Let f : Bn → Rn be a quasiregular Bloch mapping. Then,

M(r, f) ≤ Rf max

{
1, log

1 + r

1− r

}
.

Proof. Let r > 0 and suppose |xr| = r with M(r, f) = |f(xr)|. Consider a chain of
closed hyperbolic balls U1, . . . , Um each of hyperbolic radius 1, so that Ui∩Ui+1 consists of
one point, and with 0 ∈ ∂U1 and xr ∈ Um. This can be achieved withm ≤ max{1, ρ(0, r)}
along a radial line segment. If C = supx diam f(Bρ(x, 1)), then

|f(xr)| ≤ |f(0)|+ Cm.

Since ρ(0, r) = log ((1 + r)/(1− r)), we conclude that

M(r, f) ≤ |f(0)|+ Cmax

{
1, log

(
1 + r

1− r

)}
≤ Rf max

{
1, log

1 + r

1− r

}
,

as required. �

Recalling that the order of growth of a map f : Bn → Rn is given by

µf = lim sup
r→1

(n− 1)
log logM(r, f)

log 1/(1− r)
,

we see that quasiregular Bloch mappings have zero order of growth.
In the literature, the little Bloch space B0 has been studied for holomorphic functions.

There is an analogous definition in this setting.

Definition 5.8. We say that a quasiregular Bloch mapping is a little Bloch
mapping if

lim
|x|→1

diam f(Bρ(x, 1)) = 0.

For example, linear maps on Bn are clearly little Bloch mappings. There do exist Bloch
mappings which are not little Bloch mappings, as is shown by the following natural
generalization of the well-known example of the holomorphic Bloch map log(1− z).

Example 5.9. For simplicity, take n =3 and consider a standard Zorich map construc-
tion Z such as that in [6, Section 3.1] from the beam Ω = {(a, b, c) : |a| < π/2, |b| < π/2}
onto the upper half space {(a, b, c) : c > 0}. The key point is that Z maps slices of the
beam at height c= r onto hemispheres in the upper half space of radius er centred at
the origin. With the given domain and range, Z is quasiconformal. Define f : B3 → R3

via the map f(x) = Z−1(x+ (0, 0, 1)).
Since f(B3) ⊂ Ω, it is clear that the Bloch radius Bf of f is finite. By Theorem 5.4,

we see that f is indeed a Bloch mapping.
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We show that f is not a little Bloch mapping as follows. For 0 < r < 1, take

x = (0, 0,−r) and y =

(
0, 0,−3r + 1

r + 3

)
.

Then, ρ(x, y) = log 2, so y ∈ Bρ(x, 1). Since the distance from the origin of x+(0, 0, 1) is
1−r, the third component of f (x ) is log(1−r). Similarly, |y+(0, 0, 1)| = ((2− 2r)/(r + 3))
and so the third component of f (y) is log ((2− 2r)/r + 3)). Hence,

|f(x)− f(y)| ≥
∣∣∣∣log(1− r)− log

2− 2r

r + 3

∣∣∣∣ = log
r + 3

2
.

Therefore, lim infr→1 diam f(Bρ(x, 1)) ≥ log 2 > 0, and thus f is not a little Bloch
mapping.

As a final remark in this section, holomorphic Bloch functions are studied with respect
to their boundary behaviour. It would be interesting to study quasiregular Bloch map-
pings from this viewpoint too. We refer to [12] for the boundary behaviour of bounded
quasiregular mappings in Bn. It would be natural to ask whether the results there can
be generalized to Bloch mappings.

5.2. Normal quasiregular mappings Bn → Sn

In this section, we consider normal quasiregular mappings f : Bn → Sn. This class has
already been the subject of study, sometimes under the name normal quasimeromorphic
mappings, and we refer to [26, Chapter 13]. There, a quasiregular map f : Bn → Sn is
called normal if it is uniformly continuous with respect to the hyperbolic and spherical
distances in the domain and range, respectively. By Theorem 4.2, this definition of a
normal mapping agrees with Definition 4.1(i) with X = Bn equipped with the hyperbolic
distance and G the full group of conformal isometries on Bn.

Definition 5.10. A quasiregular map f : Bn → Sn is called a normal quasiregular
mapping from Bn into n if the family {f ◦A : A ∈ G} is normal.

Here, we prove a result on the order of growth of a normal quasiregular mapping. We
refer to the terminology established in § 3.1, see also [23, Chapter IV]. Given f : Bn → Sn

quasiregular, we modify (3.1) so that Aρ
f,σ(x0, r) is the normalized volume of the image of

a hyperbolic ball f(Bρ(x0, r)) with multiplicity taken into account (see [23, p.80]), that
is,

Aρ
f,σ(x0, r) =

1

ωn

∫
Bρ(x0,r)

Jf (x)

(1 + |f(x)|2)n
dm(x).

Lemma 5.11. If f : Bn → Sn is a normal quasiregular mapping, then there exist
constants δ, C > 0 so that Aρ

f,σ(x, δ) ≤ C for every x ∈ Bn.
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Proof. Since f : Bn → Sn is normal, f is uniformly continuous with respect to the
hyperbolic and spherical distances, respectively, by Theorem 4.2. Hence, there exists δ > 0
such that

sup
x∈Bn

diamσ f(Bρ(x, 2δ)) <
1

2
.

Now let x ∈ Bn and find M ∈ G such that M(0) = x. Let r > 0 and θ > 1 be chosen so
that Bρ(0, δ) = B(0, r) and Bρ(0, 2δ) = B(0, θr). Then

diamσ(f ◦M)(B(0, θr)) = diamσ f(Bρ(x, 2δ)) <
1

2
.

Pick an (n− 1)-sphere of spherical radius 1/2 such that Y ∩ (f ◦M)(B(0, θr)) = ∅. Then
νf◦M (θr, Y ) = 0. By [23, Lemma IV.1.7] applied to f ◦M , we have

Aρ
f,σ(x, δ) = Aρ

f◦M,σ(0, δ) = Af◦M,σ(r) ≤
KIQ(log 2)n−1

(log θ)n−1
,

where Q > 0 depends only on n, and we recall that KI is the inner dilatation of f. Since
this holds for all x ∈ Bn, the lemma follows. �

Theorem 5.12. Let n ≥ 2 and f : Bn → Sn be a normal quasiregular mapping. Then,
the order of growth of f is at most n− 1.

Proof. Let r ∈ (0, 1) and t = ρ(0, r). Then Aρ
f,σ(0, t) = Af,σ(0, r). By [22, p.79], the

hyperbolic volume of Bρ(x, t) is

Volρ(Bρ(x, t)) = ωn−1

∫ t

0

sinhn−1 udu ∼ Cn e
(n−1)t

as t → ∞, where Cn depends only on n. Here f(t) ∼ g(t) as t → ∞ means that
f(t)/g(t) → 1 as t → ∞.
Hence, given δ > 0, the number of balls of hyperbolic radius δ needed to cover Bρ(x, t)

is bounded above by Dn e
(n−1)t for large t, where Dn depends only on n and δ. Then, by

Lemma 5.11, and using the constants δ and C from Lemma 5.11, we have

Af,σ(0, r) = Aρ
f,σ(0, t) ≤ CDn e

(n−1)t = CDn

(
1 + r

1− r

)n−1

.

Hence,

µf = lim sup
r→1

logAf,σ(0, r)

log 1
1−r

≤ n− 1.

�
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We observe that [26, Theorem 13.10] gives an order of growth estimate depending
on n and K (the constant γ in that result) related to normal quasiregular mappings
Bn → Sn without poles. Theorem 5.12 can be viewed as a variation of this result with
the dependence on K dropped and poles of f permitted.

5.3. Yosida mappings

A Yosida function in the plane is a meromorphic function f : C → S2 such that
the family F = {f(z + w) : w ∈ C} is normal. We make an analogous definition by
using Definition 4.1(i) with X = Rn equipped with the Euclidean distance, and G the
translation group of Rn.

Definition 5.13. Let n ≥ 2. A quasiregular mapping f : Rn → Sn is called a Yosida
mapping if the family F = {f(x+ a) : a ∈ Rn} is normal.

Using an approach similar to that behind Theorem 5.12, we can recover a bound on
the order of growth of Yosida mappings contained in [2, Corollary 2.2].

Theorem 5.14. Let f : Rn → Sn be a Yosida quasiregular mapping. Then the order
of growth of f is at most n.

Proof. Since f is a Yosida mapping, Theorem 4.2 implies that f is uniformly con-
tinuous with respect to the Euclidean and spherical distances. Hence, there exists δ > 0
so that

sup
x∈Rn

diamσ f(B(x, 2δ)) <
1

2
.

The same argument as in Lemma 5.11 (except without needing to amend Af,σ to include
the hyperbolic distance) implies the existence of C > 0 such that

Af,σ(x, δ) ≤ C,

for all x ∈ Rn. Since there exists a constant D = D(n, δ) so that we may cover a ball of
large radius r by at most Drn balls of radius δ, we have

Af,σ(0, r) ≤ CDrn.

Hence,

µf = lim sup
r→∞

logAf,σ(0, r)

log r
≤ n.

�

If f : C → C is holomorphic and also a Yosida function, then the order is at most 1, see
[3, Theorem 3]. We believe the analogous result is true for entire quasiregular mappings,
and hence we make the following conjecture.
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Conjecture 5.15. Let f : Rn → Rn be an entire quasiregular Yosida mapping. Then,
the order of f is at most n− 1.

Examples of Yosida mappings include Zorich mappings and certain other periodic
quasiregular mappings, see for example [14, Sections 7 and 8]. The standard Zorich map-
pings on Rn have order n − 1 (and more generally see [14, Corollary 8.11]), which would
imply the sharpness of the above conjecture.
Note that Theorem 4.4 states in this setting that a K -quasiregular mapping f : Rn →

Sn is Yosida if and only if it is α-Hölder continuous, that is, there exists C > 0 so that

σ(f(x), f(y)) ≤ C|x− y|α, (5.3)

for all x, y ∈ Rn, recalling that α = K1/(1−n). We will prove the following characterization
of Yosida mappings, generalizing [15, Theorem 1] for Yosida functions in the plane and
closely following the proof of Miniowitz’s version of Zalcman’s Lemma [16, Lemma 1].

Theorem 5.16. Let n ≥ 2, K> 1 and f : Rn → Sn be K-quasiregular. Then f is not a
Yosida mapping if and only if there exist sequences xm in Rn and ρm > 0 with ρm → 0+

so that f(xm + ρmw) → g(w) locally uniformly on Rn, where g is a non-constant Yosida
mapping.

Proof. First, suppose that there are sequences xm, ρm as in the hypotheses and a
non-constant Yosida mapping g so that f(xm + ρmw) → g(w) locally uniformly on Rn.
Further, assume that f is a Yosida mapping. Then by (5.3), for any w ∈ Rn, we have

diamσ(g(B(w, 1))) = lim
m→∞

diamσ(f(B(xm + ρmw, ρm))) ≤ lim
m→∞

C(2ρm)α.

It follows that diamσ(g(B(w, 1))) = 0. This implies that g is constant, yielding a
contradiction.
For the converse, suppose now that f : Rn → Sn is not a Yosida mapping and so

F = {f(x+ a) : a ∈ Rn} is not a normal family. Then, F is not normal on B(0, r∗) for
some r∗ > 0. By Theorem 3.7, there exists fm ∈ F and x∗

m, y∗m ∈ B(0, r∗) with

lim
m→∞

σ(fm(x∗
m), fm(y∗m))

|x∗
m − y∗m|α

= ∞.

Fix r > r∗ and set

Mm = sup
|x|,|y|≤r

(
1− |x|2

r2

)
σ(fm(x), fm(y))

|x− y|α
.

Clearly Mm → ∞. Now choose xm, ym ∈ B(0, r) with(
1− |xm|2

r2

)
σ(fm(xm), fm(ym))

|xm − ym|α
≥ Mm

2
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and set

gm(w) = fm(xm + ρmw), where ραm =
|xm − ym|α

σ(fm(xm), fm(ym))
. (5.4)

Since

ραm ≤
(

2

Mm

)(
1− |xm|2

r2

)
,

we have ρm → 0 asm → ∞. Now, |xm+ρmw| ≤ r if |w| ≤ Rm, whereRm = (r−|xm|)/ρm.
As

1

Rm
=

ρm
r − |xm|

≤ 2(r + |xm|)ρ1−α
m

r2Mm
≤ 4ρ1−α

m

rMm
,

and α< 1, it follows that Rm → ∞ as m → ∞. We next show that (gm) forms a normal
family on Rn.
Let R> 0 and let w1, w2 ∈ B(0, R). Choose m large enough that R < Rm and so

|xm + ρmwi| < r for i = 1, 2. Then by the definitions of gm and Mm, we have

σ(gm(w1), gm(w2))

|w1 − w2|α
=

σ(fm(xm + ρmw1), fm(xm + ρmw2))

|w1 − w2|α

=
ραmσ(fm(xm + ρmw1), fm(xm + ρmw2))

|(xm + ρmw1)− (xm + ρmw2)|α

≤ ραmMm

1− |xm+ρmw1|2
r2

≤

(
2

Mm

)(
1− |xm|2

r2

)
Mm

1− |xm+ρmw1|2
r2

=
2(r2 − |xm|2)

r2 − |xm + ρmw1|2

≤ 2

(
r + |xm|

r + |xm|+Rρm

)(
r − |xm|

r − |xm| −Rρm

)
. (5.5)

The first ratio here is bounded above by 1 and the second converges to 1 as m → ∞ for
R fixed. Consequently, by Theorem 3.7, (gm) forms a normal family.
We need to show that a limit g of a convergent subsequence of (gm) is non-constant.

To that end, find ξm with xm + ρmξm = ym. Then, by (5.4)

|ξm| = |ym − xm|
ρm

=
|ym − xm|σ(fm(xm), fm(ym))1/α

|xm − ym|
≤ π1/α.
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Therefore, (ξm) contains a convergent subsequence which we pass to and relabel. Note
that

σ(gm(0), gm(ξm)) = σ(fm(xm), fm(ym)) =
|xm − ym|α

ραm
= |ξm|α. (5.6)

We may assume that ξm → 0, since otherwise any limit function g will take distinct
values at 0 and lim ξm. Now let hm = Um ◦ gm, where Um is a spherical isometry sending
gm(0) to 0. By the equicontinuity of (gm), we can find a > 0 such that the hm are uniformly
bounded K -quasiregular mappings on B(0, a) for all large m and hence form a normal
family. We have

σ(gm(0), gm(ξm)) = σ(hm(0), hm(ξm)) ≤ 2|hm(ξm)|, (5.7)

recalling the fact that σ(x, y) ≤ 2|x − y|. For large m, we now apply Theorem 3.1
with U = B(0, a), f = hm, E = {0}, y = ξm ∈ B(0, a), δ = d(0, ∂U) = a and
r = diam(hm(B(0, a))) to get

|hm(ξm)| ≤ λ(n)|ξm|α diam(hm(B(0, a)))

aα
.

Recall that λ(n) is a constant depending only on n. Combining this with (5.6) and (5.7),
we conclude that

diam(hm(B(0, a))) ≥ aα

2λ(n)
.

Consequently, once we pass to a convergent subsequence of (hm), we see that any limit
must be non-constant. Since hm = Um ◦ gm, the same is therefore true for any limit of a
subsequence of (gm).
Finally, we have to show that any such limit g is a Yosida mapping. For any R> 0 and

any w1, w2 ∈ B(0, R), (5.5) implies that

σ(g(w1), g(w2)) ≤ 2|w1 − w2|α.

Consequently, this is also true for any w1, w2 ∈ Rn. This shows that g : Rn → Sn is
globally Hölder continuous, and hence by Theorem 4.4, g is normal. In other words, g is
a Yosida mapping, as required. �
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