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Abstract. For given ε > 0 and b ∈ Rm, we say that a real m× n matrix A is ε-badly
approximable for the target b if

lim inf
q∈Zn,‖q‖→∞ ‖q‖

n〈Aq − b〉m ≥ ε,

where 〈·〉 denotes the distance from the nearest integral vector. In this article, we obtain
upper bounds for the Hausdorff dimensions of the set of ε-badly approximable matrices
for fixed target b and the set of ε-badly approximable targets for fixed matrix A. Moreover,
we give a Diophantine condition of A equivalent to the full Hausdorff dimension of the
set of ε-badly approximable targets for fixed A. The upper bounds are established by
effectivizing entropy rigidity in homogeneous dynamics, which is of independent interest.
For the A-fixed case, our method also works for the weighted setting where the supremum
norms are replaced by certain weighted quasinorms.

Key words: Diophantine approximation, effective, Hausdorff dimension, badly approx-
imable
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1. Introduction
In classical Diophantine approximation, one wants to approximate an irrational number
α by rationals p/q for p, q ∈ Z. Dirichlet theorem says that for every N ∈ N, there exist
p, q ∈ Z with 0 < q < N , such that

|qα − p| < 1/N < 1/q.
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In this way, one can see classical Diophantine approximation as studying distribution
of qα modulo Z near zero. Diophantine approximation for irrational numbers has been
generalized to investigating vectors, linear forms, and more generally matrices, and have
become classical subjects in metric number theory.

In this article, we consider the inhomogeneous Diophantine approximation: the distri-
bution of qα modulo Z near a ‘target’ b ∈ R. Although Dirichlet theorem does not hold
anymore, there exist infinitely many q ∈ Z such that

|qα − b − p| < 1/|q| for some p ∈ Z

for almost every (α, b) ∈ R2 and, moreover,

lim inf
p,q∈Z,|q|→∞ |q||qα − b − p| = 0

for almost every (α, b) ∈ R2 by inhomogeneous Khintchine theorem [Cas57, Theorem II
in Ch. VII].

Similarly to numbers, for an m× n real matrix A ∈ Mm,n(R), we study Aq ∈ Rm

modulo Zm near the target b ∈ Rm for vectors q ∈ Zn. In this general situation as well,
using inhomogeneous Khintchine–Groshev theorem ([Sch64, Theorem 1] or [Spr79,
Ch. 1, Theorem 15]), we have

lim inf
q∈Zn,‖q‖→∞ ‖q‖

n〈Aq − b〉m = 0

for almost every (A, b) ∈ Mm,n(R)× Rm. Here, 〈v〉 def= infp∈Zm ‖v − p‖ denotes the dis-
tance from v ∈ Rm to the nearest integral vector with respect to the supremum norm ‖ · ‖.

The exceptional set of the above equality is our object of interest.

1.1. Main results. We will consider the exceptional set with weights in the following
sense. Let us first fix, throughout the paper, an m-tuple and an n-tuple of positive
reals r = (r1, . . . , rm), s = (s1, . . . , sn) such that r1 ≥ · · · ≥ rm, s1 ≥ · · · ≥ sn, and∑

1≤i≤m ri = 1 =∑1≤j≤n sj . The special case where ri = 1/m and sj = 1/n for all
i = 1, . . . , m and j = 1, . . . , n is called the unweighted case.

Define the r-quasinorm of x ∈ Rm and s-quasinorm of y ∈ Rn by

‖x‖r
def= max

1≤i≤m
|xi |1/ri and ‖y‖s

def= max
1≤j≤n

|yj |1/sj .

Denote 〈x〉r def= infp∈Zm ‖x− p‖r. We call A, ε-bad for b ∈ Rm if

lim inf
q∈Zn,‖q‖r→∞

‖q‖s〈Aq − b〉r ≥ ε.

Denote

Bad(ε) def= {(A, b) ∈ Mm,n(R)× Rm : A is ε-bad for b},
BadA(ε)

def= {b ∈ Rm : A is ε-bad for b}, BadA
def=
⋃
ε>0

BadA(ε),

Badb(ε) def= {A ∈ Mm,n(R) : A is ε-bad for b}, Badb def=
⋃
ε>0

Badb(ε).
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The set Bad0 can be seen as the set of badly approximable systems of m linear forms in n
variables. This set is of Lebesgue measure zero [Gro38], but has full Hausdorff dimension
mn [Sch69]. See [KTV06, KW10, PV02] for the weighted setting.

For any b, Badb also has zero Lebesgue measure [Sch66] and full Hausdorff dimension
for every b [ET11]. Indeed, it is shown that Badb is a winning set [ET11] and even a
hyperplane winning set [HKS20], a property which implies full Hausdorff dimension.
However, the set BadA also has full Hausdorff dimension for every A [BHKV10]. See
[BM17, Har12, HM17] for the weighted setting.

The sets Badb and BadA are unions of subsets Badb(ε) and BadA(ε) over ε > 0,
respectively, and thus a more refined question is whether the Hausdorff dimension of
Badb(ε), BadA(ε) could still be of full dimension. For the homogeneous case (b = 0),
the Hausdorff dimension Bad0(ε) is less than the full dimension mn (see [BK13, Sim18]
for the unweighted case and [KM19] for the weighted case). Thus, a natural question is
whether Badb(ε) can have full Hausdorff dimension for some b. Our first main result says
that in the unweighted case, Badb(ε) cannot have full Hausdorff dimension for any b. We
provide an effective bound on the dimension in terms of ε as well.

THEOREM 1.1. For the unweighted case, that is, ri = 1/m and sj = 1/n for all
i = 1, . . . , m and j = 1, . . . , n, there exist c0 > 0 and M0 > 0 depending only on d
such that for any ε > 0 and b ∈ Rm,

dimH Badb(ε) ≤ mn− c0ε
M0 .

As for the set BadA(ε), the third author, together with U. Shapira and N. de Saxcé,
showed that Hausdorff dimension of BadA(ε) is less than the full dimension m for almost
every A [LSS19]. In fact, it was shown that one can associate to A a certain point xA in the
space of unimodular lattices SLd(R)/ SLd(Z) such that if xA has no escape of mass on
average for a certain diagonal flow (see §1.2 for more details), which is satisfied by almost
every point, then the Hausdorff dimension of BadA(ε) is less than m.

In this article, we provide an effective bound on the dimension in terms of ε and
a certain Diophantine property of A as follows. We say that an m× n matrix A is
singular on average if for any ε > 0,

lim
N→∞

1
N
|{l ∈ {1, . . . , N} : there exists q ∈Zn such that

〈Aq〉r <ε2−l and 0< ‖q‖s < 2l}| = 1.

THEOREM 1.2. For any A ∈ Mm,n(R) which is not singular on average, there exists
a constant c(A) > 0 depending on A such that for any ε > 0, dimH BadA(ε) ≤ m−
c(A)ε/log(1/ε).

Here, the constant c(A), which depends on ηA in Proposition 4.1 and H in equa-
tion (4.7), encodes the quantitative singularity on average.

However, the third author, together with Y. Bugeaud, D. H. Kim, and M. Rams, showed
that in the one-dimensional case (m = n = 1), Badα(ε) has full Hausdorff dimension for
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some ε > 0 if and only if α ∈ R is singular on average [BKLR21]. We generalize this
characterization to the general dimensional setting.

THEOREM 1.3. Let A ∈ Mm,n(R) be a matrix. Then the following are equivalent.
(1) For some ε > 0, the set BadA(ε) has full Hausdorff dimension.
(2) A is singular on average.

Note that the implication (1) 
⇒ (2) of Theorem 1.3 follows from Theorem 1.2. The
other direction will be shown in §6.

1.2. Idea of the proofs. We mainly use entropy rigidity in homogeneous dynamics, a
principle that the measure of maximal entropy is invariant for a suitable group [EL10]. The
main tool in [LSS19] is a relative version of entropy rigidity. In this article, we effectivize
this phenomenon (Theorem 2.12) in terms of the static entropy and conditional measures.
To use the effective version of the entropy rigidity, for each invariant measure, we construct
a ‘well-behaved’ partition and a σ -algebra, well-behaved in the sense that the ‘dynamical
δ-boundary’ has a small measure which is controlled uniformly (see Definition 2.6 and
Lemma 2.7). We then compare the associated dynamical entropy and the static entropy.
Section 2 consists of these results in the general setting of real Lie groups as in [EL10],
which are of independent interest.

To describe the scheme of the proofs for main theorems, we consider a more specific
homogeneous space as follows. For d = m+ n, let us denote by ASLd(R) = SLd(R)�
Rd the set of area-preserving affine transformations and denote by ASLd(Z) = SLd(Z)�
Zd = StabASLd (R)(Z

d) the stabilizer of the standard lattice Zd . We view ASLd(R) as a
subgroup of SLd+1(R) by ASLd(R) = {( g v0 1 ) : g ∈ SLd(R), v ∈ Rd},and take a lift of
the element g ∈ SLd(R) to ASLd(R) ⊂ SLd+1(R) by g −→ ( g 0

0 1 ),denoted again by g.
For given weights r ∈ Rm>0 and s ∈ Rn>0, we consider the 1-parameter diagonal subgroup

{at = diag(er1t , . . . , ermt , e−s1t , . . . , e−snt )}t∈R
in SLd(R) and let a def= a1 be the time-one map of the diagonal flow at . We consider

U =
⎧⎨⎩
⎛⎝Im A 0

0 In 0
0 0 1

⎞⎠ : A ∈ Mm,n(R)

⎫⎬⎭ ; W =
⎧⎨⎩
⎛⎝Im 0 b

0 In 0
0 0 1

⎞⎠ : b ∈ Rm

⎫⎬⎭ ,

both of which are unstable horospherical subgroups in ASLd(R) for a.
The homogeneous spaces SLd(R)/ SLd(Z) and ASLd(R)/ ASLd(Z) can be seen as the

space of unimodular lattices and the space of unimodular grids, that is, unimodular lattices
translated by a vector in Rd , respectively. We say that a point x ∈ SLd(R)/ SLd(Z) has
δ-escape of mass on average (with respect to the diagonal flow at ) if for any compact set
Q in SLd(R)/ SLd(Z),

lim inf
N→∞

1
N
|{� ∈ {1, . . . , N} : a�x /∈ Q}| ≥ δ.

A point x ∈ X has no escape of mass on average if it does not have δ-escape of mass on
average for any δ > 0.
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For A ∈ Mm,n(R) and (A, b) ∈ Mm,n(R)× Rm, we associate points

xA
def=
(
Im A

0 In

)
SLd(Z) and yA,b

def=
⎛⎝Im A −b

0 In 0
0 0 1

⎞⎠ ASLd(Z),

respectively. In [LSS19], it was shown that dimH BadA(ε) < m for all ε > 0 if xA is
heavy, which is a condition equivalent to no escape of mass on average. Note that xA is
heavy for almost every A ∈ Mm,n(R). However, we remark that A is singular on average if
and only if the corresponding point xA has 1-escape of mass on average (with respect to
the diagonal flow at ) by Dani’s correspondence (see also [KKLM17]).

Now we give the outline of the proofs for Theorems 1.1 and 1.2. From the Dani corre-
spondence, we characterize the Diophantine property (A, b) ∈ Bad(ε) by the dynamical
property that the orbit (atyA,b)t≥0 is eventually in some target Lε (see §3.2). Using
this characterization, we construct a-invariant measures with large dynamical entropies
relative to W and U (Propositions 4.1 and 5.4), which are related to the Hausdorff
dimensions of BadA(ε) and Badb(ε), respectively. Here, we use ‘well-behaved’ σ -algebra
constructed in Proposition 2.8. Then we associate the dynamical entropies with the static
entropies (Lemma 2.10). Finally, we obtain effective upper bounds for the Hausdorff
dimensions of BadA(ε) and Badb(ε) using an effective version of the variational principle
(Theorem 2.12).

To treat BadA(ε) and Badb(ε) at the same time, we need to consider the entropy relative
to an arbitrary expanding closed subgroup L normalized by a, which is more general than
[LSS19]; in [LSS19], the special case L = W whose orbits stay in the compact fiber of
ASLd(R)/ ASLd(Z)→ SLd(R)/ SLd(Z) is considered.

For BadA(ε), we treat the case when xA has some escape of mass on average as
well, whereas xA has no escape of mass on average in [LSS19]. We need to consider
Lε ⊂ ASLd(R)/ ASLd(Z), which is non-compact, whereas in [LSS19], for heavy xA, it
was enough to consider the set of fibers over a compact part of SLd(R)/ SLd(Z). In the
case of Badb(ε), as fixing b does not determine the amount of excursion in the cusp, we
need an additional step (Proposition 5.3) to control the measure near the cusp allowing a
small amount of escape of mass.

Another new feature of this article is the use of the effective equidistribution of
expanding translates under the diagonal action on ASLd(R)/ ASLd(Z) and SLd(R)/�q ,
where �q is a congruence subgroup of SLd(Z), in the case of Badb(ε). The former result
is proved by the second author in [Kim], and the latter result is a slight modification of
[KM23].

Note that [Kim, KM23] hold in the weighted setting and the only reason we consider
the unweighted setting for the Hausdorff dimension of Badb(ε) is the covering estimate in
Theorem 5.1 ([KKLM17, Theorem 1.5]).

The article is organized as follows. In §2, we introduce entropy, relative entropy,
and a general setup. In this general setup, we construct a partition with a well-behaved
‘dynamical δ-boundary’ and a σ -algebra in a quantitative sense. From this construction,
we compare the dynamical entropy and the static entropy. Finally, we prove an effective
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version of the variational principle for relative entropy in the spirit of [EL10, §7.55].
In §3, we introduce preliminaries for the proofs of dimension upper bounds including
properties of dimensions with respect to quasi-metrics. We also reduce badly approximable
properties to dynamical properties in the space of grids in Rm+n. In §§4 and 5, we construct
a-invariant measures on ASLd(R)/ ASLd(Z) with large relative entropy and estimate
dimension upper bounds of Theorems 1.2 and 1.1 using the effective variational principle.
We conclude the paper with §6, characterizing the singular on average property in terms
of best approximations and show the (2) 
⇒ (1) part in Theorem 1.3 using a modified
version of the Bugeaud–Laurent sequence in [BL05].

2. Effective version of entropy rigidity
In this section, we will establish an effective version of entropy rigidity in [EL10, §7].
There have been effective uniqueness results along the line of [EL10] in various settings:
[Pol11] for toral automorphisms, [Kad15] for hyperbolic maps on Riemannian manifolds,
[Rüh16] on p-adic homogeneous spaces, and [Kha17] for a p-adic diagonal action in the
S-arithmetic setting. However, in all of the above results as well as in [KLP23], there
exists a partition compatible with the given map or flow in the sense that images under
the iteration have boundaries of small measure with respect to any invariant measure of
interest.

In our setting of a diagonal action on a quotient of real Lie groups, one of the main
technical difficulties is that there is no such partition for all the invariant measures we
consider. We thus construct a partition P for each invariant measure μ and control the
μ-measure of its ‘dynamical δ-boundary’ Eδ constructed out of images of thickenings of
the boundary P. The value μ(Eδ) is bounded above uniformly over the partition P and the
measure μ. See Lemma 2.7.

2.1. Entropy and relative entropy. In this subsection, we recall the definitions of the
entropy and the relative entropy for σ -algebras which we use in the later sections. We refer
the reader to [ELW, Chs. 1 and 2] for basic properties of the entropy.

Definition 2.1. Let (X, B, μ, T ) be a measure-preserving system on a Borel probability
space, and let A, C ⊆ B be sub-σ -algebras. Suppose that C is countably generated.
Note that there exists an A-measurable conull set X′ ⊂ X and a system {μAx |x ∈ X′}
of measures on X, referred to as conditional measures, given for instance by [ELW,
Theorem 2.2]. The information function of C given A with respect to μ is defined by

Iμ(C|A)(x) = − log μAx ([x]C),

where [x]C is the atom of C containing x.
(1) The conditional (static) entropy of C givenA is defined by

Hμ(C|A) def=
∫
X

Iμ(C|A)(x) dμ(x),

which is the average of the information function C given A. If the σ -algebra A is
trivial, then we denote by Hμ(C) = Hμ(C|A), which is called the (static) entropy

https://doi.org/10.1017/etds.2024.81 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2024.81


Dimension estimates for badly approximable affine forms 7

of C. Note that the entropy of the countable partition ξ = {A1, A2, . . .} of X is
given by

Hμ(ξ) = H(μ(A1), . . .) = −
∑
i≥1

μ(Ai) log μ(Ai) ∈ [0,∞],

where 0 log 0 = 0.
(2) Let A ⊆ B be a sub-σ -algebra such that T −1A = A. For any countable partition ξ

of X, let

hμ(T , ξ) def= lim
n→∞

1
n
Hμ(ξ

n−1
0 ) = inf

n≥1

1
n
Hμ(ξ

n−1
0 ),

hμ(T , ξ |A) def= lim
n→∞

1
n
Hμ(ξ

n−1
0 |A) = inf

n≥1

1
n
Hμ(ξ

n−1
0 |A),

where ξn−1
0 =∨n−1

i=0 T
−iξ . The (dynamical) entropy of T is

hμ(T )
def= sup

ξ :Hμ(ξ)<∞
hμ(T , ξ).

The conditional (dynamical) entropy of T givenA is

hμ(T |A) def= sup
ξ :Hμ(ξ)<∞

hμ(T , ξ |A).

2.2. General setup. Let G be a closed real linear group (or connected, simply connected
real Lie group) and let � < G be a lattice subgroup. We consider the quotient Y = G/�
with a G-invariant probability measure mY and call it the Haar measure on Y. Let dG be
a right invariant metric on G, which induces the metric dY on the space Y = G/�, which
is locally isometric to G. Let ry be the maximal injectivity radius at y ∈ Y , which is the
supremum of r > 0 such that the map g → gy is an isometry from the open r-ball BGr
around the identity in G onto the open r-ball BYr (y) around y ∈ Y . For any r > 0, we
denote

Y (r)
def= {y ∈ Y : ry ≥ r}.

It follows from the continuity of the injectivity radius that Y (r) is compact. Since � is a
lattice, we may assume that

rmax
def= inf{r > 0 : ry ≤ r for all y ∈ Y } ≤ 1 (2.1)

by rescaling the right invariant metric dG on G. It follows that for any r > 1, Y (r) = ∅.
For any closed subgroup L < G, we consider the right invariant metric dL by restricting
dG on L, and similarly denote by BLr the open r-ball around the identity in L.

In this section, we fix an element a ∈ G which is Ad-diagonalizable over R. Let

G+ = {g ∈ G|akga−k → id as k→−∞}
be the unstable horospherical subgroup associated to a (or equivalently the stable
horospherical subgroup associated to a−1), which is always a closed subgroup of G in
our setting.
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2.3. Construction of a−1-descending, subordinate algebra and its entropy properties.
In this subsection, our goal is to strengthen the results of [EL10, §7] for our quantitative
purposes.

Definition 2.2. [EL10, Definition 7.25] Let G+ < G be the unstable horospherical
subgroup associated to a. Let μ be an a-invariant measure on Y and L < G+ be a closed
subgroup normalized by a.
(1) We say that a countably generated σ -algebra A is subordinate to L (mod μ) if for

μ-almost every (a.e.) y, there exists δ > 0 such that

BLδ · y ⊂ [y]A ⊂ BLδ−1 · y. (2.2)

(2) We say thatA is a−1-descending if (a−1)−1A = aA ⊆ A.

For each L < G+ and a-invariant ergodic probability measure μ on Y, there exists a
countably generated σ -algebra A which is a−1-descending and subordinate to L [EL10,
Proposition 7.37]. We will prove that such a σ -algebra can be constructed so that we
also have an explicit upper bound of the measure of the set violating equation (2.2) for
fixed δ > 0. To prove an effective version of the variational principle later, we need this
quantitative estimate independent of μ.

We first introduce some notation that will be used in this subsection. For a subsetB ⊂ Y
and δ > 0, we denote by ∂δB the δ-neighborhood of the boundary of B, that is,

∂δB
def=
{
y ∈ Y : inf

z∈B dY (y, z)+ inf
z/∈B dY (y, z) < δ

}
.

We also define the neighborhood of the boundary of a countable partition P by ∂δP def=⋃
P∈P ∂δP . We deal with the entropy with respect to a−1, and thus for a given partition

(or a σ -algebra) P of Y,

P�′� def=
�′∨
k=�

akP

for any extended integers � ≤ �′ in Z ∪ {±∞}. We first construct a finite partition which
has small measures on neighborhoods of the boundary. The following lemma is the main
ingredient of the effectivization in this section. A key feature is that the measure estimate
below is independent of μ.

LEMMA 2.3. There exists a constant 0 < c < 1/10 depending only on G such that the
following holds. Let μ be a probability measure on Y. For any 0 < r < 1 and any
measurable subset � ⊂ Y (2r), there exist a measurable subset K ⊂ Y and a partition
P = {P1, . . . , PN } of K such that:
(1) � ⊆ K ⊆ BG(11/10)r�;
(2) for each 1 ≤ i ≤ N , there exists zi ∈ BGr/10� such that

BGr/5 · zi ⊆ Pi ⊆ BGr · zi , K =
N⋃
i=1

BGr · zi ;
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(3) for any 0 < δ < cr ,

μ(∂δP) ≤
(
δ

r

)1/2

μ(BG(12/10)r�).

Proof. Choose a maximal (9/10)r-separated set {y1, . . . , yN } of �.

CLAIM. There exist a constant 0 < c < 1/10 depending only on G, and {gi}Ni=1 ⊂ BGr/10
such that for zi = giyi and for any 0 < δ < cr ,∑

i

(μ(∂δ(B
G
r · zi))+ μ(∂δ(BGr/2 · zi))) ≤

(
δ

r

)1/2

μ(BG(12/10)r�). (2.3)

Proof of the claim. To prove this claim, we randomly choose each gi with the independent
uniform distribution on BGr/10. For 0 < δ < r/10 fixed, we have

E

(∑
i

μ(∂δ(B
G
r · zi))

)
=
∑
i

1
mG(B

G
r/10)

∫
BG
r/10

∫
Y

1BGr+δ ·giyi\BGr−δ ·giyi (y) dμ(y) dmG(gi)

�
∑
i

1
rdim G

∫
Y

mG({gi ∈ BGr/10 : r − δ ≤ d(giyi , y) < r + δ}) dμ(y)

�
∑
i

1
rdim G

∫
BG
(11/10)r+δ ·yi

δrdim G−1 dμ ≤ δ

r

∫
BG
(12/10)r�

∑
i

1B(12/10)r ·yi (y) dμ(y).

For any y ∈ BG(12/10)r�, the number of yi terms contained in BG(12/10)r · y is at most
(33/9)dim G since BG(9/20)r · yi terms are disjoint and contained in BG(33/20)r · y. It implies
that
∑
i 1B(12/10)r ·yi (y) ≤ 4dim G for any y ∈ BG(12/10)r�. It follows that

E

(∑
i

μ(∂δ(B
G
r · zi))

)
� δ

r

∫
BG
(12/10)r�

4dim G dμ(y)� δ

r
μ(BG(12/10)r�),

where the implied constant depends only on G.
Applying the same argument for ∂δ(BGr/2 · zi) instead of ∂δ(BGr · zi),

E

(∑
i

(μ(∂δ(B
G
r · zi))+ μ(∂δ(BGr/2 · zi)))

)
� δ

r
μ(BG(12/10)r�).

It follows from Chebyshev’s inequality that

P

(∑
i

(μ(∂δ(B
G
r · zi))+ μ(∂δ(BGr/2 · zi))) ≥

1
2

(
δ

r

)1/2

μ(BG(12/10)r�)

)
�
(
δ

r

)1/2

.

Hence, we have

P

( ⋂
k≥0

{∑
i

(μ(∂2−kδ(B
G
r · zi))+ μ(∂2−kδ(B

G
r/2 · zi))) <

1
2

(
2−kδ
r

)1/2

μ(BG(12/10)r�)

})

> 1−O
((

δ

r

)1/2)
. (2.4)
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Thus, there exists 0 < c < 1/10 so that the right-hand side of equation (2.4) is positive
for any δ < cr . It follows that we can find {gi}Ni=1 such that the zi = giyi terms satisfy
equation (2.3) for any 0 < δ < cr .

Let c > 0 and {gi}Ni=1 ⊂ BGr/10 be as in the above claim. The set {zi = giyi}Ni=1

is (7/10)r-separated since {yi}Ni=1 is (9/10)r-separated. Let K def= ⋃N
i=1 B

G
r · zi . Since

BG(9/10)r · yi ⊆ BGr · zi ⊆ BG(11/10)r · yi , we have

� ⊆
N⋃
i=1

BG(9/10)r · yi ⊆ K ⊆
N⋃
i=1

BG(11/10)r · yi ⊆ BG(11/10)r�.

Now we define a partition P of K inductively as follows:

Pi
def= BGr · zi \

( i−1⋃
j=1

Pj ∪
N⋃

j=i+1

BGr/2 · zj
)

for 1 ≤ i ≤ N . By definition, we have BGr/5 · zi ⊆ Pi ⊆ BGr · zi and zi ∈ BGr/10�

for 1 ≤ i ≤ N . We also observe that the δ-neighborhood of P is contained in⋃N
i=1(∂δ(B

G
r · zi) ∪ ∂δ(BGr/2 · zi)). Hence, it follows from the above claim that

μ(∂δP) ≤
∑
i

(μ(∂δ(B
G
r · zi))+ μ(∂δ(BGr/2 · zi))) ≤

(
δ

r

)1/2

μ(BG(12/10)r�)

for any 0 < δ < cr .

Remark 2.4. In Lemma 2.3, if y ∈ � is given and we let y1 = y ∈ � in the proof, then
y ∈ BGr/10 · z1, and thus y /∈ ∂P, which will be used in the proofs of Propositions 4.1
and 5.4.

We need the following thickening properties. It can easily be checked that for any
r > δ > 0, we have

BGδ Y (r) ⊂ Y (r − δ) and BGδ Y (r)
c ⊂ Y (r + δ)c. (2.5)

Using Lemma 2.3 inductively, we have the following partition of Y with its subpartition
having small boundary measures. Recall that Y (r) = ∅ for any r > 1 by equation (2.1).

LEMMA 2.5. Let 0 < r0 ≤ 1 be given and μ be a probability measure on Y. There exists
a partition {Kk}∞k=1 of Y such that for each k ≥ 1, the following statements hold:
(1) Kk ⊆ Y (2−k) \ Y (2−k+2);
(2) there exist a partitionPk = {Pk1, . . . , PkNk } ofKk and a point zi ∈ BG(1/10)r02−k−1Kk

for each 1 ≤ i ≤ Nk satisfying

BG
(1/5)r02−k−1 · zi ⊆ Pki ⊆ BGr02−k−1 · zi ;

(3) μ(∂δPk) ≤ (r−1
0 2k+4δ)1/2μ(Y (2−k−1) \ Y (2−k+3)) for any 0 < δ < cr02−k−2,

where c > 0 is the constant in Lemma 2.3.
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Proof. We will construct {Kk}k≥1 and {Pk}k≥1 using Lemma 2.3 inductively. For each
k ≥ 1, let us say that Kk and Pk satisfy (♠k) if they satisfy the three conditions in the
statement. We will also need auxiliary bounded sets K ′k ⊂ Y and corresponding partitions
P′k of K ′k during the inductive process. Let us say that K ′k and P′k satisfy (♣k) if they
satisfy the following three conditions:
(1) Y (2−k+1) \⋃k−1

j=1 Kj ⊆ K ′k ⊆ BG(11/10)r02−k−1(Y (2−k+1) \⋃k−1
j=1 Kj);

(2) for each 1 ≤ i ≤ Nk , there exists zki ∈ BG(1/10)r02−k−1K
′
k such that

BG
(1/5)r02−k−1 · zki ⊆ P ′ki ⊆ BGr02−k−1 · zki and K ′k =

N⋃
i=1

BG
r02−k−1 · zki ;

(3) μ(∂δP′k) ≤ (r−1
0 2k+1δ)1/2μ(Y (2−k) \ Y (2−k+3)) for any 0 < δ < cr02−k−1.

Here,
⋃0
j=1 Kj

def= ∅.
We first choose �1 = Y (1) and apply Lemma 2.3 with r = r02−2 and � = �1 ⊂

Y (r0/2). Then we have a subset K ′1 ⊂ Y and a partition P′1 of K ′1 satisfying conditions
(1), (2) of (♣1), and

μ(∂δP′1) ≤ (r−1
0 22δ)1/2μ(BG

(12/10)r02−2�1)

for any 0 < δ < cr02−2. It follows from equation (2.5) that BG
(12/10)r02−2Y (1) ⊂ Y ( 1

2 ),

which implies condition (3) of (♣1) since Y (4) = ∅. Note that K ′1 ⊂ BG(11/10)r02−2Y (1) ⊂
Y ( 1

2 ).
Now let �2 = Y ( 1

2 ) \K ′1 and apply Lemma 2.3 again with r = r02−3 and � =
�2 ⊂ Y (r0/4). We have a subset K ′2 ⊂ Y and a partition P′2 of K ′2 satisfying �2 ⊂
K ′2 ⊂ BG(11/10)r02−3�2, (2) of (♣2), and μ(∂δP′2) ≤ (r−1

0 23δ)1/2μ(BG
(12/10)r02−3�2) for

any 0 < δ < cr02−3. Setting K1 = K ′1 \K ′2, condition (1) of (♣2) and condition (1)
of (♠1) follow since Y (2) = ∅. Since K ′1 ⊃ Y (1), it follows from equation (2.5) that
BG
(12/10)r02−3�2 ⊂ Y ( 1

4 ) \ Y (2), which implies condition (3) of (♣2).
Define a partitionP1= {P11, . . . , P1N1} fromP′1= {P ′11, . . . , P ′1N1

} by P1i =P ′1i \K ′2
for each 1 ≤ i ≤ N1. For each 1 ≤ i ≤ N1 and y ∈ BG

(1/5)r02−2 · z1i , observe that y /∈ K ′2
since BG

r02−2 · z1i ⊂ K ′1 and K ′2 ⊂ BG(11/10)r02−3�2 ⊂ BG(11/10)r02−3(Y \K ′1). Hence,

BG
(1/5)r02−2 · z1i ⊂ P1i holds, so condition (2) of (♠1) follows. Since P1i = P ′1i \K ′2

for each 1 ≤ i ≤ N1, we have

μ(∂δP1) ≤ μ(∂δP′1)+ μ(∂δP′2)
≤ (r−1

0 22δ)1/2μ(Y (2−1) \ Y (22))+ (r−1
0 23δ)1/2μ(Y (2−2) \ Y (2))

≤ (r−1
0 25δ)1/2μ(Y (2−2) \ Y (22))

for any 0 < δ < cr02−3. Hence, condition (3) of (♠1) follows.
Our desired disjoint sets {Kk}k≥1 and partitions {Pk}k≥1 will be obtained by applying

this process repeatedly.
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CLAIM. For k ≥ 2, suppose that we have disjoint bounded setsKj of Y and corresponding
partitions Pj satisfying (♠j ) for j = 1, . . . , k − 1, and a subset K ′k ⊂ Y and a partition
P′k satisfying (♣k). Then we can find Kk ⊆ K ′k and a partition Pk of Kk satisfying (♠k),
and K ′k+1 ⊂ Y and a partition P′k+1 of K ′k+1 satisfying (♣k+1).

Proof of the claim. Note that K ′k ⊂ BG(11/10)r02−k−1Y (2−k+1) ⊂ Y (2−k) and Kj ⊂
Y (2−j ) ⊂ Y (2−k) for each j = 1, . . . , k − 1. Let �k+1 = Y (2−k) \ (⋃k−1

j=1 Kj ∪K ′k)
and apply Lemma 2.3 with r = r02−k−2 and � = �k+1 ⊂ Y (r02−k−1). There exist
K ′k+1 ⊂ Y and a partition P′k+1 = {P ′(k+1)1, . . . , P ′(k+1)Nk+1

} of K ′k+1 satisfying
�k+1 ⊂ K ′k+1 ⊂ BG(11/10)r02−k−2�k+1, condition (2) of (♣k+1), and μ(∂δP′k+1) ≤
(r−1

0 2k+2δ)1/2μ(BG
(12/10)r02−k−2�k+1) for any 0 < δ < cr02−k−2. Setting Kk = K ′k \

K ′k+1, condition (1) of (♣k+1) follows. Since
⋃k−1
j=1 Kj ⊃ Y (2−k+2) and Kk ⊂ K ′k ⊂

Y (2−k) \⋃k−1
j=1 Kj , condition (1) of (♠k) follows. It follows from

⋃k−1
j=1 Kj ∪K ′k ⊃

Y (2−k+1) and equation (2.5) that

BG
(12/10)r02−k−2�k+1 ⊂ Y (2−k−1) \ Y (2−k+2),

which implies condition (3) of (♣k+1). Define a partition Pk = {Pk1, . . . , PkNk } from
P′k = {P ′k1, . . . , P ′kNk } by Pki = P ′ki \K ′k+1 for any 1 ≤ i ≤ Nk . For each 1 ≤ i ≤ Nk
and y ∈ BG

(1/5)r02−k−1 · zki , observe that y /∈ K ′k+1 since BG
r02−k−1 · zki ⊆ K ′k and K ′k+1 ⊆

BG
(11/10)r02−k−2�k+1 ⊂ BG(11/10)r02−k−2(Y \K ′k). Hence, BG

(1/5)r02−k−1 · zki ⊂ Pki holds, so
condition (2) of (♠k) follows. Since Pki = P ′ki \K ′k+1 for each 1 ≤ i ≤ Nk , we have

μ(∂δPk) ≤ μ(∂δP′k)+ μ(∂δP′k+1)

≤ (r−1
0 2k+1δ)1/2μ(Y (2−k) \ Y (2−k+3))+ (r−1

0 2k+2δ)1/2μ(Y (2−k−1) \ Y (2−k+2))

≤ (r−1
0 2k+4δ)1/2μ(Y (2−k−1) \ Y (2−k+3))

for any 0 < δ < cr02−k−2. Hence, condition (3) of (♠k) follows.

The claim concludes the proof of Lemma 2.5.

By [EL10, Lemmas 7.29 and 7.45], there are constants α > 0 and d0 > 0 depending on
a and G such that for every r ∈ (0, 1],

a−kBG+r ak ⊂ BG
d0e−kαr (2.6)

for any k ∈ Z. It implies that akBGr a
−k ⊂ BG

d0ekαr
for k ≥ 0.

The following lemma is a quantitative strengthening of [EL10, Lemma 7.31]. We remark
that the constants below are independent of μ and P while the ‘dynamical δ-boundary’ Eδ
depends on μ.

Definition 2.6. We define the dynamical δ-boundary of the partition P by

Eδ =
∞⋃
k=0

ak∂d0e−kαδP.
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LEMMA 2.7. Given 0 < r0 ≤ 1 and an a-invariant probability measure μ on Y, let
{Kj }j≥1 and {Pj }j≥1 be the sets and the partitions in Lemma 2.5. Let c > 0 and d0 > 0
be the constants in Lemma 2.3 and equation (2.6), respectively. Let P be the countable

partition P def= ⋃∞j=1 Pj of Y .
There exist C1, C2 > 0, depending only on r0, a, and G, such that for any 0 < δ <

min((cr0/16d0)
2, 1), the dynamical δ-boundary Eδ ⊂ Y satisfies

μ(Eδ) < μ(Y \ Y (C1δ
1/2))+ C2δ

1/4

and BG
+

δ · y ⊂ [y]P∞0 for any y ∈ Y \ Eδ .
Proof. We split Eδ into two subsets

E′δ =
∞⋃
k=0

ak
( ∞⋃
i=2+�(α/log 2)k−(log δ)/(2 log 2)�

∂d0e−kαδPi
)

and

E′′δ =
∞⋃
k=0

ak
( 1+�(α/log 2)k−(log δ)/(2 log 2)�⋃

i=1

∂d0e−kαδPi
)

.

We first claim that E′δ ⊂ Y \ Y ((d0 + d2
0 )δ

1/2). Let y ∈ E′δ , that is, y ∈ ak∂d0e−kαδP
for some k ≥ 0 and P ∈ Pi for some i ≥ 2+ �(α/log 2)k − (log δ)/(2 log 2)�. By
Lemma 2.5,

P ⊂ Ki ⊂ Y (2−i ) \ Y (2−i+2) ⊂ Y (2−i+2)c.

It follows from equation (2.5) that

∂d0e−kαδP ⊂ BGd0e−kαδP ⊂ B
G
d0e−kαδY (2

−i+2)c ⊂ Y (2−i+2 + d0e
−kαδ)c. (2.7)

Using equation (2.6), for any 0 < r < 1, akY (r)c ⊂ Y (d0e
kαr)c. Since ekα2−i+2 ≤ δ1/2,

combining with equation (2.7),

ak∂d0e−kαδP ⊂ akY (2−i+2 + d0e
−kαδ)c ⊂ Y ((d0 + d2

0 )δ
1/2)c.

This proves the claim. It follows that

μ(E′δ) ≤ μ(Y \ Y (C1δ
1/2)), (2.8)

where C1 = d0 + d2
0 is a constant depending only on a and G.

Next we estimate μ(E′′δ ). It follows from the a-invariance of μ that

μ(E′′δ ) ≤
∞∑
k=0

1+�(α/log 2)k−(log δ)/(2 log 2)�∑
i=1

μ(∂d0e−kαδPi ) =
∞∑
i=1

∞∑
k=ki

μ(∂d0e−kαδPi ), (2.9)

where ki ∈ N denotes the smallest number of k such that 1+ �(α/log 2)k − (log δ)/
(2 log 2)� ≥ i. Note that ki ≥ (log 2/α)(i − 2)+ (log δ)/2α.

However, by Lemma 2.5, we have

μ(∂d0e−kαδPi ) ≤ (r−1
0 2i+4d0e

−kαδ)1/2μ(Y (2−i−1) \ Y (2−i+3)) (2.10)
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for any k ≥ ki , since d0e
−kαδ ≤ d02−i+2δ1/2 < cr02−i−2. By equations (2.9) and (2.10),

we have

μ(E′′δ ) ≤
∞∑
i=1

∞∑
k=ki

μ(∂d0e−kαδPi ) ≤
∞∑
i=1

∞∑
k=ki

(r−1
0 2i+4d0e

−kαδ)1/2μ(Y (2−i−1)\Y (2−i+3))

=
∞∑
i=1

(r−1
0 2i+4e−kiαδ)1/2(1− e−α/2)−1μ(Y (2−i−1) \ Y (2−i+3))

≤ r−1/2
0 23δ1/4(1− e−α/2)−1

∞∑
i=1

μ(Y (2−i−1) \ Y (2−i+3)) ≤ C2δ
1/4, (2.11)

where C2 = 25r
−1/2
0 (1− e−α/2)−1 is a constant depending only on r0, a, and G. Combin-

ing equations (2.8) and (2.11), we finally have

μ(Eδ) < μ(Y \ Y (C1δ
1/2))+ C2δ

1/4

and the constants C1, C2 > 0 depend only on r0, a, and G.
It remains to check thatBG

+
δ · y ⊂ [y]P∞0 for any y ∈ Y \ Eδ . Let h ∈ BG+δ and suppose

[hy]P∞0 �= [y]P∞0 . There is some k ≥ 0 such that a−khy and a−ky belong to different

elements of the partition P. Since a−khak ∈ a−kBG+δ ak ⊂ BG
d0e−kαδ

by equation (2.6), we
have

dY (a
−khy, a−ky) ≤ dG(a−khak , id) ≤ d0e

−kαδ.

It follows that both a−khy and a−ky belong to ∂d0e−kαδP, and hence y ∈ Eδ . It concludes
that BG

+
δ · y ⊂ [y]P∞0 for any y ∈ Y \ Eδ .

The following proposition is a quantitative version of [EL10, Proposition 7.37]. Given
a-invariant measure μ, the proposition provides a σ -algebra which is a−1-descending and
subordinate to L in the following quantitative sense.

PROPOSITION 2.8. Let 0 < r0 ≤ 1 be given, μ be an a-invariant probability measure on
Y, and L < G+ be a closed subgroup normalized by a. There exists a countably generated
sub-σ -algebraAL of Borel σ -algebra of Y satisfying:
(1) aAL ⊂ AL, that is,AL is a−1-descending;
(2) [y]AL ⊂ BLr02−k+1 · y for any y ∈ Y (2−k) \ Y (2−k+2) with k ≥ 1;

(3) if 0 < δ < min((cr0/16d0)
2, 1), then

BLδ · y ⊂ [y]AL for any y ∈ Y (δ) \ Eδ ,
where c, d0 > 0 are the constants in Lemma 2.3 and equation (2.6), and Eδ is the
dynamical δ-boundary defined in Lemma 2.7.

In particular, the σ -algebraAL is L-subordinate modulo μ.

Proof. For a given a-invariant probability measure μ on Y, let P be the countable partition
of Y constructed in Lemma 2.7. We will construct a countably generated σ -algebra PL by
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taking L-plaques in each P ∈ P as atoms of PL. Then, AL def= (PL)∞0 will be the desired
σ -algebra.

For each P ∈ P, by Lemma 2.5, there exist j ≥ 1 and z ∈ P such that
P ∈ Y (2−j ) \ Y (2−j+2) and BG

(1/5)r02−j−1 · z ⊆ P ⊆ BGr02−j−1 · z. We can find BP ⊂ G
with diam(BP ) ≤ r02−j such that P = πY (BP ), where πY : G→ Y is the natural
quotient map. Let BG/L be the Borel σ -algebra of the quotient G/L. Note that since
L is closed, BG/L is countably generated. Define the σ -algebra

PL = σ({πY (BP ∩ S) : P ∈ P, S ∈ BG/L}).
Then, PL is a refinement of P such that atoms of PL are open L-plaques, that is, for any
y ∈P ∈P, [y]PL = [y]P ∩ BLr02−j · y =Vy · y, where Vy ⊂BLr02−j is an open bounded set.

It is clear that PL is countably generated, and hence AL = (PL)∞0 is also countably
generated. By construction, we have aAL = (PL)∞1 ⊂ AL, which proves the assertion (1).

For any y ∈ Y (2−k) \ Y (2−k+2) with k ≥ 1, take P ∈ P such that y ∈ P . By
Lemma 2.5, there exist j ≥ 1 and z ∈ P such that P ∈ Y (2−j ) \ Y (2−j+2) and
P ⊆ BG

r02−j−1 · z. Observe that 2−j+2 > 2−k and 2−j < 2−k+2, that is, j − 2 < k <

j + 2. Hence, we have

[y]AL ⊂ [y]PL = Vy · y ⊂ BLr02−j · y ⊂ BLr02−k+1 · y,

which proves the assertion (2).
For a given 0 < δ < min((cr0/16d0)

2, 1) and y ∈ Y (δ) \ Eδ , assume that z = hy with
h ∈ BLδ . By Lemma 2.7, BG

+
δ · y ⊂ [y]P∞0 . Hence, it follows that for any k ≥ 0, a−ky and

a−kz belong to the same atom Pk ⊂ P. Then, we have

a−ky, a−kz = a−khak · (a−ky) ∈ Pk .
Note that for any y ∈ Y (δ), the map BG

+
δ � g → gy is injective, and hence the map

a−kBG+δ ak � g → ga−ky is injective. Since a−khak ∈ a−kBLδ ak , a−ky and a−kz belong
to the same atom of PL. This proves the assertion (3).

As in [LSS19, Lemma 3.4], we need to compare the dynamical entropy and the static
entropy. In [LSS19], the σ -algebra π−1(BX) is used to deal with the entropy relative to
X, where BX is the Borel σ -algebra of X. To deal with the entropy relative to the general
closed subgroup L < G+ normalized by a, we consider the following tail σ -algebra with
respect toAL in Proposition 2.8. Denote by

AL∞ def=
∞⋂
k=1

akAL =
∞⋂
k=1

(PL)∞k . (2.12)

This tail σ -algebra may not be countably generated but it satisfies strict a-invariance, that
is, aAL∞ = AL∞ = a−1AL∞.

LEMMA 2.9. Let 0 < r0 ≤ 1 be given, μ be an a-invariant probability measure on Y,
L < G+ be a closed subgroup normalized by a, and AL be as in Proposition 2.8. Then,
the σ -algebra (AL)∞−∞ is the Borel σ -algebra of Y modulo μ.
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Proof. Let PL be as in the proof of Proposition 2.8. Since (AL)∞−∞ = (PL)∞−∞ and
Y =⋃k≥1 Y (2

−k) \ Y (2−k+2), it is enough to show that for each k ≥ 1 and for μ-a.e.
y ∈ Y (2−k) \ Y (2−k+2), we have [y](PL)∞−∞ = {y}.

For fixed k ≥ 1, it follows from Poincaré recurrence (e.g. see [EW11, Theorem 2.11])
that for μ-a.e. y ∈ Y (2−k) \ Y (2−k+2), there exists an increasing sequence (ki)i≥1 ⊂ N

such that

aki y ∈ Y (2−k) \ Y (2−k+2) and ki →∞ as i →∞.

By Proposition 2.8(2), it follows that for each i ≥ 1,

[aki y]AL = [aki y](PL)∞0 ⊂ B
L
r02−k+1 · aki y.

Since [aki y](PL)∞0 = a
ki [y]a−ki (PL)∞0 = a

ki [y](PL)∞−ki
, using equation (2.6), we have

[y](PL)∞−ki
⊂ a−kiBL

r02−k+1 · aki y = a−kiBLr02−k+1a
ki · y ⊂ BL

d0e
−αki r02−k+1 · y.

Taking i →∞, we conclude that [y](PL)∞−∞ = {y}.
PROPOSITION 2.10. Let 0 < r0 ≤ 1 be given, μ be an a-invariant probability measure on
Y, L < G+ be a closed subgroup normalized by a, AL be as in Proposition 2.8, and AL∞
be as in equation (2.12). Then, we have

hμ(a|AL∞) = hμ(a−1|AL∞) = Hμ(AL|aAL). (2.13)

Moreover, equation (2.13) holds for almost every ergodic component of μ.

Proof. Let PL be as in the proof of Proposition 2.8. Since PL is countably generated, we
can take an increasing sequence of finite partitions (PLk )k≥1 of Y such that PLk ↗ PL. By
Lemma 2.9, we have BY = (PL)∞−∞ =

∨∞
k=1(PLk )∞−∞ modulo μ, where BY is the Borel

σ -algebra of Y. It is clear that (PLk )∞−∞ ⊆ (PLk+1)
∞−∞ for all k ∈ N. Hence, it follow from

Kolmogorov–Sinaı˘ theorem [ELW, Proposition 2.20] that

hμ(a
−1|AL∞) = lim

k→∞ hμ(a
−1, PLk |AL∞).

Using the future formula [ELW, Proposition 2.19(8)], we have

lim
k→∞ hμ(a

−1, PLk |AL∞) = lim
k→∞ Hμ(P

L
k |(PLk )∞1 ∨AL∞).

It follows from monotonicity and continuity of entropy [ELW, Propositions 2.10, 2.12, and
2.13] that for any fixed k ≥ 1,

lim
�→∞ Hμ(P

L
k |(PL� )∞1 ∨AL∞) ≤ Hμ(PLk |(PLk )∞1 ∨AL∞) ≤ lim

�→∞ Hμ(P
L
� |(PLk )∞1 ∨AL∞),

and hence, we have

Hμ(PLk |(PL)∞1 ∨AL∞) ≤ Hμ(PLk |(PLk )∞1 ∨AL∞) ≤ Hμ(PL|(PLk )∞1 ∨AL∞).

https://doi.org/10.1017/etds.2024.81 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2024.81


Dimension estimates for badly approximable affine forms 17

Taking k→∞, it follows that

lim
k→∞ Hμ(P

L
k |(PLk )∞1 ∨AL∞) = Hμ(PL|(PL)∞1 ∨AL∞) = Hμ(AL|aAL),

which concludes equation (2.13).
Note that BY = (PL)∞−∞ =

∨∞
k=1(PLk )∞−∞ modulo almost every ergodic component

of μ. Thus, following the same argument as above, we can conclude equation (2.13) for
almost every ergodic component of μ.

The quantity Hμ(AL|aAL) is called empirical entropy and is the average of the
conditional information function

Iμ(AL|aAL)(x) = − log μaA
L

x ([x]A),

and indeed the entropy contribution of L (see [EL10, 7.8] for definition).

2.4. Effective variational principle. This subsection is to effectivize the variational
principle. We first recall the following ineffective variational principle. Combining [EL10,
Proposition 7.34] and [EL10, Theorem 7.9], we have the following upper bound of an
empirical entropy (or entropy contribution), and the entropy rigidity.

THEOREM 2.11. [EL10] Let L < G+ be a closed subgroup normalized by a and let l
denote the Lie algebra of L. Let μ be an a-invariant ergodic probability measure on Y. IfA
is a countably generated sub-σ -algebra of the Borel σ -algebra which is a−1-descending
and L-subordinate, then

Hμ(A|aA) ≤ log |det(Ada|l)|
and equality holds if and only if μ is L-invariant.

LetL < G+ be a closed subgroup normalized by a,mL be the Haar measure on L, andμ
be an a-invariant probability measure on Y. LetA be a countably generated sub-σ -algebra
of Borel σ -algebra which is a−1-descending and L-subordinate modulo μ. Note that for
any j ∈ Z≥0, the sub-σ -algebra ajA is also countably generated, a−1-descending, and
L-subordinate modulo μ.

For y ∈ Y , denote by Vy ⊂ L the shape of the A-atom at y ∈ Y so that Vy · y = [y]A.
It has positivemL-measure for μ-a.e. y ∈ Y sinceA is L-subordinate modulo μ. Note that
for any j ∈ Z≥0, we have [y]ajA = ajVa−j ya−j · y.

As in [EL10, 7.55] which is the proof of [EL10, Theorem 7.9], let us define τa
jA
y for

μ-a.e y ∈ Y to be the normalized push forward of mL|ajV
a−j ya−j

under the orbit map,
that is,

τa
jA
y = 1

mL(ajVa−j ya−j )
mL|ajV

a−j ya−j
· y,

which is a probability measure on [y]ajA.
The following proposition is an effective version of Theorem 2.11.

https://doi.org/10.1017/etds.2024.81 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2024.81


18 T. Kim et al

THEOREM 2.12. Let L < G+ be a closed subgroup normalized by a and μ be an
a-invariant ergodic probability measure on Y. Fix j ∈ N and denote by J ≥ 0 the maximal
entropy contribution of L for aj , that is,

J = log |det(Adaj |l)|.
LetA be a countably generated sub-σ -algebra of Borel σ -algbera which is a−1-descending
and L-subordinate. Suppose there exist a measurable subset K ⊂ Y and a symmetric
measurable subset B ⊂ L such that [y]A ⊂ B · y for any y ∈ K . Then, we have

Hμ(A|ajA) ≤ J +
∫
Y

log τa
jA
y

(
(Y \K) ∪ B Supp μ

)
dμ(y).

Proof. By for instance [EL10, Theorem 5.9], for μ-a.e. y ∈ Y , μa
jA
y is a probability

measure on [y]ajA = ajVa−j ya−j · y, and Hμ(A|ajA) can be written as

Hμ(A|ajA) = −
∫
Y

log μa
jA
y ([y]A) dμ(y).

Note that mL(ajBa−j ) = eJmL(B) for any measurable B ⊂ L. Let

p(y)
def= μa

jA
y ([y]A) and pHaar(y)

def= τa
jA
y ([y]A).

Then, we have

pHaar(y) = mL(Vy)

mL(ajVa−j ya−j )
= mL(Vy)

mL(Va−j y)
e−J ,

and hence, applying the ergodic theorem, we have − ∫
Y

log pHaar(y) dμ(y) = J .
Now we estimate an upper bound of Hμ(A|ajA)− J following the computation in

[EL10, 7.55]. Following [EL10, 7.55], we can partition [y]ajA into a countable union of
A-atoms as follows:

[y]ajA =
∞⋃
i=1

[xi]A ∪Ny ,

where Ny is a null set with respect to μa
jA
y . Note that μa

jA
y is supported on Supp μ

for μ-a.e y. Since B ⊂ L is symmetric, if xi ∈ K \ B Supp μ, then [xi]A ⊂ B · xi ⊂
K \ Supp μ, and hence we have μa

jA
y ([xi]A) = 0. If xi ∈ (Y \K) ∪ B Supp μ and

[xi]A �⊂ (Y \K) ∪ B Supp μ, then there exists x′i ∈ [xi]A such that x′i ∈ K \ B Supp μ,
and hence μa

jA
y ([xi]A) = μajAy ([x′i]A) = 0. Thus, we denote by Z the set of xi terms in

(Y \K) ∪ B Supp μ such that [xi]A ⊂ (Y \K) ∪ B Supp μ. It follows that

Hμ(A|ajA)− J = −
∫
Y

(log p(z)− log pHaar(z)) dμ(z)

=
∫
Y

∫
Y

(log pHaar(z)− log p(z)) dμa
jA
y (z) dμ(y)

=
∫
Y

∑
xi∈Z

∫
z∈[xi ]A

(log pHaar(z)− log p(z)) dμa
jA
y (z) dμ(y)
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=
∫
Y

∑
xi∈Z

log
(
τa

jA
y ([xi]A)

μa
jA
y ([xi]A)

)
μa

jA
y ([xi]A) dμ(y)

≤
∫
Y

log
( ∑
xi∈Z

τa
jA
y ([xi]A)

)
dμ(y)

≤
∫
Y

log τa
jA
y ((Y \K) ∪ B Supp μ) dμ(y).

The second last inequality follows from the convexity of the logarithm. This proves the
proposition.

In particular, ifA is of the form akAL for k ∈ Z, then Theorem 2.12 still holds without
assuming the ergodicity of μ.

COROLLARY 2.13. Let 0 < r0 ≤ 1 be given, μ be an a-invariant probability measure on
Y, L < G+ be a closed subgroup normalized by a, andAL be as in Proposition 2.8. Then,
Theorem 2.12 holds forA of the form akAL for k ∈ Z.

Proof. Writing the ergodic decomposition μ = ∫ μEz dμ(z), we have

hμ(a
j |AL∞) =

∫
hμEz (a

j |AL∞) dμ(z),

whereAL∞ is the σ -algebra as in equation (2.12). By Proposition 2.10, we also have

Hμ(AL|ajAL) =
∫
HμEz (AL|ajAL) dμ(z).

It follows from the a-invariance of μ and μEz that

Hμ(A|ajA) =
∫
HμEz (A|ajA) dμ(z).

Applying Theorem 2.12 for each μEz , we obtain

Hμ(A|ajA) =
∫
HμEz (A|ajA) dμ(z)

≤ J +
∫
Y

∫
Y

log τa
jA
y (B2 Supp μEz ) dμEz (y) dμ(z)

≤ J +
∫
Y

log τa
jA
y (B2 Supp μ) dμ(y).

3. Preliminaries for the upper bound
From now on, we fix the following notation:

d = m+ n, G = ASLd(R), � = ASLd(Z), and Y = G/�.

We use all notation in §2.2 with this setting. In particular, we choose a right invariant
metric dG on G so that rmax ≤ 1. Denote by d∞ the metric on G induced from the max
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norm on Md+1,d+1(R). Since dG and d∞ are locally bi-Lipschitz, there are constants
0 < r0 < 1 and C0 ≥ 1 such that for any x, y ∈ BGr0 ,

1
C0
d∞(x, y) ≤ dG(x, y) ≤ C0d∞(x, y). (3.1)

Note that r0 and C0 depend only on G. In the rest of the article, all the statements from
Lemma 2.5 to Proposition 2.10 will be applied to this r0.

Recall the notation at , a = a1, U, and W in the introduction. The subgroups U and
W are closed subgroups in G+ normalized by a, where G+ is the unstable horospherical
subgroup associated to a. Denote by u and w the Lie algebras of U and W, respectively.
We now consider the following quasinorms on u = Rmn = Mm,n(R) and w = Rm: For
A ∈ Mm,n(R) and b ∈ Rm, define

‖A‖r⊗s = max
1≤i≤m
1≤j≤n

|Aij |1/(ri+sj ) and ‖b‖r = max
1≤i≤m

|bi |1/ri .

We call these quasinorms r⊗ s-quasinorm and r-quasinorm, respectively.
We remark that for A, A′ ∈ Mm,n(R) and b, b′ ∈ Rm, using the convexity of functions

s → s1/(ri+sj ) and s → s1/ri ,

‖A+ A′‖r⊗s ≤ 2(1−(rm+sn))/(rm+sn)(‖A‖r⊗s + ‖A′‖r⊗s);

‖b + b′‖r ≤ 2(1−rm)/rm(‖b‖r + ‖b′‖r).
(3.2)

It also holds that

‖Adat A‖r⊗s = et‖A‖r⊗s and ‖ Adat b‖r = et‖b‖r

for any A ∈ Mm,n(R) and b ∈ Rm.
By a quasi-metric on a space Z, we mean a map dZ : Z × Z→ R≥0 which is a sym-

metric, positive definite map such that for some constant C, for all x, y ∈ Z, dZ(x, y) ≤
C(dZ(x, z)+ dZ(z, y)). The r⊗ s-quasinorm (respectively r-quasinorm) induces the
quasi-metric dr⊗s (respectively dr) on u (respectively w). Note that the logarithm map
is defined on U and W, and hence the quasi-metric dr⊗s (respectively dr) induces the
quasi-metric on U (respectively W) via the logarithm map. For simplicity, we keep the
notation dr⊗s and dr for the quasi-metrics on U and W, respectively. We similarly denote by
B
U ,r⊗s
r (respectively BW ,r

r ) the open r-ball around the identity in U (respectively W) with
respect to the quasi-metric dr⊗s (respectively dr). For any y ∈ Y , we also denote by dr⊗s
(respectively dr) the induced quasi-metric on the fiber BUry · y (respectively BWry · y).

As in Theorem 2.11, we can explicitly compute the maximum entropy contributions for
L = U andL = W . ForL = U , the restricted adjoint map is the expansion Ada : (Aij ) →
(eri+sj Aij ) of A ∈ Mm,n(R), and hence

log |det(Ada|u)| =
m∑
i=1

n∑
j=1

(ri + sj ) = m+ n.

For L = W , the restricted adjoint map is the expansion Ada : (bi) → (eri bi) of b ∈ Rm,
and hence

https://doi.org/10.1017/etds.2024.81 Published online by Cambridge University Press

https://doi.org/10.1017/etds.2024.81


Dimension estimates for badly approximable affine forms 21

log |det(Ada|w)| =
m∑
i=1

ri = 1.

Denote by X = SLd(R)/ SLd(Z) and by π : Y → X the natural projection sending
a translated lattice x + v to the lattice x. Equivalently, it is defined by π((

g v
0 1 )�) =

g SLd(Z) for g ∈ SLd(R) and v ∈ Rd . We also use the following notation: w(v) = ( Id v0 1 )

for v ∈ Rd .

3.1. Dimensions. Let Z be a space endowed with a quasi-metric dZ . For a bounded
subset S ⊂ Z, the lower Minkowski dimension dimdZ

S with respect to the quasi-metric
dZ is defined by

dimdZ
S

def= lim inf
δ→0

log Nδ(S)
log 1/δ

,

where Nδ(S) is the maximal cardinality of a δ-separated subset of S for dZ .
Now, for subsets S ⊂ u = Rmn and S′ ⊂ w = Rm in the Lie algebras u and w, we

denote the lower Minkowski dimensions of these subsets as follows:

dimr⊗sS
def= dimdr⊗s

S, dimrS
′ def= dimdr

S′.

We will also consider Hausdorff dimensions dimH S and dimH S
′, always defined with

respect to the standard metric.

LEMMA 3.1. [LSS19, Lemma 2.2] For subsets S ⊂ u and S′ ⊂ w:
(1) dimr⊗su =

∑
i,j (ri + sj ) = m+ n and dimrw =

∑
i ri = 1;

(2) dimr⊗sS ≥ (m+ n)− (r1 + s1)(mn− dimH S);
(3) dimrS

′ ≥ 1− r1(m− dimH S
′).

3.2. Correspondence with dynamics. For y = ( g v0 1 )� ∈ Y with g ∈ SLd(R) and
v ∈ Rd , denote by �y the corresponding unimodular grid gZd + v in Rd . We denote
the (r, s)-quasinorm of v = (x, y) ∈ Rm × Rn by ‖v‖r,s = max{‖x‖d/mr , ‖y‖d/ns }. Let

Lε def= {y ∈ Y : for all v ∈ �y , ‖v‖r,s ≥ ε},
which is a (non-compact) closed subset of Y. Following [Kle99, §1.3], we say that the
pair (A, b) ∈ Mm,n(R)× Rm is rational if there exists some (p, q) ∈ Zm × Zn such that
Aq − b + p = 0, and irrational otherwise.

PROPOSITION 3.2. For any irrational pair (A, b) ∈ Mm,n(R)× Rm, (A, b) ∈ Bad(ε) if
and only if the at -orbit of the point yA,b is eventually in Lε , that is, there exists T ≥ 0 such
that atyA,b ∈ Lε for all t ≥ T .

Proof. Suppose that there exist arbitrarily large t terms satisfying atyA,b /∈ Lε . Denote

ert def= diag(er1t , . . . , ermt ) ∈ Mm,m(R) and est def= diag(es1t , . . . , esnt ) ∈ Mn,n(R). Then,
the vectors in the grid �atyA,b can be represented as

at

((
Im A

0 In

) (
p

q

)
+
(−b

0

))
=
(
ert (Aq + p − b)

e−st q

)
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for (p, q) ∈ Zm × Zn. Therefore, atxA,b /∈ Lε implies that for some q ∈ Zn,

et 〈Aq − b〉r < εm/d and e−t‖q‖s < εn/d , (3.3)

and thus ‖q‖s〈Aq − b〉r < ε. Since 〈Aq − b〉r �= 0 for all q, we use the condition
〈Aq − b〉r < e−t εm/d for arbitrarily large t to conclude that ‖q‖s〈Aq − b〉r < ε holds for
infinitely many q terms. This is a contradiction to the assumption that (A, b) ∈ Bad(ε).

However, if (A, b) /∈ Bad(ε), then since (A, b) is irrational, there are infinitely many
q ∈ Zn such that ‖q‖s〈Aq − b〉r < ε. Thus, we can choose arbitrarily large t so that
equation (3.3) holds, which contradicts the assumption that the at -orbit of the point yA,b is
eventually in Lε .
Remark 3.3. We claim that for a fixed b ∈ Rm, the subset Badb0(ε) of rational (A, b) terms
in Badb(ε) is a subset of Bad0(ε). Indeed, ifA ∈ Badb(ε) for some b and (A, b) is rational,
then 〈Aq0 − b〉r = 0 for some q0 ∈ Zm and lim inf‖q‖s→∞ ‖q‖s〈Aq − b〉r ≥ ε, and thus
lim inf‖q‖s→∞ ‖q‖s〈A(q − q0)〉r ≥ ε. Therefore, we have

dimH Badb0(ε) ≤ dimH Bad0(ε) = mn− cm,n
ε

log 1/ε
< mn

for some constant cm,n > 0 [KM19]. For a fixedA ∈ Mm,n(R), the subset of BadA(ε) such
that (A, b) is rational is of the form Aq + p for some q, p ∈ Zm and thus has Hausdorff
dimension zero.

In the rest of the article, we will focus on the elements yA,b that are eventually in Lε .

3.3. Covering counting lemma. To construct measures of large entropy in Proposition 4.1
and 5.4, we will need the following counting lemma, which is a generalization of [LSS19,
Lemma 2.4].

Here, we consider two cases: L = U and L = W . Denote by c = (c1, . . . , cdim l) either
r⊗ s (for L = U ) or r (for L = U ), and denote by ‖ · ‖c either ‖ · ‖r⊗s (for L = U )
or ‖ · ‖r (for L = W ). Let JL be the maximal entropy contribution for L. Recall that
JU = m+ n and JW = 1.

Before stating the main result of this subsection, we fix the following notation. Fix a
‘cusp part’Q0∞ ⊂ X that is a connected subset such thatX \Q0∞ has compact closure. Set
Q∞ = π−1(Q0∞) and denote by r(Q∞) > 0 the infimum of injectivity radius on Y \Q∞.
For any D > JL, choose large enough TD ∈ N such that for all i = 1, . . . , dim l,

�eciTD� ≤ eciTDe(D−JL)/dim l. (3.4)

For r0 > 0 and C0 ≥ 1 from equation (3.1), fix 0 < rD = rD(Q0∞) < min(r0, 1/2) small
enough so that

B
L,c
21/min cC0r

1/max c
D TD

⊂ BLmin(r0,(1/2)r(Q∞)) and BGrD(Y \Q∞) ⊂ Y
( 1

2 r(Q∞)
)
. (3.5)

LEMMA 3.4. For any Q0∞ ⊂ X and D > JL, we fix the above notation. Let y ∈ Y \Q∞
and I = {t ∈ N | aty ∈ Q∞}. For any non-negative integer T, let

Ey,T = {z ∈ BLrD · y | for all t ∈ {1, . . . , T } \ I , dY (aty, atz) ≤ rD}.
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The set Ey,T can be covered by CeD|I∩{1,...,T }| dc-balls of radius r1/max c
D e−T , where C is a

constant depending on Q0∞ and D, but independent of T.

Proof. For s ∈ {0, . . . , TD − 1} and k ∈ Z≥0, let us denote Is,k(TD) = {s, s + TD , . . . ,
s + kTD} and

Esy,k = {z ∈ BLrD · y : for all t ∈ Is,k(TD) \ I , dY (aty, atz) ≤ rD}.
Following the proof of [LSS19, Lemma 2.4] with Esy,k instead of Ey,T , we obtain the
following claim.

CLAIM. The set Esy,k can be covered by Cse(JL(TD−1)+D)|I∩Is,k(TD)|dc-balls of radius

C0r
1/max c
D e−(s+kTD), where Cs is a constant depending onQ0∞, D, and s, but independent

of k.

Proof of the claim. We prove the claim by induction on k. Since the number of dc-balls of
radius C0r

1/max c
D e−s needed to cover BLrD · y is bounded by a constant Cs depending on

Q0∞, D, and s, the claim holds for k = 0.
Suppose that Esy,k−1 can be covered by Nk−1 = Cse(JL(TD−1)+D)|I∩Is,k−1(TD)| dc-balls

{Bj : j = 1, . . . , Nk−1} of radius C0r
1/max c
D e−(s+(k−1)TD). By the inequality in

equation (3.4), any dc-ball of radius C0r
1/max c
D e−(s+(k−1)TD) can be covered by

dim l∏
i=1

⌈
e−(s+(k−1)TD)ci

e−(s+kTD)ci

⌉
=

dim l∏
i=1

�eTDci � ≤
dim l∏
i=1

eciTDe(D−JL)/dim l

= eJLTDeD−JL = eJL(TD−1)+D

dc-balls of radius C0r
1/max c
D e−(s+kTD). Thus, if s + kTD ∈ I , then Esy,k can be covered by

Nk = eJL(TD−1)+DNk−1dc-balls of radius C0r
1/max c
D e−(s+kTD).

Suppose that s + kTD /∈ I . Since Esy,k ⊂ Esy,k−1, the sets Esy,k ∩ Bj with j = 1, . . . ,
Nk−1 cover Esy,k . We now claim that for any 1 ≤ j ≤ Nk−1 and x1, x2 ∈ Esy,k ∩ Bj , we
have

dL,c(x1, x2) ≤ 21/min cC0r
1/max c
D e−(s+kTD).

Indeed, since Bj is a dL,c-ball of radius C0r
1/max c
D e−(s+(k−1)TD) and x1, x2 ∈ Bj ⊂

BLrD · y, there are h ∈ BLrD and h1, h2 ∈ BL,c
C0r

1/max c
D e−(s+(k−1)TD)

such that x1 = h1hy and

x2 = h2hy. It follows from s + kTd /∈ I and x1, x2 ∈ Esy,k that as+kTd y ⊂ Y \Q∞
and dY (a

s+kTDy, as+kTDx�) ≤ rD for � = 1, 2, and hence by equation (3.5), we have
as+kTDx1 ∈ BGrD(Y \Q∞) ⊂ Y ( 1

2 r(Q∞)) and dY (as+kTDx1, as+kTDx2) ≤ 2rD . Observe
that by equation (3.5),

as+kTDh1h
−1
2 a−(s+kTD) ⊂ as+kTDBL,c

21/min cC0r
1/max c
D e−(s+(k−1)TD)

a−(s+kTD)

= BL,c
21/min cC0r

1/max c
D eTD

⊂ BLmin(r0,(1/2)r(Q∞)).
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Thus, it follows from equation (3.1) and the above observations that

2rD ≥ dY (as+kTDx1, as+kTDx2) = dL(as+kTDh1h
−1
2 a−(s+kTD), id)

≥ 1
C0
d∞(as+kTDh1h

−1
2 a−(s+kTD), id)

= 1
C0

max
i=1,...,dim l

eci (s+kTD)|(log h1h
−1
2 )i |,

where (log h1h
−1
2 )i is the ith coordinate of log h1h

−1
2 with respect to the standard basis

{ei : 1 ≤ i ≤ dim l} of l. Since L = U or L = W , that is, a commutative subgroup of G,
for each i = 1, . . . , dim l, we have

|(log h1h
−1
2 )i | = |(log h1 − log h2)i | ≤ 2rDC0e

−ci (s+kTD).

Note that

dL,c(x1, x2) = dL,c(h1, h2) = max
i=1,...,dim l

|(log h1 − log h2)i |1/ci .

Therefore, we have

dL,c(x1, x2) ≤ max
i=1,...,dim l

(2rDC0)
1/ci e−(s+kTD) ≤ 21/min cC0r

1/max c
D e−(s+kTD).

It follows from the claim that Esy,k ∩ Bj is contained in a single dL,c-ball of radius

C0r
1/max c
D e−(s+kTD) for each j = 1, . . . , Nk−1. Hence, Esy,k can be covered by

Nk = Nk−1dL,c-balls of radius C0r
1/max c
D e−(s+kTD).

Now, for any non-negative integer T, we can find s ∈ {0, . . . , TD − 1} and k ∈ Z≥0

such that

TD|I ∩ Is,k(TD)| ≤ |I ∩ {1, . . . , T }| and T − TD < s + kTD ≤ T
from the pigeon hole principle. By the above observation, Ey,T ⊂ Esy,k can be covered

byCse(JL(TD−1)+D)|I∩Is,k(TD)|dc-balls of radiusC0r
1/max c
D e−(s+kTD). Since T − TD < s +

kTD ≤ T and D > JL, Ey,T can be covered by (max0≤s≤TD−1 Cs)e
D|I∩{1,...,T }|dc-balls of

radius C0e
TDr

1/max c
D e−T . Hence, there exists a constant C > 0 depending on Q0∞, r, and

D, but independent of T such that Ey,T can be covered by CeD|I∩{1,...,T }|dc-balls of radius
r

1/max c
D e−T .

4. Upper bound for Hausdorff dimension of BadA(ε)
In this section, we will prove Theorem 1.2 by constructing an a-invariant probability
measure on Y with large entropy. Here and in the next section, we will consider the
dynamical entropy of a instead of a−1 in contrast to §2. Hence, let us use the following
notation. For a given partition Q of Y and a integer q ≥ 1, we denote

Q(q) =
q−1∨
i=0

a−iQ.
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4.1. Constructing measure with entropy lower bound. Let us denote by X and Y the
one-point compactifications of X and Y, respectively. LetA be a given countably generated
σ -algebra of X or Y. We denote by A the σ -algebra generated by A and {∞}. The
diagonal action at is extended to the action on X and Y by at (∞) = ∞ for t ∈ R. For
a finite partition Q = {Q1, . . . , QN , Q∞} of Y which has only one non-compact element

Q∞, denote by Q the finite partition {Q1, . . . , QN , Q∞
def= Q∞ ∪ {∞}} of Y . Note that

Q(q) = Q(q) for any q ∈ N. Denote by P(X) the space of probability measures on X, and
use similar notation for Y, X, and Y .

In this subsection, we construct an a-invariant measure on Y with a lower bound on the
conditional entropy for the proof of Theorem 1.2. Here, the conditional entropy will be
computed with respect to the σ -algebras constructed in §2. If xA has no escape of mass,
such measure was constructed in [LSS19, Proposition 2.3]. The following proposition
generalizes the measure construction for xA terms with some escape of mass.

PROPOSITION 4.1. For A ∈ Mm,n(R) fixed, let

ηA = sup{η : xA has η-escape of mass on average}.
Then, there exists μA ∈ P(X) with μA(X) = 1− ηA such that for any ε > 0, there exists
an a-invariant measure μ ∈P(Y ) satisfying:
(1) Supp μ ⊂ Lε ∪ (Y \ Y );
(2) π∗μ = μA, in particular, there exists an a-invariant measure μ ∈ P(Y ) such that

μ = (1− ηA)μ+ ηAδ∞,

where δ∞ is the dirac delta measure on Y \ Y ;
(3) letAW be as in Proposition 2.8 for μ, r0, and L = W , and letAW∞ be as in equation

(2.12). Then, we have

hμ(a|AW∞) ≥ 1− ηA − r1(m− dimH BadA(ε)).

Remark 4.2.
(1) Note that if ηA > 0, then xA has ηA-escape of mass on average;
(2) one can check that ηA = 0 if and only if xA is heavy, which is defined in [LSS19,

Definition 1.1].

Proof. Since xA has ηA-escape of mass on average but no more than ηA, we may fix an
increasing sequence of integers {ki}i≥1 such that

1
ki

ki−1∑
k=0

δakxA
w∗−→ μA ∈P(X)

with μA(X) = 1− ηA.
Let us denote by Tm = [0, 1]m/∼ the torus in Rm, where the equivalence relation is

modulo 1. Consider the increasing family of sets

RA,T def= {b ∈ Tm| for all t ≥ T , atyA,b ∈ Lε} ∩ BadA(ε).
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By Proposition 3.2 and Remark 3.3,
⋃∞
T=1 R

A,T has Hausdorff dimension equal
to dimH BadA(ε). For any γ > 0, it follows that there exists Tγ ∈ N satisfying
dimH R

A,Tγ ≥ dimH BadA(ε)− γ .
Let φA : Tm→ Y be the map defined by φA(b) = yA,b. Note that φA is a one-to-one

Lipschitz map between Tm and φA(Tm), so we may consider a quasinorm on φA(Tm)
induced from the r-quasinorm on Rm and denote it again by ‖ · ‖r.

For each ki ≥ Tγ , let Si be a maximal e−ki -separated subset of RA,Tγ with respect to
the r-quasinorm. By Lemma 3.1(3),

lim inf
i→∞

log |Si |
ki

≥ dimr(R
A,Tγ ) ≥ 1− r1(m+ γ − dimH BadA(ε)).

Let νi
def= (1/|Si |)∑b∈Si δyA,b be the normalized counting measure on the set

Di
def= {yA,b : b ∈ Si} ⊂ Y . Extracting a subsequence if necessary, we may assume that

μi
def= 1
ki

ki−1∑
k=0

ak∗νi
w∗−→ μγ ∈P(Y ).

The measure μγ is a-invariant since a∗μi − μi goes to zero measure.
Choose any sequence of positive real numbers (γj )j≥1 converging to zero and let {μγj }

be a family of a-invariant probability measures on Y obtained from the above construction
for each γj . Extracting a subsequence again if necessary, we may take a weak∗-limit
measure μ ∈ P(Y ) of {μγj }. We prove that μ is the desired measure. The measure μ
is clearly a-invariant.

(1) We show that for all γ > 0, μγ (Y \Lε) = 0. For any b ∈ Si ⊆ RA,Tγ , aT yA,b ∈ Lε
holds for T > Tγ . Thus, we have

μi(Y \Lε) = 1
ki

ki−1∑
k=0

ak∗νi(Y \Lε) =
1
ki

Tγ∑
k=0

ak∗νi(Y \Lε)

= 1
ki |Si |

∑
y∈Di ,0≤k≤Tγ

δaky(Y \Lε) ≤
Tγ

ki
.

By taking ki →∞, we have μγ (Y \Lε) = 0 for arbitrary γ > 0, and hence

μ(Y \Lε) = lim
j→∞ μ

γj (Y \Lε) = 0.

(2) For all γ > 0, π∗μγ = μA since π∗νi = δxA for all i ≥ 1. It follows that π∗μ = μA.
Hence,

μ(Y \ Y ) = lim
j→∞ μ

γj (Y \ Y ) = μA(X \X) = ηA,

so we have a decomposition μ = (1− ηA)μ+ ηAδ∞ for some a-invariant μ ∈P(Y ).
(3) We first fix anyD > JW = 1 andQ0∞ ⊂ X such that X \Q0∞ has compact closure.

As in [LSS19, Proof of Theorem 4.2, Claim 2], we can construct a finite partition Q of Y
satisfying:
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• Q contains an atom Q∞ of the form π−1(Q0∞);
• for all Q ∈ Q \ {Q∞}, diam Q < rD = rD(Q0∞), where rD is from equation (3.5);
• for all Q ∈ Q, for all j ≥ 1, μγj (∂Q) = 0.
Remark that for all i ≥ 1, Di ⊂ φA(Tm), which is a compact set in Y; therefore, we can
choose Q0∞ so that

Q∞ ∩Di = ∅. (4.1)

We claim that it suffices to show the following statement. For all q ≥ 1,

1
q
Hμ(Q(q)|AW∞) ≥ 1− r1(m− dimH BadA(ε))−Dμ(Q∞). (4.2)

Indeed, by taking q →∞, we have

hμ(a|AW) ≥ 1− r1(m− dimH BadA(ε))−Dμ(Q∞).
Taking D→ 1 and Q0∞ ⊂ X such that μ(Q∞)→ μ(Y \ Y ) = ηA and D→ 1, we
conclude equation (3).

In the rest of the proof, we show the inequality in equation (4.2). It is clear if
μ(Q∞) = 1, so assume that μ(Q∞) < 1, and hence for all large enough j ≥ 1,
μγj (Q∞) < 1. Now, we fix such j ≥ 1 and write temporarily γ = γj .

Choose β > 0 such that μγ (Q∞) < β < 1. For large enough i ≥ 1, we have

μi(Q∞) = 1
ki |Si |

∑
y∈Di ,0≤k<ki

δaky(Q∞) =
1
ki

∑
0≤k<ki

δakxA(Q
0∞) < β.

In other words, there exist at most βki number of akxA terms in Q0∞, and thus for any
y ∈ Di , we have

|{k ∈ {0, . . . , ki − 1} : aky ∈ Q∞}| < βki .

From Lemma 3.4 with L = W and equation (4.1), if Q is any non-empty atom of Q(ki ),
fixing any y ∈ Di ∩Q, the set

Di ∩Q = Di ∩ [y]Q(ki ) ⊂ Ey,ki−1

can be covered by CeDβki many r1/r1
D e−ki -balls for dr, where C is a constant depending

on Q0∞ and D, but not on ki . Since Di is e−ki -separated with respect to dr and r1/r1
D < 1

2 ,
we get

Card(Di ∩Q) ≤ CeDβki . (4.3)

Now let AW = (PW)∞0 =∨∞i=0 a
iPW be as in Proposition 2.8 for μ, r0, and L = W ,

and letAW∞ be as in equation (2.12).

CLAIM. Hνi (Q(ki )|AW∞) = Hνi (Q(ki )).
Proof of the claim. Using the continuity of entropy, we have

Hνi (Q(ki )|AW∞) = lim
�→∞ Hνi (Q

(ki )|(PW)∞� ).
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Now we show Hνi (Q(ki )|(PW)∞� ) = Hνi (Q(ki )) for all large enough � ≥ 1. Let Eδ be
the dynamical δ-boundary of P as in Lemma 2.7 for μ and r0. As mentioned in
Remark 2.4, we may assume that there exists y ∈ φA(Tm) such that y /∈ ∂P. Since
Eδ =⋃∞k=0 a

k∂d0e−kαδP, there exists δ > 0 such that y ∈ Y \ Eδ . For any � ≥ 1, we have
a−�y ∈ Y \ a−�Eδ ⊂ Y \ Eδ . Hence, it follows from equation (2.6) and Proposition 2.8
that

[y](PW )∞� = a
�[a−�y](PW )∞0 = a

�[a−�y]AW ⊃ a�BWδ a−�y ⊃ BWd0eα�δ
y.

Since the support of νi is a set of finite points on a single compact W-orbit φA(Tm),
νi is supported on a single atom of (PW)∞� for all large enough � ≥ 1. This proves the
claim.

Combining equation (4.3) and the above claim, it follows that

Hνi (Q(ki )|AW∞) = Hνi (Q(ki )) ≥ log |Si | −Dβki − log C. (4.4)

For any q ≥ 1, write the Euclidean division of large enough ki − 1 by q as

ki − 1 = qk′ + s with s ∈ {0, . . . , q − 1}.
By subadditivity of the entropy with respect to the partition, for each p ∈ {0, . . . , q − 1},

Hνi (Q(ki )|AW∞) ≤ Hapνi (Q(q)|AW∞)+ · · · +Hap+qk′νi (Q(q)|AW∞)+ 2q log |Q|.
Summing those inequalities for p = 0, . . . , q − 1, and using the concave property of
entropy with respect to the measure, we obtain

qHνi (Q(ki )|AW∞) ≤
ki−1∑
k=0

Hakνi (Q(q)|AW∞)M0 + 2q2 log |Q|

≤ kiHμi (Q(q)|AW∞)+ 2q2 log |Q|, (4.5)

and it follows from equation (4.4) that

1
q
Hμi (Q(q)|AW∞) ≥

1
ki
Hνi (Q(ki )|AW∞)−

2q log |Q|
ki

≥ 1
ki
(log |Si | −Dβki − log C − 2q log |Q|).

Now we can take i →∞ because the atoms Q ofQ and hence ofQ(q) satisfy μγ (∂Q) = 0.
Also, the constants C and |Q| are independent to ki . Thus, we obtain

1
q
Hμγ (Q(q)|AW∞) ≥ 1− r1(m+ γ − dimH BadA(ε))−Dβ.

By taking β → μ(Q∞) and γ = γj → 0, the inequality in equation (4.2) follows.

4.2. The proof of Theorem 1.2. In this subsection, we will estimate the dimension upper
bound in Theorem 1.2 using the a-invariant measure with large relative entropy constructed
in Proposition 4.1 and the effective variational principle in Theorem 2.12. To use the
effective variational principle, we need the following lemma.
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For x ∈ X and H ≥ 1, we set

ht(x) def= sup{‖gv‖−1 : x = gSLd(Z), v ∈ Zd \ {0}},
X≤H

def= {x ∈ X : ht(x) ≤ H }, Y≤H
def= π−1(X≤H ).

Note that ht(x) ≥ 1 for any x ∈ X by Minkowski’s theorem, and X≤H and Y≤H are
compact sets for all H ≥ 1 by Mahler’s compact criterion.

LEMMA 4.3. Let A be a countably generated sub-σ -algebra of Borel σ -algebra which
is a−1-descending and W-subordinate. Let us fix y ∈ Y≤H and suppose that BW ,r

δ · y ⊂
[y]A ⊂ BW ,r

r · y for some 0 < δ < r . For any 0 < ε < 1, if j1 ≥ log((2dHd−1)1/rmδ−1)

and j2 ≥ log((dHd−1)1/snε−n/d), then τa
j1A
y (a−j2Lε) ≤ 1− e−j1−j2r−1εm/d , where

τa
j1A
y is as in §2.4.

Proof. For x = π(y) ∈ X≤H , there exists g ∈ SLd(R) such that x = gSLd(Z) and
infv∈Zd\{0} ‖gv‖ ≥ H−1. By Minkowski’s second theorem with a convex body [−1, 1]d ,
we can choose vectors gv1, . . . , gvd in gZd so that

∏d
i=1 ‖gvi‖ ≤ 1. Then, for any

1 ≤ i ≤ d ,

‖gvi‖ ≤
∏
j �=i
‖gvj‖−1 ≤ Hd−1.

Let � ⊂ Rd be the parallelepiped generated by gv1, . . . , gvd , then ‖b‖ ≤ dHd−1 for
any b ∈ �. It follows that ‖b+‖r ≤ (dHd−1)1/rm and ‖b−‖s ≤ (dHd−1)1/sn for any
b = (b+, b−) ∈ �, where b+ ∈ Rm and b− ∈ Rn. Note that the set π−1(x) ⊂ Y is
parameterized as follows:

π−1(x) = {w(b)g� ∈ Y : b ∈ �}.
Write y = w(b0)g� for some b0 = (b+0 , b−0 ) ∈ �. Denote by Vy ⊂ W the shape of
A-atom so that Vy · y = [y]aj1A, and � ⊂ Rm the corresponding set to Vy containing
0 given by the canonical bijection between W and Rm. Since aj1 expands the r-quasinorm
with the ratio ej1 , we have BW ,r

ej1 δ
· y ⊂ [y]aj1A ⊂ BW ,r

ej1 r
· y, that is, BR

m,r
ej1 δ

⊂ � ⊂ BR
m,r

ej1 r
.

Then the atom [y]aj1A is parameterized as follows:

[y]aj1A = {w(b)g� : b = (b+, b−0 ), b
+ ∈ b+0 +�},

and τa
j1A
y can be considered as the normalized Lebesgue measure on the set

b+0 +� ⊂ Rm.
Let us consider the following sets:

�+ def= {b+ ∈ Rm : ‖b+‖r ≤ e−j2εm/d} and �− def= {b− ∈ Rn : ‖b−‖s ≤ ej2εn/d}.
If b = (b+, b−) ∈ �+ ×�−, then ‖erj2b+‖r ≤ εm/d and ‖e−sj2b−‖s ≤ εn/d , where
erj2b+ and e−sj2b− denote the vectors such that aj2b = (erj2b+, e−sj2b−). It follows
that w(b)g� /∈ a−j2Lε since

aj2w(b+, b−)g� = w(erj2b+, e−sj2b−)aj2g� /∈ Lε
by the definition of Lε .
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FIGURE 1. Intersection of �+ ×�− and [y]aj1A.

Now we claim that the set �+ × {b−0 } is contained in the intersection of
(b+0 +�)× {b−0 } and �+ ×�−. See Figure 1. It is enough to show that �+ ⊂ b+0 +�
and b−0 ∈ �−. Since ‖b−0 ‖s ≤ (dHd−1)1/sn , the latter assertion follows from the
assumption j2 ≥ log((dHd−1)1/snε−n/d). To show the former assertion, fix any b+ ∈ �+.
By the quasi-metric property of ‖ · ‖r as in equation (3.2), it follows from the assumptions
j1 ≥ log((2dHd−1)1/rmδ−1) and j2 ≥ log((dHd−1)1/snε−n/d) that

‖b+ − b+0 ‖r ≤ 2(1−rm)/rm(‖b+‖r + ‖b+0 ‖r) ≤ 2(1−rm)/rm(e−j2εm/d + (dHd−1)1/rm)

≤ 2(1−rm)/rm((dHd−1)−1/snε + (dHd−1)1/rm) ≤ 2(1−rm)/rm+1(dHd−1)1/rm

≤ ej1δ.

Thus, we have b+ ∈ b+0 + BR
m,r

ej1 δ
⊂ b+0 +�, which concludes the former assertion.

By the above claim, we obtain

1− τaj1Ay (a−j2Lε) = τaj1Ay (Y \ a−j2Lε)

≥ mRm(�
+)

mRm(b
+
0 +�)

≥ mRm(B
R
m,r

e−j2εm/d )

mRm(B
Rm,r
ej1 r

)
= e−j2εm/d

ej1r
.

This proves the lemma.

Proof of Theorem 1.2. Suppose that A ∈ Mm,n(R) is not singular on average, and let

ηA = sup{η : xA has η-escape of mass} < 1.

By Proposition 4.1, there is an a-invariant measure μ ∈P(Y ) such that

Supp μ ⊂ Lε ∪ (Y \ Y ), π∗μ = μA ∈P(X) and μ(Y \ Y ) = μA(X \X) = ηA.
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This measure can be represented by the linear combination

μ = (1− ηA)μ+ ηAδ∞,

where δ∞ is the dirac delta measure on Y \ Y and μ ∈P(Y ) is a-invariant. There is a
compact set K ⊂ X such that μA(K) > 0.99μA(X). We can choose 0 < r < 1 such that
Y (r) ⊃ π−1(K) and μ(Y (r)) > 0.99. Note that the choice of r is independent of ε since
μA is only determined by fixed A.

Let AW be as in Proposition 2.8 for μ, r0, and L = W , and let AW∞ be as in
equation (2.12). It follows from equation (3) of Proposition 4.1 that

hμ(a|AW∞) ≥ (1− ηA)− r1(m− dimH BadA(ε)).

Since the entropy function is linear with respect to the measure, it follows that

hμ(a|AW∞) =
1

1− ηA hμ(a|A
W∞) ≥ 1− r1

1− ηA (m− dimH BadA(ε)).

By Proposition 2.10, we obtain

Hμ(AW |aAW) ≥ 1− r1

1− ηA (m− dimH BadA(ε)). (4.6)

By Lemma 2.7, there exists 0 < δ < min((cr0/16d0)
2, r) such that the dynamical

δ-boundary has measureμ(Eδ) < 0.01. Note that since r0 depends only on G, the constants
C1, C2 > 0 in Lemma 2.7 depend only on a and G, and hence δ is independent of ε
even if the set Eδ might depend on ε. We write Z = Y (r) \ Eδ for simplicity. Note that
μ(Z) ≥ μ(Y (r))− μ(Eδ) > 0.98.

To apply Lemma 4.3, choose H ≥ 1 such that

Y (r) ⊂ Y≤H . (4.7)

Note that the constant H depends only on r. Set

j1 = �log((2dHd−1)1/rmδ′−1
)� and j2 = �log((dHd−1)1/snε−n/d)�,

where δ′ > 0 will be determined below.
Let A= a−kAW for k=�log(21/rmε−m/d)�+j2. By Proposition 2.8, [y]AW ⊂BWr0 · y

for all y ∈ Y , and BWδ · y ⊂ [y]AW for all y ∈ Z since δ < r . It follows from equation (3.1)
that

for all y ∈ Y , [y]AW ⊂ BW ,d∞
C0r0

· y and for all y ∈ Z, BW ,d∞
δ/C0

· y ⊂ [y]AW ,

where BW ,d∞
r is the d∞-ball of radius r around the identity in W. For simplicity, we may

assume that r0 < 1/C0 by choosing r0 small enough. This implies that

for all y ∈ Y , [y]AW ⊂ BW ,r
1 · y and for all y ∈ Z, BW ,r

(δ/C0)1/rm
· y ⊂ [y]AW .

Thus, for any y ∈ Y ,

[y]A = a−k[aky]AW ⊂ a−kBW ,r
1 ak · y = BW ,r

e−k · y ⊂ BW ,r
r ′ · y, (4.8)
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where r ′ = 2−1/rme−j2εm/d . Similarly, it follows that for any y ∈ a−kZ,

B
W ,r
δ′ · y ⊂ [y]A ⊂ BW ,r

r ′ · y, (4.9)

where δ′ = e−1(δ/C0)
1/rmr ′.

Now we will use Corollary 2.13 with L = W , K = Y , and B = BW ,r
r ′ . Note that the

maximal entropy contribution of W for aj1 is j1, and μ is supported on a−j2Lε since
Supp μ ⊆ Lε and μ is a-invariant. Thus, we have

B
W ,r
r ′ Supp μ ⊂ BW ,r

r ′ a−j2Lε = a−j2B
W ,r
ej2 r ′Lε = a−j2B

W ,r
2−1/rmεm/d

Lε ⊂ a−j2L2−d/mrmε
(4.10)

by using the triangular inequality of r-quasinorm as in equation (3.2) and the definition
of Lε for the last inclusion. Using equation (4.8), it follows from equation (4.10) and
Corollary 2.13 with L = W , K = Y , and B = BW ,r

r ′ that

Hμ(A|aj1A) ≤ j1 +
∫
Y

log τa
j1A
y (a−j2L2−d/mrmε) dμ(y). (4.11)

Using equation (4.9), it follows from Lemma 4.3 with δ = δ′ and r = r ′ that for any
y ∈ a−kZ ∩ Y≤H ,

τa
j1A
y (a−j2L2−d/mrmε) ≤ 1− 2−1/rme−j1−j2r ′−1εm/d = 1− e−j1 ,

and hence − log τa
j1A
y (a−j2L2−d/mrmε) ≥ e−j1 . Since μ(a−kZ ∩ Y≤H ) ≥ 1

2 , it follows
from equation (4.11) that

1−Hμ(AW |aAW) = 1− 1
j1
Hμ(AW |aj1AW) = 1− 1

j1
Hμ(A|aj1A)

≥ − 1
j1

∫
a−kZ∩Y≤H

log τa
j1A
y (a−j2L2−d/mrmε) dμ(y) ≥

e−j1

2j1
.

(4.12)

Recall that j1 is chosen by

j1 = �log((2dHd−1)1/rme(δ/C0)
−1/rm21/rmej2ε−m/d)�

≤ �log((2dHd−1)1/rm+1/sne2(δ/C0)
−1/rm21/rmε−n/dε−m/d)�

≤ log((2dHd−1)1/rm+1/sne3(δ/C0)
−1/rm21/rm)− log ε.

Here, the constants H and δ depend on fixed A ∈ Mm,n(R), not on ε. Combining equations
(4.6) and (4.12), we obtain

m− dimH BadA(ε) ≥ c(A) ε

log(1/ε)
,

where the constant c(A) > 0 depends only on d, r, s, and A ∈ Mm,n(R). It completes the
proof.
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5. Upper bound for Hausdorff dimension of Badb(ε)
In this section, as explained in the introduction, the target vector b is fixed and we only
consider the unweighted setting, that is,

r = (1/m, . . . , 1/m) and s = (1/n, . . . , 1/n).

5.1. Constructing measure with entropy lower bound. Similar to §4.1, we will construct
an a-invariant measure on Y with a lower bound on the conditional entropy to the
σ -algebraAU∞ obtained in equation (2.12) and Proposition 2.8 with L = U . To control the
amount of escape of mass for the desired measure, we need a modification of [KKLM17,
Theorem 1.1] as Proposition 5.3 below.

For any compact set S ⊂ X and positive integer k > 0, and any 0 < η < 1, let

Fkη,S
def=
{
A ∈ Tmn ⊂ Mm,n(R) :

1
k

k−1∑
i=0

δaixA(X \S) < η

}
.

Given a compact set S of X, k ∈ N, η ∈ (0, 1), and t ∈ N, define the set

Z(S, k, t , η) def=
{
A ∈ Tmn :

1
k

k−1∑
i=0

δatixA(X \S) ≥ η
}

.

In other words, it is the set of A ∈ Tmn such that among 0, t , 2t , . . . , (k − 1)t , the
proportion of times i for which the orbit point atixA is in the complement of S is at
least η. The following theorem is one of the main results in [KKLM17].

THEOREM 5.1. [KKLM17, Theorem 1.5] There exist t0 > 0 and C > 0 such that the
following holds. For any t > t0, there exists a compact set S = S(t) of X such that for
any k ∈ N and η ∈ (0, 1), the set Z(S, k, t , η) can be covered with Ct3ke(m+n−η)mntk
balls in Tmn of radius e−(m+n)tk .

Remark 5.2. Note that we can take S(t) to be increasing in t, that is, S(t) ⊆ S(t ′) for any
t0 < t ≤ t ′.

The following proposition is a slightly stronger variant of [KKLM17, Theorem 1.1]
which will be needed later. We prove this using Theorem 5.1.

PROPOSITION 5.3. There exists a family of compact sets {Sη}0<η<1 of X such that the
following is true. For any 0 < η ≤ 1,

dimH

(
Tmn \ lim sup

k→∞

⋂
η′≥η

F kη′,Sη′

)
≤ mn− ηmn

2(m+ n) . (5.1)

Proof. For η ∈ (0, 1), let tη ≥ 4 be the smallest integer such that (3 log tη)/tη ≤
(ηmn/10), and S′η be the set S(tη) of Theorem 5.1. For l ≥ 4, denote by ηl > 0
the smallest real number such that tηl = l. Then, ηl ≥ (3ηl−1/4) for any l ≥ 5. For
η′ ∈ [ηl , ηl−1), let us define S′′η′ = S′ηl . For any η ∈ (0, 1), we set Sη =⋃−tη≤t≤tη atS′′η
so that for any −tη ≤ t ≤ tη and x ∈ S′′η, atx ∈ Sη.
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Now we prove that this family of compact sets {Sη}0<η<1 satisfies equation (5.1).
Suppose A /∈ Fk

η,Sη
, which implies (1/k)

∑k−1
i=0 δaixA(X \Sη) ≥ η. For sufficiently

large k,

1
�k/tη�

�k/tη�−1∑
i=0

δatηixA
(X \S′′η) ≥

1
tη�k/tη�

tη(�k/tη�−1)∑
i=0

δaixA(X \Sη) ≥ 9
10
η.

Hence, Tmn \ Fk
η,Sη

⊆ Z(S′′η, �k/tη�, tη, (9/10)η) for any 0 < η < 1 and sufficiently
large k ∈ N.

For any ηl < η′ ≤ ηl−1, we have tη′ = l and the set Z(S′′η′ , �k/tη′ �, tη′ , (9/10)η′) is
contained in Z(S′ηl , �k/tηl�, l, (9/10)ηl). It follows that for any 0 < η < 1,

Tmn \
⋂
η′≥η

F k
η′,Sk

η′
⊆
⋃
η′≥η

Z

(
S′′η′ ,

⌈
k

tη′

⌉
, tη′ ,

9
10
η′
)
⊆

tη⋃
l=4

Z

(
S′ηl ,

⌈
k

l

⌉
, l,

9
10
ηl

)
,

and hence

Tmn \ lim sup
k→∞

⋂
η′≥η

F kη′,Sη′ ⊆
⋃
k0≥1

∞⋂
k=k0

tη⋃
l=4

Z

(
S′ηl ,

⌈
k

l

⌉
, l,

9
10
ηl

)
.

By Theorem 5.1, the set
⋃tη
l=4 Z(S

′
ηl

, �k/l�, l, (9/10)ηl) can be covered with

tη∑
l=4

Cl3�k/l�e(m+n−(9/10)ηl)mn�k/l�l ≤
tη∑
l=4

Ct3ηe
(3 log l)/ lke(m+n−(9/10)ηl)mn(k+tη)

≤
tη∑
l=4

Ct3ηe
(m+n)mntηe(m+n−(8/10)ηl )mnk

≤ Ct4ηe(m+n)mntηe(m+n−η/2)mnk

balls in Tmn of radius e−(m+n)k . Here, we used ηtη ≥ (3η/4) which follows from
ηl ≥ (3ηl−1/4) for any l ≥ 5. Thus, for any sufficiently large k0 ∈ N,

dimH

( ∞⋂
k=k0

tη⋃
l=4

Z

(
S′ηl ,

⌈
k

l

⌉
, l, ηl

))
≤ lim sup

k→∞
log(Ct4ηe

(m+n)mntηe(m+n−η/2)mnk)
− log(e−(m+n)k)

= lim sup
k→∞

log(Ct4ηe
(m+n)mntη )+ (m+ n− η/2)mnk

(m+ n)k = mn− ηmn/2(m+ n),

and hence we get dimH (T
mn \ lim supk→∞

⋂
η′≥η F kη′,Sη′

) ≤ mn− ηmn/2(m+ n).
In the rest of this subsection, we will prove the following proposition which gives the

bound of dimH Badb(ε). The construction of the a-invariant measure with large relative
entropy roughly follows the construction in Proposition 4.1. However, the situation is
significantly different, as fixing b does not determine the amount of excursion in the cusp.
The additional step using Proposition 5.3 is necessary to control the measure near the cusp
allowing a small amount of escape of mass.
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PROPOSITION 5.4. Let {Sη}0<η<1 be the family of compact sets of X as in Proposition 5.3.
For fixed b ∈ Rm and ε > 0, assume that dimH Badb(ε) > dimH Bad0(ε). Let

η0
def= 2(m+ n)(1− (dimH Badb(ε))/mn). Then, there exists an a-invariant measure

μ ∈P(Y ) such that:
(1) Supp μ ⊆ Lε ∪ (Y \ Y );
(2) π∗μ(X \Sη′) ≤ η′ for any η0 ≤ η′ < 1, in particular, there exist μ ∈ P(Y ) and

0 ≤ η̂ ≤ η0 such that

μ = (1− η̂)μ+ η̂δ∞,

where δ∞ is the dirac delta measure on Y \ Y ;
(3) let AU be as in Proposition 2.8 for μ, r0, and L = U , and let AU∞ be as in

equation (2.12). Then, we have

hμ(a|AU∞) ≥ (1− η̂1/2)
(
d − 1

2η0 − dη̂1/2).
Remark 5.5. We remark that this proposition is valid for the weighted setting except for
the construction of {Sη}0<η<1 since it depends on the unweighted result (Theorem 5.1) in
[KKLM17]. So, we keep the notation r and s for weights in the following proof.

Proof. For ε > 0, denote by R the set Badb(ε) \ Badb0(ε), and let

RT
def= {A ∈ R ∩ Tmn ⊂ Mm,n(R)| for all t ≥ T , atxA,b ∈ Lε}.

The sequence {RT }T≥1 is increasing, and R =⋃∞T=1 R
T by Proposition 3.2.

Since dimH Badb(ε) > dimH Bad0(ε) ≥ dimH Badb0(ε), it follows that dimH R =
dimH Badb(ε). Thus, for any γ > 0, there exists Tγ ≥ 1 satisfying

dimH R
Tγ > dimH Badb(ε)− γ . (5.2)

Let η = 2(m+ n)(1− (dimH Badb(ε)− γ )/mn). If 0 < γ < mn/2(m+ n)− (mn−
dimH Badb(ε)), then 0 < η < 1. For k ∈ N, write F̃ kη

def= ⋂η′≥η F kη′,Sη′
for simplicity.

Recall that we have

dimH (T
mn \ lim sup

k→∞
F̃ kη ) ≤ mn−

ηmn

2(m+ n) = dimH Badb(ε)− γ (5.3)

by Theorem 5.3. It follows from equations (5.2) and (5.3) that

dimH

(
RTγ ∩ lim sup

k→∞
F̃ kη

)
> dimH Badb(ε)− γ .

Thus, there is an increasing sequence of positive integers {ki} → ∞ such that

dimH (R
Tγ ∩ F̃ kiη ) > dimH Badb(ε)− γ .

For each ki ≥ Tγ , let Si be a maximal e−ki -separated subset of RTγ ∩ F̃ kiη with respect
to the quasi-distance dr⊗s. By Lemma 3.1,
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lim inf
i→∞

log |Si |
ki

≥ dimr⊗s(R
Tγ ∩ F̃ kiη ) > m+ n− (r1 + s1)(mn− dimH Badb(ε)+ γ )

= m+ n− m+ n
mn

(mn− dimH Badb(ε)+ γ )

= m+ n
mn

(dimH Badb(ε)− γ ). (5.4)

Let νi
def= (1/|Si |)∑y∈Di δy = (1/|Si |)

∑
A∈Si δyA,b be the normalized counting mea-

sure on the set Di
def= {yA,b : A ∈ Si} ⊂ Y and let μγ be a weak*-limit of μi :

μi
def= 1
ki

ki−1∑
k=0

ak∗νi
w∗−→ μγ ∈P(Y ).

By extracting a subsequence if necessary, we may assume thatμγ is a weak*-accumulation
point of {μi}. The measure μγ is clearly an a-invariant measure since a∗μi − μi goes to
zero measure.

Choose any sequence of positive real numbers (γj )j≥1 converging to zero and (ηj )j≥1

be the corresponding sequence such that

ηj = 2(m+ n)
(

1− dimH Badb(ε)− γj
mn

)
.

Let {μγj } be a family of a-invariant probability measures on Y obtained from the above
construction for each γj . Extracting a subsequence again if necessary, we may take a
weak∗-limit measure μ ∈P(Y ) of {μγj }. We prove that μ is the desired measure. The
measure μ is clearly a-invariant.

(1) We show that for any γ , μγ (Y \Lε) = 0. For any A ∈ Si ⊆ RTγ , aT yA,b ∈ Lε
holds for T > Tγ . Thus,

μi(Y \Lε) = 1
ki

ki−1∑
k=0

(ak)∗νi(Y \Lε) = 1
ki

Tγ∑
k=0

(ak)∗νi(Y \Lε) ≤ Tγ

ki
.

By taking the limit for ki →∞, we have μγ (Y \Lε) = 0 for arbitrary γ , and hence,

μ(Y \Lε) = lim
j→∞ μ

γj (Y \Lε) = 0.

(2) For any γ = γj , if A ∈ Si ⊂ F̃ kiηj =
⋂
η′≥ηj F

ki
η′,Sη′

, then for all i ∈ N and ηj ≤
η′ ≤ 1, (1/ki)

∑ki−1
k=0 δakxA(X \Sη′) < η′. Therefore, for all i ∈ N and ηj ≤ η′ ≤ 1,

π∗μi(X \Sη′) = 1
|Si |

∑
A∈Si

1
ki

ki−1∑
k=0

δakxA(X \Sη′) < η′,

and hence π∗μγj (X \Sη′) = limi→∞ π∗μi(X \Sη′) ≤ η′. Since ηj converges to η0 as
j →∞, we have

π∗μ(X \Sη′) ≤ η′
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for any η′ ≥ η0. Hence,

μ(Y \ Y ) ≤ lim
η′→η0

π∗μ(X \Sη′) ≤ η0,

so we have a decomposition μ = (1− η̂)μ+ η̂δ∞ for some μ ∈P(Y ) and 0 ≤ η̂ ≤ η0.
For the rest of the proof, let us check the condition (3).
(3) We first fix any D > JU = m+ n. As in the proof of Proposition 4.1, there exists a

finite partition Q of Y satisfying:
• Q contains an atom Q∞ of the form π−1(Q0∞), where X \Q0∞ has compact closure;
• for all Q ∈ Q \ {Q∞}, diam Q < rD = rD(Q0∞), where rD is as in §3.3;
• for all Q ∈ Q, for all j ≥ 1, μγj (∂Q) = 0.
Remark that for all i ≥ 1, Di ⊂ {yA,b : A ∈ [0, 1]mn, b ∈ [0, 1]m}, which is a compact set
in Y; therefore we can choose Q0∞ so that

Q∞ ∩Di = ∅. (5.5)

To prove condition (3), it suffices to prove that for all q ≥ 1,

1
q
Hμ(Q(q)|AU∞) ≥ (1− μ(Q∞)1/2)

(
m+ n
mn

dimH Badb(ε)−Dμ(Q∞)1/2
)

. (5.6)

Indeed, taking D→ m+ n and Q0∞ ⊂ X such that μ(Q∞)→ η̂, it follows that

hμ(a|AU∞) ≥ (m+ n)(1− η̂1/2)

(
1
mn

dimH Badb(ε)− η̂1/2
)

= (1− η̂1/2)

(
d − 1

2
η0 − dη̂1/2

)
.

It remains to prove equation (5.6). It is trivial if μ(Q∞) = 1, so assume that
μ(Q∞) < 1, and hence for all large enough j ≥ 1, μγj (Q∞) < 1. Now we fix such
j ≥ 1 and write temporarily γ = γj .

Choose β > 0 such that μγ (Q∞) < β < 1. Then, for large enough i,

μi(Q∞) = 1
ki |Si |

∑
y∈Di ,0≤k<ki

δaky(Q∞) < β.

In other words, there exist at most βki |Si | number of aky terms in Q∞ with y ∈ Di and
0 ≤ k < ki .

Let S′i ⊂ Si be the set of A ∈ Si terms such that

|{0 ≤ k < ki : akyA,b ∈ Q∞}| ≤ β1/2ki . (5.7)

Thus, we have |Si \ S′i | ≤ β1/2|Si |, and hence

|S′i | ≥ (1− β1/2)|Si |. (5.8)

Let ν′i
def= (1/|S′i |)

∑
y∈S′i δy be the normalized counting measure on D′i , where D′i

def=
{yA,b : A ∈ S′i} ⊂ Y . By definition, νi(Q) ≥ |S′i |/|Si |ν′i (Q) for all measurable set Q ⊆ Y .
Thus,
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Hνi (Q) = −
∑

νi (Q)≤1/e

log(νi(Q))νi(Q)−
∑

νi (Q)>1/e

log(νi(Q))νi(Q)

≥ −
∑

νi (Q)≤1/e

log
( |S′i |
|Si |ν

′
i (Q)

) |S′i |
|Si |ν

′
i (Q)

= −|S
′
i |

|Si |
∑

νi (Q)≤1/e

log(ν′i (Q))ν′i (Q)−
|S′i |
|Si | log

|S′i |
|Si |

∑
νi (Q)≤1/e

ν′i (Q)

≥ |S
′
i |

|Si |
{
Hν′i (Q)+

∑
νi (Q)>1/e

log(ν′i (Q))ν′i (Q)
}

≥ (1− β1/2)

(
Hν′i (Q)−

2
e

)
. (5.9)

In the last inequality, we use the fact that ν′i is a probability measure, and thus there can be
at most two elements Q of the partition for which ν′i (Q) > 1/e.

To compute Hν′i (Q
(ki )), note that for any y ∈ D′i , y /∈ Q∞. From Lemma 3.4 with

L = U , equations (5.5) and (5.7), if Q �= Q∞ is any non-empty atom of Q(ki ), fixing any
y ∈ D′i ∩Q, the set

D′i ∩Q = D′i ∩ [y]Q(ki ) ⊂ Ey,ki−1

can be covered by CeD
√
βki dr⊗s-balls of radius r1/(r1+s1)

D e−ki , where C is a constant
depending on Q0∞ and D, but not on ki . Since D′i is e−ki -separated with respect to dr⊗s

and r1/(r1+s1)
D < 1

2 , we get

|S′i |ν′i (Q) = Card(D′i ∩Q) ≤ CeD
√
βki ,

and hence we have

Hν′i (Q
(ki )) ≥ log |S′i | −Dβ1/2ki − log C. (5.10)

Now let AU = (PU)∞0 =∨∞i=0 a
iPU be as in Proposition 2.8 for μ, r0, and L = U ,

and letAU∞ be as in equation (2.12).

CLAIM. Hνi (Q(ki )|AU∞) = Hνi (Q(ki )).
Proof of the claim. Using the continuity of entropy, we have

Hνi (Q(ki )|AU∞) = lim
�→∞ Hνi (Q

(ki )|(PU)∞� ).

Now we show Hνi (Q(ki )|(PU)∞� ) = Hνi (Q(ki )) for all large enough � ≥ 1. Let P
and Eδ be as in Lemma 2.7 for μ and r0. As mentioned in Remark 2.4, we may
assume that there exists y ∈ {yA,b : A ∈ Tmn ⊂ Mm,n(R)} such that y /∈ ∂P. Since
Eδ =⋃∞k=0 a

k∂d0e−kαδP, y ∈ Y \ Eδ for some small enough δ > 0, which implies that
a−�y ∈ Y \ a−�Eδ ⊂ Y \ Eδ . Hence, it follows from equation (2.6) and Proposition 2.8
that

[y](PU )∞� = a
�[a−�y](PU )∞0 = a

�[a−�y]AU ⊃ a�BUδ a−�y ⊃ BUd0eα�δ
y.
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Since the support of νi is a set of finite points on a single compact U-orbit, νi is supported
on a single atom of (PU)∞� for all large enough � ≥ 1. This proves the claim.

Combining equations (5.8)–(5.10), and the above claim, we have

Hνi (Q(ki )|AU∞) = Hνi (Q(ki )) ≥ (1− β1/2)

(
Hν′i (Q

(ki ))− 2
e

)
≥ (1− β1/2)

(
log |Si | −Dβ1/2ki − log C − 2

e
+ log(1− β1/2)

)
.

(5.11)

As in equation (4.5), it follows from equation (5.11) that

1
q
Hμi (Q(q)|AU∞) ≥

1
ki
Hνi (Q(ki )|AU∞)−

2q log |Q|
ki

≥ 1
ki

(
(1− β1/2)

(
log |Si | −Dβ1/2ki − log C − 2

e
+ log(1− β1/2)

)
− 2q log |Q|

)
.

Now we can take i →∞ because the atoms Q ofQ and hence ofQ(q) satisfy μγ (∂Q) = 0.
Also, the constants C, β, and |Q| are independent of ki . Thus, it follows from the inequality
in equation (5.4) that

1
q
Hμγ (Q(q)|AU∞) ≥ (1− β1/2)

(
m+ n
mn

(dimH Badb(ε)− γ )−Dβ1/2
)

.

By taking β → μ(Q∞) and γ = γj → 0, the inequality in equation (5.6) follows.

5.2. Effective equidistribution and the proof of Theorem 1.1. In this subsection, we
recall some effective equidistribution results which are necessary for the proof of
Theorem 1.1. Let g = Lie G(R) and choose an orthonormal basis for g. Define the (left)
differentiation action of g on C∞c (X) by Zf (x) = df (exp(tZ)x)/dt |t=0 for f ∈ C∞c (X)
and Z in the orthonormal basis. This also defines for any l ∈ N, L2-Sobolev norms Sl on
C∞c (Y ):

Sl(f )2 def=
∑
D
‖ht ◦ πlD(f )‖2

L2 ,

where D ranges over all the monomials in the chosen basis of degree ≤ l and ht ◦ π is
the function assigning 1 over the smallest length of a vector in the lattice corresponding
to the given grid. Let us define the function ζ : (Td \Qd)× R+ → N measuring the
Diophantine property of b:

ζ(b, T ) def= min
{
N ∈ N : min

1≤q≤N ‖qb‖Z ≤
T 2

N

}
.

Then there exists a sufficiently large l ∈ N such that the following equidistribution
theorems hold.

THEOREM 5.6. [Kim, Theorem 1.3] Let K be a bounded subset in SLd(R) and V ⊂ U
be a fixed neighborhood of the identity in U with smooth boundary and compact closure.
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Then, for any t ≥ 0, f ∈ C∞c (Y ), and y = gw(b)� with g ∈ K and b ∈ Td \Qd , there
exists a constant α1 > 0 depending only on d and V so that

1
mU(V )

∫
V

f (atuy) dmU(u) =
∫
Y

f dmY +O(Sl (f )ζ(b, et/2m)−α1). (5.12)

The implied constant in equation (5.12) depends only on d, V, and K.

For q ∈ N, define

Xq
def= {gw(p/q)� ∈ Y : g ∈ SLd(R), p ∈ Zd , gcd(p, q) = 1},

�q
def= {γ ∈ SLd(Z) : γ e1 ≡ e1 (mod q)}.

LEMMA 5.7. The subspaceXq ⊂ Y can be identified with the quotient space SLd(R)/�q .
In particular, this identification is locally bi-Lipschitz.

Proof. The action SLd(R) on Xq by the left multiplication is transitive and
StabSLd (R)(w(e1/q)�) = �q . To see the transitivity, it is enough to show the transitivity
on each fiber, that is,

SLd(Z)e1 ≡ {p ∈ Zd : gcd(p, q) = 1} (mod q).

Write D = gcd(p) and p′ = p/D. Since gcd(D, q) = 1, there are a, b ∈ Z such that
aD + bq = 1. Take A ∈ Md,d(Z) such that det(A) = D and Ae1 = p. If we set u =
bp′ + (a − 1)Ae2, then by direct calculation, we have p+ qu = (A+ u× t (qe1 + e2))e1

andA+ u× t (qe1 + e2) ∈ SLd(Z), which concludes the transitivity. Bi-Lipshitz property
of the identification follows trivially since both Xq and SLd(R)/�q are locally isometric
to SLd(R).

THEOREM 5.8. [KM12, Theorem 2.3] For q ∈ N, let SLd(R)/�q $ Xq ⊂ Y . Let K and
V be as in Theorem 5.6. Then, for any t ≥ 0, f ∈ C∞c (Y ), and y = gw(p/q)� with g ∈ K
and p ∈ Zd , there exists a constant α2 > 0 depending only on d and V so that

1
mU(V )

∫
V

f (atuy) dmU(u) =
∫
Xq

f dmXq +O(Sl(f )[�1 : �q ]1/2e−α2t ). (5.13)

The implied constant in equation (5.13) depends only on d, V, and K.

Proof. This result was obtained in [KM12, Theorem 2.3] in the case q = 1. For general
q, we refer the reader to [KM23, Theorem 5.4] which gave a sketch of the required
modification. [KM23, Theorem 5.4] is actually stated for different congruence subgroups
from our �q , but the modification still works.

Since we assume the unweighted setting, Lε = {y ∈ Y : for all v ∈ �y , ‖v‖ ≥ ε1/d}.

LEMMA 5.9. For any small enough ε > 0 and q ∈ N, mY (Y≤ε−1 \Lε) � ε and
mXq (Y≤ε−1 \Lε)% q−dε.
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Proof. Using the Siegel integral formula [MM11, Lemma 2.1] with f = 1B
ε1/d (0), which

is the indicator function on ε1/d -ball centered at 0 in Rd , we have mY (Y≤ε−1 \Lε)� ε.
However, by [Ath15, Theorem 1] with A = Bε1/d (0), we have mY (Lε) < 1/(1+ 2dε).
It follows from the Siegel integral formula on X that mY (Y>ε−1) = mX(X>ε−1) ≤ 2dεd .
Since d ≥ 2, we have

mY (Y≤ε−1 \Lε) ≥ mY (Y \Lε)−mY (Y>ε−1) >
2dε

1+ 2dε
− 2dεd % ε

for small enough ε > 0, which concludes the first assertion.
To prove the second assertion, observe that for any x ∈X>ε−1/d , there exists g ∈ SLd(R)

such that x = g SLd(Z) and ‖ge1‖ ≤ ε1/d . Then, gw(e1/q)� ∈ π−1
q (x) ∩ (Y \Lε),

where πq : Xq → X is the natural projection. Since |π−1
q (x)| ≤ qd and mX(x ∈ X :

ε−1/d < ht(x) ≤ ε−1) � ε, we have

mXq (Y≤ε−1 \Lε) ≥
|π−1
q (x) ∩ (Y \Lε)|
|π−1
q (x)| mX(x ∈ X : ε−1/d < ht(x) ≤ ε−1)% q−dε.

PROPOSITION 5.10. LetA be a countably generated sub-σ -algebra of the Borel σ -algebra
which is a−1-descending and U-subordinate. Fix a compact set K ⊂ Y . Let 1 < R′ < R,
k = &(mn log R′)/4d'. Suppose that y ∈ a4kK satisfies BU ,d∞

R′ · y ⊂ [y]A ⊂ BU ,d∞
R · y,

where BU ,d∞
r is the d∞-ball of radius r around the identity in U. For ε > 0, let � ⊂ Y be

a set satisfying � ∪ a−3k� ⊆ Lε/2. There exist M , M ′ > 0 such that the following holds.
If R′ ≥ ε−M ′

, then

1− τAy (�)%
(
R′

R

)mn
εdM+1,

where the implied constant depends only on K.

Proof. Denote by Vy ⊂ U the shape of A-atom of y so that Vy · y = [y]A. Set
V = BU ,d∞

1 . Since (mn log R′)/d − 4 ≤ 4k ≤ (mn log R′)/d , we have

B
U ,d∞
e−4d/mnR′ ⊆ a4kV a−4k = BU ,d∞

ed/mn4k ⊆ BU ,d∞
R′ ⊆ Vy .

It follows that

1− τAy (�) =
1

mU(Vy)

∫
Vy

1Y\�(uy) dmU(u)

≥ 1

mU(B
U ,d∞
R )

∫
a4kV a−4k

1Y\�(uy) dmU(u)

≥ e−4d
(
R′

R

)mn( 1
mU(a4kV a−4k)

∫
a4kV a−4k

1Y\�(uy) dmU(u)
)

= e−4d
(
R′

R

)mn( 1
mU(V )

∫
V

1Y\�(a4kua−4ky) dmU(u)

)
.
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It remains to show that

1
mU(V )

∫
V

1Y\�(a4kua−4ky) dmU(u)% εdM+1. (5.14)

We will approximate the characteristic function in the above integrand by a smooth
function ψ and use effective equidistribution results from Theorems 5.6 and 5.8.
Since π(K) ⊂ X is compact, we can choose g0 ∈ SLd(R) such that ‖g0‖ < CK with
a constant CK > 0 depending only on K, and a−4ky = g0w(b0)� with b0 ∈ Rd . For
the constants α1 in Theorem 5.6 and α2 in Theorem 5.8, let α = min(α1, α2) and
M = (1/α)(2+ l + (dim G)/2d). By [KM96, Lemma 2.4.7(b)] with r = Cε1/d < 1,
we can take the approximation function θ ∈ C∞c (G) of the identity such that θ ≥ 0,
Supp θ ⊆ BGr (id),

∫
G
θ = 1, and Sl (θ)� ε−(1/d)(l+(dim G)/2). Let ψ = θ ∗ 1Y≤ε−1\Lε/4 ,

then we have 1Y≤(2ε)−1\Lε/8 ≤ ψ ≤ 1Y≤2ε−1\Lε/2 . Moreover, using Young’s inequality, its
Sobolev norm is bounded as follows:

Sl(ψ)2 =
∑
D
‖(ht ◦ π)lD(ψ)‖2

L2 � ε−l
∑
D
‖D(θ) ∗ 1Y≤ε−1\Lε/4‖2

L2

� ε−l‖1Y≤ε−1\Lε/4‖2
L1

∑
D
‖D(θ)‖2

L2 � ε−lSl(θ)2,

and hence Sl (ψ)� ε−l/2Sl(θ) ≤ ε−(l+(dim G)/2d).
We will prove equation (5.14) applying Theorems 5.6 and 5.8 to the following two

cases, respectively:

Case (i) ζ(b0, e2k/m) ≥ r0

CKC0
ε−M and Case (ii) ζ(b0, e2k/m) <

r0

CKC0
ε−M .

Case (i): Applying Theorem 5.6, we have

1
mU(V )

∫
V

1Y\�(a4kua−4ky) dmU(u) ≥ 1
mU(V )

∫
V

ψ(a4kua−4ky) dmU(u)

= 1
mU(V )

∫
V

ψ(a4kug0w(b0)�) dmU(u) =
∫
Y

ψdmY +O(Sl(ψ)ζ(b0, e2k/m)−α)

≥ mY (Y≤(2ε)−1 \Lε/8)+O(ε−(l+(dim G)/2d)εMα).

It follows from Lemma 5.9 and Mα = 2+ (l + (dim G)/2d) that

1
mU(V )

∫
V

1Y\�(a4kua−4ky) dmU(u) ≥ mY (Y≤(2ε)−1 \Lε/2)+O(ε2) � ε ≥ εdM+1.

Case (ii): The assumption ζ(b0, e2k/m) < (r0/CKC0)ε
−M implies that there exists

q ≤ (r0/CKC0)ε
−M such that ‖qb0‖Z ≤ q2e−2k/m, whence∥∥∥∥b0 − p

q

∥∥∥∥ ≤ qe−2k/m ≤ r0

CKC0
ε−Me−2k/m (5.15)
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for some p ∈ Zd . Let y′ = a4kg0w(p/q)�. Then, for any u ∈ V ,

dY (a
kua−4ky, akua−4ky′)

≤ dG
(
akug0w(b0), akug0w

(
p
q

))
= dG

⎛⎝⎛⎝Id akug0

(
b0 − p

q

)
1

⎞⎠ , id

⎞⎠
≤ C0d∞

⎛⎝⎛⎝Id akug0

(
b0 − p

q

)
1

⎞⎠ , id

⎞⎠ ≤ C0e
k/m‖g0‖

∥∥∥∥b0 − p
q

∥∥∥∥ ≤ r0ε−Me−k/m
by equations (3.1) and (5.15). Hence, we have

|ψ(akua−4ky)− ψ(akua−4ky′)| � Sl (ψ)dY (akua−4ky, akua−4ky′)� Sl (ψ)ε−Me−k/m.
(5.16)

It follows from the assumption a−3k� ⊆ Lε/2, equation (5.16), and Theorem 5.8 that

1
mU(V )

∫
V

1Y\�(a4kua−4ky) dmU(u) = 1
mU(V )

∫
V

1Y\a−3k�(a
kua−4ky) dmU(u)

≥ 1
mU(V )

∫
V

ψ(akua−4ky) dmU(u)

= 1
mU(V )

∫
V

ψ(akua−4ky′) dmU(u)+O(Sl (ψ)ε−Me−k/m)

=
∫
Xq

ψ dmY +O(Sl(ψ)qd/2e−αk + Sl (ψ)ε−Me−k/m)

≥ mXq (Y≤(2ε)−1 \Lε/8)+O(ε−(l+(dim G)/2d)−dM/2e−αk + ε−(l+(dim G)/2d)−Me−k/m).

LetM ′ = min(4d/α(l+(dimG)/2d+3dM/2+2), 4dm(l+(dimG)/2d+(d+1)M+2)).
If R′ > ε−M ′

, then e−4dk < e4dεM
′
, so ε−(l+(dim G)/2d)−dM/2e−αk � εdM+2 and

ε−(l+(dim G)/2d)−Me−k/m � εdM+2. Combining this with Lemma 5.9, it follows that

1
mU(V )

∫
V

1Y\�(a4kua−4ky) dmU(u)

% q−dε +O(εdM+2)% εdM+1 +O(εdM+2)% εdM+1.

Proof of Theorem 1.1. For fixed b, let η0 = 2(m+ n)(1− (dimH Badb(ε))/mn) as in
Proposition 5.4. It is enough to consider the case when Badb(ε) is sufficiently close to the
full dimension mn, so we may assume dimH Badb(ε) > dimH Bad0(ε) and η0 ≤ 0.01.
By Proposition 5.4, there is an a-invariant measure μ ∈P(Y ) such that Supp μ ⊆ Lε ∪
(Y \ Y ), and π∗μ(X \Sη′) ≤ η′ for any η0 ≤ η′ ≤ 1. We also have a-invariant μ ∈P(Y )

and 0 ≤ η̂ ≤ η0 such that

μ = (1− η̂)μ+ η̂δ∞.

In particular, for η′ = 0.01, we have μ(π−1(S0.01)) ≥ 0.99. We can choose 0 < r < 1
such that Y (r) ⊃ π−1(S0.01). Note that the choice of r is independent of ε and b since
S0.01 is constructed in Proposition 5.3 independent to ε and b.
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Let AU be as in Proposition 2.8 for μ, r0, and L = U , and let AU∞ be as in equation
(2.12). It follows from item (3) of Proposition 5.4 that

hμ(a|AU∞) ≥ (1− η̂1/2)
(
d − 1

2η0 − dη̂1/2).
By the linearity of the entropy function with respect to the measure, we have

hμ(a|AU∞) ≥ (1+ η̂1/2)−1(d − 1
2η0 − dη̂1/2) ≥ d − 2dη̂1/2 − 1

2η0. (5.17)

However, we shall get an upper bound of hμ(a|AU∞) from Proposition 2.10 and
Corollary 2.13. By Lemma 2.7, there exists 0 < δ < min((cr0/16d0)

2, r) such that
μ(Eδ) < 0.01. Note that since r0 depends only on G, the constants C1, C2 > 0 in
Lemma 2.7 depend only on a and G, and hence δ is independent of ε even if the set
Eδ depends on ε. We write Z = Y (r) \ Eδ for simplicity. Note that μ(Z) ≥ μ(Y (r))−
μ(Eδ) > 0.98.

By Proposition 2.8, [y]AU ⊂ BUr0 · y for all y ∈ Y , and BUδ · y ⊂ [y]AU for all y ∈ Z
since δ < r . It follows from equation (3.1) that

for all y ∈ Y , [y]AU ⊂ BU ,d∞
C0r0

· y and for all y ∈ Z, BU ,d∞
δ/C0

· y ⊂ [y]AU , (5.18)

where BU ,d∞
r is the d∞-ball of radius r around the identity in U. For simplicity, we may

assume that r0 < 1/C0 by choosing r0 small enough.
Let M and M ′ be the constants in Proposition 5.10, r ′ = 1− 1/21/d , R′ = ε−M ′

,
R = emn/dC0/δR

′, and k = &(mn log R′)/4d'. Let A1 = a−j1AU and A2 = aj2AU ,
where

j1 =
⌈
− mn

d
log r ′

⌉
and j2 =

⌈
− mn

d
log

δ

C0R′

⌉
.

By equation (5.18), we have that for any y ∈ Y ,

[y]A1 = a−j1 [aj1y]AU ⊂ a−j1B
U ,d∞
1 aj1 · y ⊂ BU ,d∞

r ′ · y. (5.19)

Similarly, it follows from equation (5.18) that BU ,d∞
R′ · y ⊂ [y]A2 ⊂ BU ,d∞

R · y for any
y ∈ aj2Z.

Let � = BU ,d∞
r ′ Supp μ. For any v ∈ Rd with ‖v‖ ≥ ε1/d and u ∈ BU ,d∞

r ′ ,

‖uv‖ ≥ ‖v‖ − ‖(u− id)v‖ ≥ (1− r ′)ε1/d = (ε/2)1/d ,

and hence � ⊆ BU ,d∞
r ′ Lε ⊆ Lε/2. Since Supp μ is an a-invariant set, we also have

a−3k� = (a−3kB
U ,d∞
r ′ a3k)a−3k Supp μ ⊆ (a−3kB

U ,d∞
r ′ a3k)Lε ⊆ Lε/2.

Applying Proposition 5.10 with K = Y (r), A = A2, and the same R′, R, � as we just
defined, for any ε > 0 and y ∈ a4kY (r) ∩ aj2Z,

1− τA2
y (�)% εdM+1 (5.20)

since R′/R is bounded below by a constant independent of ε.
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By Proposition 2.10, we have

(j1 + j2)(d − hμ(a|AU∞)) = (j1 + j2)(d −Hμ(AU |aAU)) = (j1 + j2)d −Hμ(A1|A2).
(5.21)

Note that the maximal entropy contribution of U for aj1+j2 is (j1 + j2)d. Using equation
(5.19), it follows from Corollary 2.13 withA = A1, K = Y , and B = BU ,d∞

r ′ that

(j1 + j2)d −Hμ(A1|A2) ≥ −
∫
Y

log τA2
y (�) dμ(y). (5.22)

Combining equations (5.20), (5.21), and (5.22), since μ(a4kY (r) ∩ aj2Z) ≥ 1
2 , we have

(j1 + j2)(d − hμ(a|AU∞)) ≥
∫
a4kY (r)∩aj2Z

(1− τA2
y (�)) dμ(y)% 1

2
εdM+1.

It follows from equation (5.17) and j1 + j2 � log(1/ε) that

η
1/2
0 % 2dη̂1/2 + 1

2η0 ≥ d − hμ(a|AU∞)% εdM+2.

Since η0 = 2(m+ n)(1− (dimH Badb(ε))/mn), we have

mn− dimH Bad′(ε) ≥ c0ε
2(dM+2)

for some constant c0 > 0 depending only on d.

6. Characterization of singular on average property and dimension estimates
In this section, we will show (2) 
⇒ (1) in Theorem 1.3. Let A ∈ Mm,n and consider two
subgroups

G(A)
def= AZn + Zm ⊂ Rm and G(tA)

def= tAZm + Zn ⊂ Rn.

If we view alternatively G(A) as a subgroup of classes modulo Zm, lying in the
m-dimensional torus Tm, Kronecker’s theorem asserts that G(A) is dense in Tm if
and only if the group G(tA) has maximal rank m+ n over Z (see [Cas57, Ch. III,
Theorem IV]). Thus, if rankZ(G(tA)) < m+ n, then BadA(ε) has full Hausdorff
dimension for any ε > 0. Hence, throughout this section, we consider only matrices A
for which rankZ(G(tA)) = m+ n.

6.1. Best approximations. We set up a weighted version of the best approximations
following [CGGMS20]. (See also [BKLR21, BL05] and for the unweighted setting.)

Definition 6.1. Given A ∈ Mm,n, we denote

M(y) = inf
q∈Zn ‖

tAy− q‖s.

A sequence (yi )i≥1 in Zn is called a sequence of weighted best approximations to tA if the
sequence satisfies the following properties:
(1) setting Yi = ‖yi‖r and Mi = M(yi ), we have

Y1 < Y2 < · · · and M1 > M2 > · · · ;

(2) M(y) ≥ Mi for all non-zero y ∈ Zm with ‖y‖r < Yi+1.
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Our assumption rankZ(G(tA)) = m+ n guarantees that M(y) > 0 for all non-zero
y ∈ Zm, and hence the existence of a sequence of best approximations to tA. Moreover,
the following lemma says that (Yi)i≥1 has at least geometric growth.

LEMMA 6.2. [CGGMS20, Proof of Lemma 4.3] There exists a positive integer V such
that for all i ≥ 1,

Yi+V ≥ 2Yi .

In particular, there exist c > 0 and γ > 1 such that for all i ≥ 1, Yi ≥ cγ i .
Remark 6.3. From the weighted Dirichlet’s theorem (see [Kle98, Theorem 2.2]), one can
check that MkYk+1 ≤ 1 for all k ≥ 1.

6.2. Characterization of singular on average property. In this section, we will char-
acterize the singular on average property in terms of best approximations. At first, we
will show A is singular on average if and only if tA is singular on average. To do this,
following [Cas57, Ch. V], we prove a transference principle between two homogeneous
approximations with weights. See also [GE15, Ger20].

Definition 6.4. Given positive numbers λ1, . . . , λd , consider the parallelepiped

P = {z = (z1, . . . , zd) ∈ Rd : |zi | ≤ λi , i = 1, . . . , d}.
We call the parallelepiped

P∗ =
{

z = (z1, . . . , zd) ∈ Rd : |zi | ≤ 1
λi

d∏
j=1

λj , i = 1, . . . , d
}

the pseudo-compound of P.

THEOREM 6.5. [GE15] LetP be as in Definition 6.4 and let� be a full-rank lattice in Rd .
Then,

P∗ ∩�∗ �= {0} 
⇒ cP ∩� �= {0},
where c = d1/2(d−1) and �∗ is the dual lattice of �, that is, �∗ = {x ∈ Rd : x · y ∈ Z

for all y ∈ �}.
COROLLARY 6.6. For positive integer m, n, let d = m+ n, and let A ∈ Mm,n and
0 < ε < 1 be given. For all large enough X ≥ 1, if there exists a non-zero q ∈ Zn such
that

〈Aq〉r ≤ εT −1 and ‖q‖s ≤ T , (6.1)

then there exists a non-zero y ∈ Zm such that

〈tAy〉s ≤ c(1/rm+1/sn)εrmsn/(sn+r1(1−sn))T −1
1 and ‖y‖r ≤ T1,

where c is as in Theorem 6.5 and T1 = c1/rmε−rm(1−sn)/(sn+r1(1−sn))T .
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Proof. Consider the following two parallelepipeds:

Q =
{

z = (z1, . . . , zd) ∈ Rd :
|zi | ≤ εri T −ri , i = 1, . . . , m

|zm+j | ≤ T sj , j = 1, . . . , n

}
,

P =
{

z = (z1, . . . , zd) ∈ Rd :
|zi | ≤ Zri , i = 1, . . . , m

|zm+j | ≤ δsj Z−sj , j = 1, . . . , n

}
,

where

δ = εrmsn/(sn+r1(1−sn)) and Z = ε−rm(1−sn)/(sn+r1(1−sn))T .

Observe that the pseudo-compound of P is given by

P∗ =
{

z = (z1, . . . , zd) ∈ Rd :
|zi | ≤ δZ−ri , i = 1, . . . , m

|zm+j | ≤ δ1−sj Zsj , j = 1, . . . , n

}
and that Q ⊂ P∗ since εri T −ri ≤ δZ−ri and T sj ≤ δ1−sj Zsj for all i = 1, . . . , m and
j = 1, . . . , n.

Now, the existence of a non-zero solution q ∈ Rnv of the inequalities in equation
(6.1) implies that ( Im A

In
)Zd intersects Q, and thus P∗. By Theorem 6.5, ( Im−tA In

)Zd

intersects cP, which concludes the proof of Corollary 6.6.

COROLLARY 6.7. Let m, n be positive integers and A ∈ Mm,n. Then, A is singular on
average if and only if tA is singular on average.

Proof. It follows from Corollary 6.6.

Now, we will characterize the singular on average property in terms of best approxima-
tion. LetA ∈ Mm,n be a matrix and (yk)k≥1 be a sequence of weighted best approximations
to tA and write

Yk = ‖yk‖r, Mk = inf
q∈Zn ‖

tAyk − q‖s.

PROPOSITION 6.8. Let A ∈ Mm,n be a matrix and let (yk)k≥1 be a sequence of best
approximations to tA. Then, the following are equivalent:
(1) tA is singular on average;
(2) for all ε > 0,

lim
k→∞

1
log Yk

|{i ≤ k : MiYi+1 > ε}| = 0.

Proof. (1) 
⇒ (2): Let 0 < ε < 1. Observe that for each integer X with Yk ≤ T < Yk+1,
the inequalities

‖tAp− q‖s ≤ εT −1 and 0 < ‖p‖r ≤ T (6.2)

have a solution if and only if T ≤ (ε/Mk). Thus, for each integer � ∈ [log2 Yk , log2 Yk+1)

the inequalities in equation (6.2) have no solutions for T = 2� if and only if

log2 ε − log2 Mk < � < log2 Yk+1. (6.3)
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Now we assume that tA is singular on average. For given δ > 0, if the set {k ∈ N :
MkYk+1 > δ} is finite, then it is done. Suppose the set {k ∈ N : MkYk+1 > δ} is infinite
and let

{k ∈ N : MkYk+1 > δ} = {j (1) < j (2) < · · · < j(k) < · · · : k ∈ N}.
Set ε= δ/2 and fix a positive integer V in Lemma 6.2. For an integer � in [log2 Yj(k)+1−1,
log2 Yj(k)+1), observe that

log2 ε − log2 Mj(k) < log2 Yj(k)+1 − 1.

Hence, the inequalities in equation (6.2) have no solutions for T = 2� by equation (6.3).
By Lemma 6.2, log2 Yj(k)+1+V − 1 ≥ log2 Yj(k)+1. So, we have log2 Yj(k+V )+1 − 1 ≥
log2 Yj(k)+1. Now fix i = 0, . . . , V − 1. Then, the intervals

[log2 Yj(i+sV )+1 − 1, log2 Yj(i+sV )+1), s = 1, . . . , k

are disjoint. Thus, for an integer N ∈ [log2 Yj(i+kV )+1, log2 Yj(i+(k+1)V )+1), the number
of � in {1, . . . , N} such that equation (6.2) has no solutions for T = 2� is at least k. Since
tA is singular on average,

k

log2 Yj(i+(k+1)V )+1
≤ 1
N
|{� ∈ {1, . . . , N} : equation (6.2) has no solutions for T = 2�}|

tends to 0 with k, which gives (i + 1+ kV )/log2 Yj(i+1+kV ) tends to 0 with k for all
i = 0, . . . , V − 1. Thus, we have k/log2 Yj(k) tends to 0 with k.

For any k ≥ 1, there is an unique positive integer sk such that

j (sk) ≤ k < j (sk + 1),

and observe that sk = |{i ≤ k : MiYi+1 > δ}|. Thus, by the monotonicity of Yk , we have

lim
k→∞

1
log2 Yk

|{i ≤ k : MiYi+1 > δ}| ≤ lim
k→∞

sk

log2 Yj(sk)
= 0.

(2) 
⇒ (1): Given 0 < ε < 1, the number of integers � in [log2 Yk , log2 Yk+1) such
that equation (6.2) has no solutions for T = 2� is at most

�log2 MkYk+1 − log2 ε� ≤ log2 MkYk+1 − log2 ε + 1.

Thus, for an integer N in [log2 Yk , log2 Yk+1), we have

1
N
|{� ∈ {1, . . . , N} : equation (6.2) has no solutions for T = 2�}|

≤ 1
N

k∑
i=1

max(0, log2 MiYi+1 − log2 ε + 1)

≤ 1
log2 Yk

k∑
i=1

max(0, log2 MiYi+1 − log2 ε + 1).
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Since MiYi+1 ≤ 1 for each i ≥ 1,

1
log2 Yk

k∑
i=1

max(0, log2 MiYi+1 − log2 ε + 1)

≤ 1
log2 Yk

(− log2 ε + 1)|{i ≤ k : MiYi+1 > ε/2}|.

Therefore, tA is singular on average.

6.3. Modified Bugeaud–Laurent sequence. In this subsection, we construct the follow-
ing modified Bugeaud–Laurent sequence assuming the singular on average property. We
refer the reader to [BL05, §5] for the original version of the Bugeaud–Laurent sequence.

PROPOSITION 6.9. LetA ∈ Mm,n be such that tA is singular on average and let (yk)k≥1 be
a sequence of weighted best approximations to tA. For all S and R with S > R > 1, there
exists an increasing function ϕ : Z≥1 → Z≥1 satisfying the following properties:
(1) for any integer i ≥ 1,

Yϕ(i+1) ≥ RYϕ(i) and Mϕ(i)Yϕ(i+1) ≤ R; (6.4)

(2)

lim sup
k→∞

k

log Yϕ(k)
≤ 1

log S
. (6.5)

Proof. The function ϕ is constructed in the following way. Fix a positive integer V in
Lemma 6.2 and let J = {j ∈ Z≥1 : MjYj+1 ≤ R/S3}. Since tA is singular on average, by
Proposition 6.8 with ε = R/S3, we have

lim
k→∞

1
log Yk

|{i ≤ k : i ∈ Jc}| = 0. (6.6)

If the set J is finite, then we have limk→∞ Y
1/k
k = ∞ by equation (6.6), and hence the

proof of [BKLR21, Theorem 2.2] implies that there exists a function ϕ : Z≥1 → Z≥1 for
which

Yϕ(i+1) ≥ RYϕ(i) and Yϕ(i)+1 ≥ R−1Yϕ(i+1).

The fact that MiYi+1 ≤ 1 for all i ≥ 1 implies Mϕ(i)Yϕ(i+1) ≤ R. Equation (6.5) follows
from limk→∞ Y

1/k
k = ∞, which concludes the proof of Proposition 6.9.

Now, suppose that J is infinite. Then there are two possible cases:
(i) J contains all sufficiently large positive integers;

(ii) there are infinitely many positive integers in Jc.
Case (i). Assume the first case and let ψ(1) = min{j : J ⊃ Z≥j }. Define the auxiliary

increasing sequence (ψ(i))i≥1 by

ψ(i + 1) = min{j ∈ Z≥1 : SYψ(i) ≤ Yj },
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which is well defined since (Yi)i≥1 is increasing. Note that ψ(i + 1) ≤ ψ(i)+ �log2 S�V
since Yψ(i)+�log2 S�V ≥ SYψ(i) by Lemma 6.2. Let us now define the sequence (ϕ(i))i≥1

by, for each i ≥ 1,

ϕ(i) =
{
ψ(i) if Mψ(i)Yψ(i+1) ≤ R/S,

ψ(i + 1)− 1 otherwise.

Then, the sequence (ϕ(i))i≥1 is increasing and ϕ ≥ ψ .
Now we claim that for each i ≥ 1,

Yϕ(i+1) ≥ SYϕ(i) > RYϕ(i) and Mϕ(i)Yϕ(i+1) ≤ R, (6.7)

which implies equation (6.5) since Yϕ(k) ≥ Sk−1Yϕ(1) for all k ≥ 1. Thus, the claim
concludes the proof of Proposition 6.9.

Proof of equation (6.7). There are four possible cases on the values of ϕ(i) and ϕ(i + 1).
• Assume that ϕ(i) = ψ(i) and ϕ(i + 1) = ψ(i + 1). By the definition of ψ(i + 1),

we have

Yϕ(i+1) = Yψ(i+1) ≥ SYψ(i) = SYϕ(i).
If ψ(i) �= ψ(i + 1)− 1, then by the definition of ϕ(i), we have

Mϕ(i)Yϕ(i+1) = Mψ(i)Yψ(i+1) ≤ R/S ≤ R.

If ψ(i) = ψ(i + 1)− 1, then ϕ(i + 1) = ϕ(i)+ 1, and hence

Mϕ(i)Yϕ(i+1) = Mϕ(i)Yϕ(i)+1 ≤ 1 ≤ R.

This proves equation (6.7).
• Assume that ϕ(i)=ψ(i) and ϕ(i + 1)=ψ(i+2)−1. By the definition of ψ(i + 1),

we have

Yϕ(i+1) = Yψ(i+2)−1 ≥ Yψ(i+1) ≥ SYψ(i) = SYϕ(i).
It follows from the minimality of ψ(i + 2) that SYψ(i+1) > Yψ(i+2)−1. If ψ(i + 1) >
ψ(i)+ 1, then Mψ(i)Yψ(i+1) ≤ R/S by the definition of ϕ(i). Hence, we have

Mϕ(i)Yϕ(i+1) = Mψ(i)Yψ(i+2)−1 ≤ SMψ(i)Yψ(i+1) ≤ R.

If ψ(i + 1) = ψ(i)+ 1, then Mψ(i)Yψ(i)+1 ≤ R/S3 since ψ(i) ∈ J. Hence,

Mϕ(i)Yϕ(i+1) = Mψ(i)Yψ(i+2)−1 ≤ SMψ(i)Yψ(i)+1 ≤ R/S2 ≤ R.

This proves equation (6.7).
• Assume that ϕ(i)=ψ(i+1)−1 and ϕ(i+1) = ψ(i+1). Since ψ(i+1)− 1 ∈ J,

we have

Mϕ(i)Yϕ(i+1) = Mψ(i+1)−1Yψ(i+1) ≤ R/S3 ≤ R.

If ψ(i + 1)− 1 = ψ(i), then by the definition of ψ(i + 1), we have

Yϕ(i+1)

Yϕ(i)
= Yψ(i+1)

Yψ(i+1)−1
= Yψ(i+1)

Yψ(i)
≥ S.
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If ψ(i + 1)− 1 > ψ(i), then we have Mψ(i)Yψ(i+1) > R/S by the definition of ϕ(i), and
we have Yψ(i+1)−1 < SYψ(i) ≤ SYψ(i)+1 from the minimality of ψ(i + 1). We also have
Mψ(i)Yψ(i)+1 ≤ R/S3 since ψ(i) ∈ J. Therefore,

Yϕ(i+1)

Yϕ(i)
= Yψ(i+1)

Yψ(i+1)−1
= Mψ(i)Yψ(i+1)

Mψ(i)Yψ(i+1)−1
≥ R/S

SMψ(i)Yψ(i)+1
≥ R/S

R/S2 = S.

This proves equation (6.7).
• Assume that ϕ(i) = ψ(i + 1)− 1 and ϕ(i + 1) = ψ(i + 2)− 1. As in the previous

case, we have

Yϕ(i+1)

Yϕ(i)
= Yψ(i+2)−1

Yψ(i+1)−1
≥ Yψ(i+1)

Yψ(i+1)−1
≥ S.

We have SYψ(i+1) > Yψ(i+2)−1 from the minimality of ψ(i + 2). Thus, since ψ(i + 1)
−1 ∈ J, we have

Mϕ(i)Yϕ(i+1) = Mψ(i+1)−1Yψ(i+2)−1 = Mψ(i+1)−1Yψ(i+1)

(
Yψ(i+2)−1

Yψ(i+1)

)
≤ R.

This proves equation (6.7).

Case (ii). Now we assume the second case and let j0 = min J. Partition Z≥j0 into
disjoint subset

Z≥j0 = C1 (D1 ( C2 (D2 ( · · · ,

where Ci ⊂ J and Dj ⊂ Jc are sets of consecutive integers with

max Ci < min Di ≤ max Di < min Ci+1

for all i ≥ 1. We consider the following two subcases.
Case (ii)-1. If there is i0 ≥ 1 such that |Ci | < 3�log2 S�V for all i ≥ i0, then we have,

for k0 = min Ci0 ,

k

log Yk
≤ k0 + (3�log2 S�V + 1)|{i ≤ k : i ∈ Jc}|

log Yk
,

since there exists an element of Jc in any finite sequence of 3�log2 S�V + 1 consecutive
integers at least k0. Therefore, lim

k→∞ Y
1/k
k = ∞ by equation (6.6) and this concludes the

proof of Proposition 6.9 following the proof when J is finite at the beginning.
Case (ii)-2. The remaining case is that the set

{i : |Ci | ≥ 3�log2 S�V } = {i(1) < i(2) < · · · < i(k) < · · · : k ∈ N}
is infinite.

For each k ≥ 1, let us define an increasing finite sequence (ψk(i))1≤i≤mk+1 of positive
integers by setting ψk(1) = min Ci(k) and by induction,

ψk(i + 1) = min{j ∈ Ci(k) : SYψk(i) ≤ Yj },
as long as this set is non-empty. Since Ci(k) is a finite sequence of consecutive
positive integers with length at least 3�log2 S�V and Yi+�log2 S�V ≥ SYi for every
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i ≥ 1 by Lemma 6.2, there exists an integer mk ≥ 2 such that ψk(i) is defined for
i = 1, . . . , mk + 1. Note that ψk(i) belongs to J since Ci(k) ⊂ J.

As in Case (i), let us define an increasing finite sequence (ϕk(i))1≤i≤mk of positive
integers by

ϕk(i) =
{
ψk(i) if Mψk(i)Yψk(i+1) ≤ R/S,

ψk(i + 1)− 1 otherwise.

Following the proof of Case (i), we have for each i = 1, . . . , mk − 1,

Yϕk(i+1) ≥ SYϕk(i) and Mϕk(i)Yϕk(i+1) ≤ R. (6.8)

Note that ϕk(mk) < ϕk+1(1). Let us define an increasing finite sequence (ϕ′k(i))1≤i≤nk+1

of positive integers to interpolate between ϕk(mk) and ϕk+1(1). Let j0 = ϕk+1(1). If the
set {j ∈ Z≥ϕk(mk) : Yj0 ≥ RYj } is empty, then we set nk = 0 and ϕ′k(1) = j0 = ϕk+1(1).
Otherwise, following [BKLR21, Theorem 2.2], by decreasing induction, let nk ∈ Z≥1

be the maximal positive integer such that there exists j1, . . . , jnk ∈ Z≥1 such that for
� = 1, . . . , nk , the set {j ∈ Z≥ϕk(mk) : Yj�−1 ≥ RYj } is non-empty and for � = 1, . . . ,
nk + 1, the integer j� is its largest element. Set ϕ′k(i) = jnk+1−i for i = 1, . . . , nk + 1.
Then, the sequence (ϕ′k(i))1≤i≤nk+1 is contained in [ϕk(mk), ϕk+1(1)] and satisfies that
for i = 1, . . . , nk ,

Yϕ′k(i+1) ≥ RYϕ′k(i) and Mϕ′k(i)Yϕ′k(i+1) ≤ R (6.9)

from the proof of [BKLR21, Theorem 2.2].
Now, putting alternatively together the sequences (ϕk(i))1≤i≤mk−1 and (ϕ′k(i))1≤i≤rk as

k ranges over Z≥1, we define Nk =∑k−1
�=1(m� − 1+ n�) and

ϕ(i) =
{
ϕk(i −Nk) if 1+Nk ≤ i ≤ mk − 1+Nk ,
ϕ′k(i + 1−mk −Nk) if mk +Nk ≤ i ≤ rk − 1+mk +Nk .

Here, we use the standard convention that an empty sum is zero. With equation (6.8) for
i = 1, . . . , mk − 2 and equation (6.9) for i = 1, . . . , nk , since ϕ′k(nk + 1) = ϕk+1(1), it
is enough to show the following lemma to prove that the map ϕ satisfies equation (6.4).

LEMMA 6.10. For every k ∈ Z≥1, we have

Yϕ′k(1) ≥ RYϕk(mk−1) and Mϕk(mk−1)Yϕ′k(1) ≤ R. (6.10)

Proof. Since ϕ′k(1) ≥ ϕk(mk) and equation (6.8) with i = mk − 1, we have

Yϕ′k(1) ≥ Yϕk(mk) ≥ SYϕk(mk−1) ≥ RYϕk(mk−1),

which proves the left-hand side of equation (6.10). If ϕ′k(1) = ϕk(mk), then equation (6.8)
with i = mk − 1 gives the right-hand side of equation (6.10).

Now assume that ϕ′k(1) > ϕk(mk). By the maximality of nk , we have Yϕ′k(1) ≤ RYϕk(mk).
First, we will prove that ϕk(mk) = ψk(mk). For a contradiction, assume that
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ϕk(mk) = ψk(mk + 1)− 1 > φk(mk). Following the third subcase of the proof of
equation (6.7), we have

Yψk(mk+1)

Yψk(mk+1)−1
= Mψk(mk)Yψk(mk+1)

Mψk(mk)Yψk(mk+1)−1
≥ S.

Hence, by the construction of ϕ′k(1), we have ϕ′k(1) = ϕk(mk), which is a contradiction to
our assumption ϕ′k(1) > ϕk(mk).

To show the right-hand side of equation (6.10), we consider two possible values of
ϕk(mk − 1).

Assume that ϕk(mk − 1) = ψk(mk − 1). If ψk(mk − 1) > ψk(mk)− 1, then by the
definition of ϕk(mk−1), we have Mψk(mk−1)Yψk(mk) ≤R/S. If ψk(mk−1)=ψk(mk)−1,
then Mψk(mk−1)Yψk(mk) ≤R/S3 ≤ R/S, since ψk(mk)−1∈J. Since ϕk(mk) = ψk(mk),
we have

Mϕk(mk−1)Yϕ′k(1) = Mψk(mk−1)Yψk(mk)

(
Yϕ′k(1)

Yϕk(mk)

)
≤ R,

which proves the right-hand side of equation (6.10).
Assume that ϕk(mk−1) = ψk(mk)−1. Since ϕk(mk)=ψk(mk) and ψk(mk)−1∈J,

we have

Mϕk(mk−1)Yϕ′k(1) = Mψk(mk)−1Yψk(mk)

(
Yϕ′k(1)

Yϕk(mk)

)
≤ R,

which proves the right-hand side of equation (6.10), and concludes the proof of
Lemma 6.10.

Finally, we will show equation (6.5) for the map ϕ. Since there exists an element of
Jc in any finite sequence of 3�log2 S�V + 1 consecutive integers in the complement of⋃
k≥1 Ci(k), there exists c0 ≥ 0 such that for every k ≥ 1, we have

|{j ≤ ϕ(k) : j /∈⋃k≥1 Ci(k)}|
log Yϕ(k)

≤ c0 + (3�log2 S�V + 1)|{j ≤ ϕ(k) : j ∈ Jc}|
log Yϕ(k)

,

which converges to 0 as k→+∞ by equation (6.6). Let us define

n(k) = |{i ≤ k : Yϕ(i) ≥ SYϕ(i+1)}|.
For each integer � ≥ 1, since Yi+�log2 S�V ≥ SYi for every i ≥ 1 by Lemma 6.2, and
by the maximality of m� in the construction of (ϕ�(i))1≤i≤m� , we have |{j ∈ Ci(�) :
j ≥ ϕ�(m�)}| ≤ 2�log2 S�V . If ϕ(i) belongs to Ci(�) but ϕ(i + 1) does not, then
ϕ(i) ≥ ϕ�(m�). If ϕ(i) and ϕ(i + 1) belong to Ci(�), then ϕ and ϕ� coincide on i and
i + 1. Thus, by equation (6.8), we have

k − n(k) = |{i ≤ k : Yϕ(i) < SYϕ(i+1)}|
≤ (2�log2 S�V )

∣∣∣∣{j ≤ ϕ(k) : j /∈
⋃
k≥1

Ci(k)

}∣∣∣∣.
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Therefore, we have

lim sup
k→∞

k

log Yϕ(k)
= lim sup

k→∞
n(k)+ k − n(k)

log Yϕ(k)
= lim sup

n(k)

log Yϕ(k)

≤ lim sup
k→∞

n(k)

log Sn(k)−1Yϕ(1)
= 1

log S
.

This proves equation (6.5) and concludes the proof of Proposition 6.9.

6.4. Dimension estimates. Following the notation in [BHKV10], given a sequence {yi}
in Zm \ {0} and α ∈ (0, 1/2), let

Badα{yi }
def= {θ ∈ Rm : |θ · yi |Z ≥ α for all i ≥ 1}.

PROPOSITION 6.11. [CGGMS20] Let A ∈ Mm,n be a matrix and let (yk)k≥1 be a
sequence of weighted best approximations to tA, and let R > 1 and α ∈ (0, 1/2) be
given. Suppose that there exists an increasing function ϕ : Z≥1 → Z≥1 such that for any
integer i ≥ 1,

Mϕ(i)Yϕ(i+1) ≤ R.

Then, Badα{yϕ(i)} is a subset of BadA(ε), where ε = (1/R)(α2/4mn)1/δ and δ = min{ri , sj :
1 ≤ i ≤ m, 1 ≤ j ≤ n}.
Proof. In the proof of [CGGMS20, Theorem 1.11], the condition Yϕ(i)+1 ≥ R−1Yϕ(i+1)

is used. However, the assumptionMϕ(i)Yϕ(i+1) ≤ R also implies the same conclusion.

PROPOSITION 6.12. [CGGMS20] For any α ∈ (0, 1/2), there exists R(α) > 1 with the
following property. Let (yk)k≥1 be a sequence in Zm \ {0} such that ‖yk+1‖r/‖yk‖r ≥
R(α) for all k ≥ 1. Then,

dimH (Badα{yi }) ≥ m− C lim sup
k→∞

k

log ‖yk‖r

for some positive constant C = C(α).
Proof. The proof of [CGGMS20, Theorem 6.1] concludes this proposition.

The two propositions are used in [BKLR21, Theorem 5.1] in the unweighted setting.

Proof of Theorem 1.3 (2) 
⇒ (1). Suppose A is singular on average. By Corollary 6.7,
tA is also singular on average. Let (yk)k≥1 be a sequence of weighted best approximations
to tA. Then, by Propositions 6.9, 6.11, and 6.12, for each S > R(α) > 1, we have

dimH (BadA(ε)) ≥ dimH (Badα{yϕ(i)})

≥ m− C lim sup
k→∞

k

log Yϕ(k)

≥ m− C

log S
,

where ε = (1/R)(α)(α2/4mn)1/δ . Taking S →∞, we have dimH (BadA(ε)) = m for
ε = (1/R(α))(α2/4mn)1/δ .
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