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VARIETIES OBEYING HOMOTOPY LAWS 

WALTER TAYLOR 

T h e algebraic s t ructure of a topological algebra stf influences its topological 
s t ructure in a way which is profound bu t not well understood. (See § 7 below 
for various examples.) Here we examine this influence ra ther generally, and 
give a fairly complete analysis of one of the many forms it can take, namely, 
the influence of the identities of se on the group identities obeyed by the 
homotopy group (or groups of the components) of s/. For 7 ^ a variety (i.e. 
class of algebras defined by identi t ies) , and X a group law, we say t h a t 7 ^ obeys 
X in homotopy if and only if every arc-component of every topological algebra 
in 7 ^ has fundamental group obeying X. Our investigation of this relation was 
inspired by the much earlier results of Schreier [44], who proved in 1924 t h a t 
topological groups have commuta t ive homotopy (strengthened versions are 
due to Car tan , Pontrjagin and Hopf), and Wallace [52], who proved in 1953 
t ha t topological lattices are homotopically trivial (see also [12] and [8]). 

Our main theorem (3.2 below) s tates t ha t 7 ^ obeys X in homotopy if and only 
if every group in the idempotent reduct of 7 ^ obeys X. As a corollary, we see t ha t 
for fixed X, UrV obeys X in homotopy" is a Malcev-definable (see [46], [40] or 
[3]) proper ty of 7^ . The hard par t of the theorem is construct ing a topological 
algebra in 7 ^ whose fundamental group may fail to obey X. We do this via 
Swierczkowski's method of topologizing free algebras, which we explain in § 2. 

Our main theorem leads us to the purely algebraic relation, "every group in 
7 ^ obeys X," which we s tudy in §§ 5 and 6. We establish (in 5.2) for idempotent 
i^ t h a t all groups in ''V are commutative if and only if 7 ^ contains no nontrivial 
projection algebra, i.e. algebra with ^ 2 elements, each of whose operations is 
a projection. As a corollary, we see t h a t if 7 ^ obeys any non-trivial group law 
in homotopy, then 7 ^ obeys xy = yx in homotopy. Moreover, in § 5 we get 
various sufficient conditions for all groups in 7 ^ to be commuta t ive , notably 
the congruence-modularity of 7 ^ (generalizing Schreier's result above) , and for 
all groups in 7 ^ to be zero, notably the congruence-distributivity of 7 ^ (generaliz­
ing Wallace's result above) . In § 6, we continue this analysis in the spirit of 
module theory. 

M a n y of these results were announced in [49]. 
I wish to thank A. Bateson, R. McKenzie and C. Pitzer for helpful discus­

sions on this subject, and especially B. Banaschewski for his active encourage­
ment and interest. Special thanks go to J. Mycielski and S. A. Morris for 
telling me about Swierczkowski's method [45], which was essential to the main 
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results here. This research was sponsored by the University of Colorado, the 
Australian-American Educational Foundation and the University of New 
South Wales. 

1. Definitions and preliminaries on homotopy. We assume a modest 
familiarity with the basics of (''universal") algebra, especially the theory of 
varieties (classes of algebras defined by identities). (At least one should know 
what a. free algebra is—see e.g. [20].) An operation F of an algebra 21 is idem-
potent if and only if 

2t {= F(x, . . . , x) = x. 

A variety *f is idempotent if and only if every operation of every algebra in i^ 
is idempotent. The idempotent reduct of an algebra 21 is the algebra 2lo which 
has the same universe as 21 and whose operations are precisely the idempotent 
operations of 2Ï (either fundamental or defined by a term). The idempotent 
reduct of a variety i^ is the variety generated by (5V(Xo))o ( m a n appropriate 
similarity type). (Here 5V(Xo) denotes the 7^-free algebra on Xo generators.) 

A topological algebra is a s t r u c t u r e d = (A, jT", Ft)teT with (A, 3T) a 
topological space, and each Ft a continuous operation defined on a finite 
power of (A,^), with the usual product topology, Ft : Ant—> A. If 7^ is a 
v a r i e t y , ^ is as above, and (A, Ft)t^T £ 7^, then wre will sometimes simply 
write sé G "f. Sometimes without further mention wre let A, B, . . . denote 
the universe of 21, 33, . . . . 

A group in *V is an algebra (2Ï, -,-1)» with 21 G ^ , (A, -,-1) a group, and 
- 1 

21 X 21 —* 21 and 21 > 21 being ^-homomorphisms. (The subject of groups 
in a variety—or, more generally, in a category—has been discussed in general 
terms; see e.g. [19; 18, p. 61; 42, § 3.6]. But in detail, very little was known 
about groups in i^ prior to §§ 5, 6 below\) 

Occasionally (in § 5) we will need to express our results with the more 
general notion of groupoid in'V. A groupoid (in the sense of Ehresmann—see 
[51]) is a (small) category in which every morphism is an isomorphism. A 
groupoid is connected if and only if all its objects are isomorphic (and connected 
groupoids are sometimes known as Brandt groupoids). Of course a group may 
be thought of as a one-object groupoid. (We omit repetition of the axioms of 
category theory—see e.g. [18] or [42]. For groupoid theory, also see [23].) A 
groupoid may be denoted (G; D, o, - 1 ) , where D C G X G is the domain of 
the binary composition operator, o: D —» G, and - 1 : G —> G is the (everywhere 
defined) operation of forming inverses. Finally, a groupoid in i^ is a structure 
(®, D, o, -1) with © Ç Y, (G, A o, -1) a groupoid, D a subuniverse of ® X ® 

o - 1 
and D —> G and G > G being ^-homomorphisms. 

Our chief example of an Ehresmann groupoid is the path groupoid P(A) of 
an arbitrary topological space A, which we now define. First take 

Po(A) = {7: [0, 1]-*A: 7 continuous}, 
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where [0, 1] is the unit interval, and define, for y, 8 £ PQ(A), 

7 ^ 5, 

i.e. 7 and 5 are homotopic, if and only if 7(0) = 5(0), 7(1) = 5(1) and there 
exists a continuous map 

r: [o, iy->A 
such that 

y(x) = r ( 0 , x ) 
8(x) = r ( l , a ) 
r(/ f 0) = 7(0) = 5(0) and 
r ( / , i ) = T ( i ) = 5(1), 

whenever 0 = x, t ^ 1. It is now well known and easy to check that if we 
define 

P(A) = f > „ ( 4 ) / ~ 

D = {(y, Ô): 7(1) = 5(0)} 

. . . J y (21) O g l g l / 2 _ i , A 

ToS(/) = | ô ( ^ _ 1 } 1 / 2 g ^ l F and y (t) = 7 ( 1 - t) 

(all modulo ^ ) , then (P(A), D, o, _1) is a groupoid. It is a connected groupoid 
if and only if A is arc-connected. 

We next observe that if A is the underlying space of a topological algebras/ , 
then PQ(A) obviously has the structure of a subalgebra of A[0,l] and ~ is a 
congruence on this subalgebra, and so as an algebra, 

p(s/) G H S P J / . 

In fact, one can easily verify that the path groupoid P(sé) is a groupoid in Y 
(for every Y with J / G Y). 

The fundamental group of a space A with basepoint a G A is, by definition, 

TTI(A, a) = Horn (a, a) in the category P(A) 

(which may be viewed as the automorphism group of a). And if &/ is a 
topological algebra and if Ft(a, a, . . . , a) = a for every operation Ft (in 
particular, if s/ is idempotent), then ir\{s/1 a) is a substructure of (P(s/)\ 
D, o, ~1; Ft)tçT, i>e. iri(&/j a) is a group ini^ (whenever^ G Y). 

We say that a group law X holds (identically) in a groupoid © (or that © 
obeys X) if and only if Horn (a, a) obeys X for every object a of ©. The following 
proposition is evident from the above remarks. 

PROPOSITION 1.1. For any variety "V and any group law X, (1) =» (2) => (3). 
(1) Every group m the idempotent reduct of Y obeys X. 
(2) Every groupoid in Y obeys X. 
(3) ^ ofrejs X in homotopy. 
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e c 

b e 

It is one task of the next two sections to establish the equivalence of (1), 
(2) and (3), to yield our main result (Theorem 3.2). These three conditions 
are not equivalent to 

(4) Every group in i^ obeys X. 

For consider the variety ("H-spaces") given by the laws 

F(e, x) = F(x, e) = x. 

An easy argument attributed to Hopf (see, e.g. [37, p. 141]) shows that any 
group in this variety is commutative (see e.g. [19, p. 94] or [42, p. 154]). 
But a topological algebra in this variety can have arc-components with non-
commutative homotopy, as we can see by taking A to be a disconnected union 
{e} U B, where B is any space with non-commutative homotopy, and defining 
multiplication by 

e c e B 

b e B 

We have only this weak replacement for Proposition 1.1 for groups obeying X. 
Some converses of 1.2 have been developed by Ann Bateson (not yet published). 

PROPOSITION 1.2. If every group in "f obeys X, s$ is a topological algebra in i^ 
and a is a one-element subalgebra ofs/, then wi(<£/} a) obeys X. 

For higher homotopy (which one may ignore and still appreciate this paper) 
we follow [24, p. 287] and define Pn(A) (n = 2, 3, . . .) by taking ^-classes of 
maps 

7 : [ 0 , l ] - ^ * * " 1 

(where 5 n _ 1 is the (n — l)-sphere) such that for each fixed x £ Sn~l, t i—> 
[y(t)](x) is homotopically trivial. Proceeding just as before, Pn(s$) is a 
groupoid in^f whenevers$ G ^• And we may define the n\\\ homotopy group 
of A with basepoint a G A to be 

irn(A, a) = Horn (e, e) in Pn(A), where e is the object 

7 with [y(x)](t) = a for all x and /. 

If's/ is idempotent, then irn(s$, a) is a group in i^ (whenever^ G /^)1 and, 
it is well known that Tn(A, a) is always a commutative group for n ^ 2. We 
omit the obvious analog of 1.1 for higher homotopy groups. 

2. Topologies on free algebras. The next theorem is largely a corollary of 
Swierczkowski [45] ; for groups it goes back to Markov [38]. For any v a r i e t y ^ 
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and metric space (X, dQ) and a, /3 Ç g ^ ( X ) (the 7^-free algebra on X), we 

define 

d(a, 13) = inf j ]£ d0(* i, y<)| , 

where (#*), (3^) range over finite sequences in X such t ha t for some terms 

Fif F2, . . . , Fm 

a = Fi(xux2, . . . , * „ ) 

^ i (y i , 3̂ 2, • • .) = F2(xux2, . . .) 

F2{yuyi, . . .) = F8(ffi, x 2 , . . .) 

Fm(yuy2, . . .) = 0. 

T H E O R E M 2.1. d w a metric on $f(X) extending do, and all operations of 

$ir(X) ared-continuons. 

Remark. I t is entirely possible to have d infinite (corresponding to inf 0 in 
the definition, i.e. the case where no Fi, . . . , Fm exist) . Nonetheless d is still 
a metric in the obvious extended sense, and still induces a topology in the 
usual way. 

Proof. We will proceed directly, al though we may also observe t h a t Swiercz-
kowski's proof in [45] deals with wha t amounts to an adequa te family of 
pseudometrics, and t h a t if this family is a singletcn, then Swierczkowski's 
procedure makes %^{X) into a metric space. I t is evident t ha t d is symmetr ic 
and satisfies the triangle inequali ty. And so to see t h a t d is a metric, we need 
only show t h a t if d(a, ft) = 0, then a = /3. Before doing this, we prove a 
lemma which will be useful in the sequel. 

First , for finite 5 C X2, define the diameter of S, 

diam (S) = X) \d0(x,y): (x,y) £ 5 } . 

Note t h a t if diam (S) < e, then d0(x, y) < e for all (x, y) £ S s, the equivalence 
relation on X generated by S. Let [F] denote the subalgebra (of $ir(X)) 
generated by any subset F, and for /x: X —» X, let Jl denote the unique endo-
morphism of g y ( X ) extending /x. 

L E M M A 2.2. / / F is a finite subset of X} a Ç [F] and d(a, fi) < e < dQ(x, y) 
for all x ^ y in F, then there exists \x: X —» X mapping F identically, with 
jti2 = JU, jû(/3) = a and ker n = 9 s for some finite S C X2 with diam (5) < e. 

Proof. Given d(a, /3) < e, we may take Fi, F2, . . . , Xi, x2, . . . , yi, y2, . . . 
as in the definition of d, with Y^i=i d0(xu yt) < e. We take 

5 = {(xi, yi), . . . , (xn,yn)\. 

Clearly diam (S) < e, and so dQ(x, y) < 6 for all (x, y) £ Os, which means 
in part icular t h a t 6 s is trivial on F X F. Now it is clearly enough to take any 
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/x: X —> X which selects one representative from each #s-class and is the 
identity on F. 

Returning to the proof of Theorem 2.1, we take d(a} /3) = 0 and let F C X 
be any finite subset with a, fi G [F], and take positive e < do(x, y) for all 
x y* y in F. Taking /x as given by Lemma 2.1, we obviously have a = M(/3) = &. 
And thus dis a metric. 

To see that d extends dQ, note that obviously d(x, y) ^ do(x, y) for x, y £ X. 
If we had d(x, y) < d0(x, 3>)> then we could take e with d(x, y) < e < d0(x, y) 
and apply Lemma 2.1 with F = {x, 3/} to obtain x = p(y) = y (a contradic­
tion). 

To check continuity of an w-ary operation F of g y p Q , if for 1 ^ i ^ n 
we have 

on = Fii(x1
i,x2\ . . •) 

/VCyiSys*,. . . ) = / V ( * i ' , * 2 ' , . . . ) 

with 2Zy doix/, yj*) < e/n for each i, then 

F(FJ(yi\ . . .), Fro'(yi2, . . . ) , . . . ) = ^(£1, £2, . . .) 

with E t i ^ o ^ / , } ' / ) < e. 

3. The equivalence of the algebraic and topological problems. For 
simplicity, we state and prove the next theorem in detail only for the com­
mutative law 

X1X2Xi~1X2~
1 = 1. 

By 00, we mean the one-dimensional compact metrizable topological space 
which is a join of two circles, [0, 1] X {0, l} / (0 ,0) = (0,1) = (1,0) = (1,1). 
For convenience, we will let /z* denote (/, 0) and vt denote (/, 1) (0 S t S 1). 
And * will denote /x0 = MI = PQ = P\. 

This space should be given the metric do of two circles of radius 1 embedded 
in a plane. It is to this space that we will apply the results of § 2. We will state 
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without proof the analogous result for an arbitrary group law 

T(XI, . . . , xk) = 1, 

replacing oo by a join of k circles. (See Theorem 3.2.) 
If y = (71, . . . , yM) É ooM and a is an M-ary term in the language of "V, 

then by c? (y) we mean a (71, . . . , 7M) 6 7*V(°° )• Since i^ will be clear from 
the context, we usually write a(y) for a (7). 

T H E O R E M 3 .1 . For any variety *V the following conditions are equivalent: 
1) Every group in the idempotent reduct of i^ is commutative. 
2) i^ obeys xy = yx in homotopy, 
3) TTI(5^(OO), *) is commutative. 

4) Tferg exists an integer M and a triangulation of the unit square into tri­
angles R, and for each R a continuous function yR:R—>coM and an M-ary term 
a R such that 

(i) oiR(yR(P)) = as(y s(P)) in 3y(°°) for any P on the overlap of R and S; 
(ii) aR(yR(P)) = *for P = (0, s), (1, s) or (/, I); and 

Uu (0 g / £ 1) 
(iii) ««(?*(*, 0)) = )vu-i (l£t£ i) 

) / X 8 - 4 i ( * ^ * ^ ! ) 

W-4 , (i g * ̂  i) . 
5) Same as 4, with each yR linear {relative to some triangulation of 00M). 

(4 and 5 are illustrated at the end of this section.) 
6) There exist integers M, N, M-ary terms atj (1 ^ i, j ^ 47V) and aijy T{J, 

TTtj, Pa G 00 M szic/^ that 
(i) / o r 1 ^ i S 47V, 1 ^ j < 47V, if ̂  is £/^ smallest equivalence relation 

on 00 «/i/ft a-^/ ~ Tij
k (1 ^ fe g M) and p^+i* ~ *"M+I* (1 = * = ^Ot 

thend0(u,v) < 1/8 whenever u ~ v. 
(ii) /or 1 ^ i < 47V, 1 ^ j ^ 47V, i / ~ is the smallest equivalence relation 

on 00 with Tijk ~ Tif (1 ^ k ̂  M) and pi+itj
k ~ ai+itj

k (1 ^ k S M), 
thendQ(u,v) < 1 /8 whenever u ~v. 

(iii) the following equations hold in Fr(co): 

a i i (pn ) = * 
(M</AT (1 ̂  i ^ TV) 

, Ui-NVN ( 7 V + l ^ i ^ 2 7 V ) 

IMOJV-OW (27V + 1 ̂  i ^ 37V) 

^ r - f > / * (37V + 1 ^ i ̂  47V) 
«l,4iv(0'l,4jv) = * 

oiji(pji) = 0^1(^1) = ajAN(arjAN) = OLJAN(TJAN) = * 

«4AT,ï(7T4Ar,ï) = «4Ar,i(r4AT,ï) = * 

aij(jii) = «f,y+i(""<^+i) = «i+i^^i+i.i) = ai+ijj+i(pi+itj+i) 

(1 ^ i , / < 47V). 
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Proof. Via 

/ \ 

6 «— 3 

Clearly 2 => 3 and 5 ==> 4 a fortiori, and 1 =» 2 by Proposition 1.1. 
4 => 2. We will see that the terms and maps of 4 provide universal formulas 

for commutativity of homotopy. Let (A,^, Ft)t^T be a topological algebra 
in Y and let $, tf : [0, 1] -» 4 with $(0) = <Ï>(1) = ¥(0) = ¥(1) = a. Clearly 
there exists continuous 0: oo —» yl with $(t) = 0(/xt) and^( / ) = d(yt) (0 ^ t S 
1). Now for each triangle R consider 

(*) R >ooM >AM—>A. 
7/2 ^ «« 

One easily checks that this map is continuous; since (i) represents a universally 
valid equation in Y and (A, Ft)teT G Y, we see that the functions defined by 
(*) agree on the common boundary of overlapping triangles R and S. Thus 
the functions defined by (*) altogether define a continuous function 

X: [0, l ] 2 - > ^ . 

Conditions 4(h) and 4 (hi) now easily imply that X is a homotopy between 
<j>\j/(f)-i\I/-i a n c | the constant map a. Thus iri(&/, a) is commutative. 

3 =» 6. In SV(°° ) consider the loop 7: [0, 1] —> /<V(co ) given by 

(nu (0 ^ t^ i) 

7 ( 0 = >4 , - i ( i ^ / ^ *) 
)MS-4« ( i ^ / ^ f) . 

V4-4r (Î ^ ^ 1). 

By the hypothesis 3, 7, being of the form 7i727i_172_1, is null-homotopic. Thus 
there exists a continuous function 

r : [0, l]2 -> FAX) 

such that 

r « U ) = 7 ( 0 
r ( i , o = T(S,O) = r(5, i ) = *. 

Express each /3 G oV(°°) as F(xi, . . . , xk) with Xi, . . . , xk G 00 ; let 
e = e(/3) > 0 be the smallest of 1/64 and all positive distances d0(xif xf) 
(1 ^ i < j ^ k). Around each p G [0, l]2 , by the continuity of T, there exists 
an open rectangle Up such that T(UP) C the e(T(p))-neighborhood of r(/>). 
And clearly we can arrange that UP contains no edge points (respectively, no 
corners) unless p is an edge point (respectively, a corner). From the resulting 
open cover of [0, l ] 2 select a finite subcover. By taking subrectangles smaller 
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than the width of any overlap, we may arrive at a covering of the following 
form 

with overlapping open rectangles btj (0 ^ i,j ^ 4iV) and with (i/4iV, j/47V) G 
&<y (0 ^ i,j ^ 47V). Moreover, for each 6^ there exists /3l7 G iy(oo ) such that 
r[&*y] ^ the e(/50)-neighborhood of $ih and moreover 0 (corner) = *, /3 (top 
edge point) G oo and £ (any other edge point) = *. By adjustments of not 
more than 1/64, we may assume that 

0o, = 
mt-m,N (N+ 1 SiS2N) 

\^{ZN-i)/N (2N+1 è i û 3/V) 

Kvim^l)IN (3N+1 ^ i ^ 4/V) 

After this adjustment, we may assume that all e(/3) < 1/32. Now define 
0tj € [0, l ] 2 (0 ^ i,j ^ 4/V + 1) as follows: 

0oo = (0, 0) 

6o,iN+i — (0, 1) 

#4Ar+l,0 = ( 1 , 0 ) 

(1,D 

0<u(O < j g 47V) = (0, a) € fto.o-i) n &ô  (for any a) 

(and other boundary values similarly defined) 

dij(0 < i,j S 47V) = any point in the overlap of biJt bt-ij, è,,;_i, bt-\tl-i. 
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Taking M as large as necessary to accommodate all i and j , we know that for 
each i, j there exists a term atj such that 

?(0tJ) Otijfrij1, • • • , \ijM) 

for some X^1, . . . , X0
M £ oo. Since r(0 iy) lies in the e(/3^)-neighborhood of 

|8^, i.e. since we have d(j3ij} T(dij)) < e < d(xh Xj) (1 ^ i < j ^ k) for 
/3ij = F(xi, . . . , xk), and with e < 1/32, we may apply Lemma 2.2 to see the 
existence of idempotent ntj: oo —» oo with otiJ(niJ(\ij

1)1 . . . , ntj0^îjM)) = 
fiij and ker /zi;- generated by a finite subset 5 Ç I 2 of diameter ^ 1/32. We 
now define r*/ = /x0(Xj/). Since /x^ is idempotent, (r</, X*/) G ker /xiy = 6s. 
The if-tuples p^, 71-̂  and o-z;- are obtained similarly, using the facts that 
6tj £ bi-ij-i, bitj-i and b^u, respectively, i.e., we obtain 

Pi-l,j-l = <*ij(pij) 

Pi,j-1 = OLijilTij) 

Pi-l,j = OLij(<Tij) 

Now equations 6 (iii) are immediate. Condition 6(i) (similarly 6(ii)) follows 
from the trivial observation that diam ( S U T ) ^ diam 5 + diam T and 
the fact that the equivalence relation described in 6(i) is a subset of the join 
of four equivalence relations, each generated by a set of diameter ^ 1/32. 

6 => 5. Let terms aij} 7r̂ -, pijy aij} r^ (1 ^ i, j ^ 4iV) be as specified in 6. 
Partition the unit square into rectangles 

= ÏLzA ±\ x [JLLI J_l (i < Ri ,j S 47V), 

and simply define aRij = a^ of 6. It is enough to define piecewise linear con­
tinuous functions 

7tj'. Ri oo1 

so that (i), (ii) and (iii) hold. We do this by first defining ytj on the boundary 
of Rtj and then later making a piecewise linear extension. Let us first do this in 
detail for an internal horizontal edge PQ. 
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We know from 6(iii) that 

We now let ^ be the smallest equivalence relation on oo with <r*/ ~ nk 

and Pitj+ik ~ Triij+ik for all k. Take 6: oo —> oo such that 

0(#) ^ w 

0(w) = 0(s/) => w ^ ^ 

for all «, ^ 6 oo. Let M denote the midpoint of PQ, and define the functions 
ytj and 7*^+1 along PQ as follows: 

7 « ( P ) = (er,,1, • • • , cr,/*) 

7<i(M) = ( 0 ( < r , A . . . , 0 ( e r „ " ) ) 

Y<,(<2) = (r<A • • • , r , /*) 

T<,i+l(-P) = ( p i J + A • • • » Pi , ;+1M) 

7 i . i + l ( M ) = (0CPM+11), • • • , ^ ( P i ( ; + 1 M ) ) 

7*,;4-l((?) — (^ï.j+l1» • • • » 7Tf,j+lM), 

with 7^- and 7*,y+i extended linearly (along shortest paths) to the entire 
segment PQ. We next check condition (i), namely that a.ij(yi:j{R)) = on+ij 
(yi+1J(R)) for any point R of the segment PQ. For R = P or R = Q, this 
follows from (*), and again for R = M, this follows from (*) by substitution 
under 6. We next check (i) when R 6 MQ. To begin, we claim that 

Tif = Ttj'=>6(<rtf) = 0(cr,/) 

for all &, 5. To see this, note that if the lefthand side holds, then 

and so according to the choice of 0 made above, 

Similarly, one can establish that 

TiJ+1
k = TTi,j+is =>0(piJ+ik) = 0(piJ+1

s), and 

Tu* = *ij+is =>6(<Tijk) = e(Pitj+1
s). 

In other words, we have established that for any equality between any two 
entries of yu(Q) and yi,j+i(Q), the corresponding two entries of ytj(M) and 
yifj+i(M) are also equal. But then clearly by linearity this italicized statement 
holds with M replaced by R, and so the equality 

<*ij(yij(R)) = aiJ+i(yifj+1(R)) 

is a substitution instance of the second equation in (*), and hence valid. 
The proof for R £ PM is similar but easier, using the statement obtained 

from the recent italicized statement by replacing Q by P. 
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We skip a detailed description of the definition of ytj along an internal 
vertical edge, since it is entirely analogous. For PQ one of the top edges, we 
define 

TuGP) = 9\i 

and extend linearly, as before. All the other external edges are handled simi­
larly, and one may easily check that conditions (i), (ii) and (iii) have been 
made valid. 

It remains to provide a piecewise linear extension of each individual ytj to 
all of Rij. It is of course enough to work with each component 

7</: Rtj-*co 

individually. Returning to the relation ^ denned above, we note that, since 
0(7r</) ~ 7Ti/, we have, by 6(i), 

do(yij
s(M),yij

s(P)) S 1/8. 

Proceeding in this way around the boundary dRtj of the square Rijf we see that 

diam -ïifidRiù S 1/2. 

Thus, since each circle of oo has diameter 2 in the usual metric, we see that 

ytAàRij] Q X 
(a space homeomorphic to the connected union of two crossing segments in 
the plane). One easily checks that a piecewise linear continuous 

7*/: dRu-+X 

always has a piecewise linear continuous extension to all of Rtj. 
5 => 1. We first observe that each aR of 5 is idempotent, since (ii) says that 

at least one aR is idempotent, and (i) says that 

aR(x, x, . . . , x) = as(x, x, . . . , x) 

holds identically in "V whenever R and 5 are adjacent triangles. And so it will 
be enough to show that groups in the {aB}-reduct of i^ are commutative. Let 
a, jS G such a group G) we want to prove afi = 13a. Choose intervals A, B C oo , 
one in each of the two circles, such that for every edge e of every R, and 
1 g s ^ M 

A C yR
s[e] or i H yR

s[e] = 0; and 

B Q yR
s[e] or B H yR

s[e] = 0. 

For an oriented edge e of a triangle R, and 1 S s ^ M, define 

(a if yR
s \ e traces out A, forwards 

lor 1 if yR
s \ e traces out A, in reverse 

gRs(e) = \ 0 if 7« s î e traces out J5, forwards 
i/3"1 if yR

s \ e traces out B, in reverse 
\1 otherwise, 
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and define 

LR(e) =aR
G(gBi(e),...,gB

M(e)) 6 G. 

We now will establish 
(1) LR(e) = LQ(e) if Q and R are adjacent along e\ and 
(2) LR(ei) -LR(e2) -LR(ez) = 1 in G, if eu e<i, £3 are the three edges of a 

a triangle, oriented cyclically. 

To establish (1), consider the 2M functions yR
l \ e, . . . , yR

M \ e, y Q
l \ e, . . . , 

yQ
M \ e. Since these are linear functions, there exists P £ e such that two of 

these functions are equal if and only if their corresponding values at P are 
equal. And so if any two members of 

\yR
x(P), • • • ,yR

M(P),yQ
1(P), • • • ,yQ

M(P)} 

are equal, then the corresponding members of 

\gR
l(e) gB

M(e),gQHe) gQ
M(e)\ 

are equal. But this means that we may substitute into the ^ - iden t i ty 

« « W C n • • • , 7BM(P)) = <xQ(yQ'(P), . . . , yQ
M(P)) 

from (i) to obtain 

LR{e) =ajt(gJ(e) gRM(e)) 
= aQ(g^(e),...,gQ

M{e)) 

= LQ(e). 

To prove (2), since (yB
l \ Si)(yRl \ Si){yB

l \ £3) is a path shrinkable to a 
point in 00 (1 ^ i :S i f ) , we have 

gB
s(ei)gB

s(e,)gB
s(e3) = 1 (1 £ s £ M) 

and so 

LB(e1)LB(e2)LB(e3) 

= an°(&Rl{ei), . - . , g ^ f e ) ) ^ ^ 1 ^ ) g«M(e2)) 
aR

G{gBKez),...,gR
M{ei)) 

= « « " ( g s ^ i ) * * 1 ^ * * ^ . ) g«M(ei)g«M(e2)gs
M(e3)) 

(by definition of "group i n ^ " ) 
= a / ( l 1) = 1, 

establishing (2). Now (ii) tells us that also 

LR(e) = 1 

if e is any outer edge, except for e Q J = [0, 1] X {0}, from which wre deduce, 
using (1), (2) and standard cancellation arguments, that in G 

I l LB{e) = 1. 

But from (iii) we immediately see that 

Et LB(e) = afar1?-1. Q.E.D. 
ecz. J 
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THEOREM 3.2 For fixed group law X and equalional class i^, the following 
conditions are equivalent: 

1. Every group in the idempotent reduct of i^ obeys X. 
2. i^ obeys X in homotopy. 
3. 7ri(5^QO) obeys X, where X is a join of circles, one for every variable 

appearing in X. 
4. There exists an integer M and a triangulation of the unit square into triangles 

R and for each R a continuous function yR: R —* XM (X a join of circles, one 
for each variable in X) and an M-ary term aR such that 

(i) aR(yR(P)) = as(ys(P)) in Fir(X) for any P on the overlap of R and S; 
(ii) aR(yR(P)) £ X for P £ d[0, l]2 , the boundary of the unit square; and 

(iii) the mapping d[0, l ]2 —> X given by the various aR o yR, via (i) and (ii), 
represents the word fi in wi(X) (where X is the law f3 = 1, and 0 is 
obtained by replacing each variable of (3 by the corresponding loop in X). 

Note that Theorem 3.2 implies, e.g., the well known fact that ^ (S 1 ) = Z. 
(Taking i^ to be a variety with no operations.) 

COROLLARY 3.3. UrV obeys X in homotopy'1 is a Malcev-definable property of ^ . 

Recall that this means that this property of "i^ is equivalent to the existence 
of terms obeying one of a family { 2W} of finite sets of identities. For more 
information, see [46]; the main theorem of [46] immediately yields Corollary 
3.3. The finite sets of identities appearing in 6 (iii) of 3.1 would form a Malcev 
condition were it not for the requirement that 2w+i should follow from Xn 

(after suitably interpreting the function symbols of Sre). The pleasanter identi­
ties appearing in Corollary 5.3 below fail to be a Malcev condition, for the 
same reason. The proof in [46] effectively converts these identities (either 
6 (iii) or 5.3) into { 2n}, but this conversion is not practical. 

We will illustrate Condition 4 of Theorems 3.1 and 3.2 for the variety i^ 
given by the laws 

x = pi(x,y,y) 
pi(x,x,y) = p2(x,y,y) 
p2(x,x,y) = pz(x, y, y) 
P*(x,x,y) = y. 

(By [21] these laws imply the 4-permutability of congruences in ^ , and 
conversely, must hold mW, under some interpretation of pi, p2, pz, xi'lV has 
4-permutable congruences; i.e. they form a Malcev condition for 4-permut­
ability.) The remarks after 5.4 below immediately imply t h a t ^ obeys xy — 
yx in homotopy. To see Condition 4, besides pi, p2 and p%, we need only 
one term: 

G(xi, x2, xz, x4, x5) = pi(pz(xi, x2, x3), x4, x5). 

Then one easily checks that we also have the laws 

G(x, x, x, y} x) = Pi(x, y, x) 
G(x, y, x, x, x) = P2(x, y, x). 
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The diagram below provides a universal scheme for defining a homotopy 
between a/3 and fia. Regarding a and fi as the two loops of a bouquet of two 
circles, denoted oo, we define maps of the five regions below into oo 3 (oo 5 in 
the case of the single G-region) which agree with the indicated maps along 
the boundaries; this is possible since the indicated maps are obviously homo-
topic to a point in each of the three (resp. five) co-ordinates. Then we apply 
the indicated operations in any topological algebra, and the above mentioned 
laws give continuity on overlaps. But clearly the map on the boundary is the 
commutator [fi, a]. 

fi 

fi a a 

I P 1 * * * 

* fi * * * a 1 
a # #• a # #• 

* * * 0 * * « OL 

* * * * * * * * G * a * * * * a: * 

VOL 13 a fi * * a * * * * * * £ # 
£2 * * * 

\ a 13 # * * a * * T* 
£2 * * * 

Pi 

*fi * * (3 13 * * * * * * * 

# # * £2 
0 * * # # « 

# # * £2 

# #• ]8 # a a 

a a #• « * * . * # a 

* # # a: a f3 

— 1 8 

(N.b. Maps a and p are thought of as winding from left to right or top to bottom. The reverse 
maps are denoted a and /3. * is the base point.). 

4. Higher homotopy groups. Let us say that ^ obeys X in n-homotopy 
if and only if irn(<S%?, a) obeys X for every topological algebra s/ £ i^ and every 
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a 6 j / . As is well known, the higher homotopy groups 7rn(j/, a) (n ^ 2) are all 
commutative, and so any group law is equivalent in irn to one of the form 
xm = 1. In what follows, Sn denotes the n-sphere, i.e. the boundary of an 
(n + l)-ball. 

THEOREM 4.1. For any n ^ 2, any variety 'f and any Abelian group law 
xm = 1, the following conditions are equivalent: 

1. Every group in the idempotent reduct of 'V obeys xm = 1. 
2. y obeys xm = 1 w n-homotopy. 
3. 7rn(g r(5 ; i) ,*)^3;5xm = 1. 
4. r&ere a i ^ 5 aw integer M, a triangulation of the unit (n + \)-cube [0, l ] n + 1 

and for each (n + 1)-simplex R of this triangulation a continuous function 
yR:R-^> (Sn)M and an M-ary term aR such that 

(i) aR(yR(P)) = as(ys(P)) in F^iS71) for any P on the common boundary 
of adjacent simplices R and S; 

(ii) for P £ d[0, l]w + 1 , the boundary of the (n + l)-cube, aR(yR(P)) G 5 n ; 
and 

(iii) the mapping d[0, l ] n + 1 —> Sn given by the various aR o 7^, via (i) and (ii), 
is of degree m. 

5. Same as 4, with each yR linear (in some triangulation ofS*1). 

Sketch of proof'. Much the same as that of Theorems 3.1 and 3.2 above. It is 
convenient to make a sixth condition parallel to 3.1(6), which we have not 
stated because it seems complicated; notably, in place of {x^-, aij} pijf r^} 
one has 2n+1 elements of (Sn)M. Now the proof is exactly like that of 3.1; the 
greatest difference being in 5 => 1, which we examine briefly. Again one begins 
by establishing the universal validity of 

aR(x, . . . , x) = x 

mi^ for each R. Now to see 

am = 1 

for any member a of a group G i n ^ , we select an w-simplex A in a triangula­
tion of Sn so that every boundary n-simplex of [0, l]n either maps onto A via 
any component yR

s or misses A altogether. Having oriented A and all simplices 
R of the given triangulation, define for e an w-simplex of the triangulation, and 
e a face of R, 

!

« if Ti?5 \ e traces out A preserving orientation 

a - 1 if 7RS \ e traces out A reversing orientation 
1 otherwise, 

and define 
LR{e) =aR°(gBi(e),...,aB

M{e)) 6 G. 
And now the proof continues as before, except that in place of (2) in the proof 
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of 5 =» 1 above, we simply write 

ni,w = i 
where the product ranges over all faces e of a fixed (n + 1)-simplex R. Since 
there is no natural order to these multiplicands, we need to know that G is 
commutative. But this follows immediately from Corollary 5.2 below, since 
we know 5 => 2. 

COROLLARY 4.2. For m, n ^ 1, ^V obeys X in m-homotopy if and only iff 
obeys X in n-homotopy. 

Proof. If m} n ^ 2, the corollary is immediate. If ^ obeys X in 1-homotopy, 
then "V obeys X in w-homotopy by Theorem 3.2 and 4.1. Finally, if 'V obeys 
X in w-homotopy, then all groups in i^ are commutative (by 5.2 below), and 
so X is equivalent in fundamental groups in ^ to a law xm' = 1, and we may 
apply Theorem 4.2. 

Cartan proved [7] that 7r2(G) = 0 for G any Lie group, and Browder [4] 
extended this result to a wide class of connected iJ-spaces. (I thank S. Schiff-
man for informing me of these facts.) But it obviously fails for groups in 
general, by Theorem 4.1, since there exist non-trivial groups in groups. 
Similarly, Harper proved [22] that if H is a connected i^-space which is a 
finite complex, then TT\(H) obeys the law x2 = 1. But by Theorem 4.1, Harper's 
theorem obviously fails for H an arbitrary topological group. 

5. The groups (and groupoids) in a variety. Theorem 3.2 essentially 
tells us that to know what homotopy laws hold for a v a r i e t y ^ , it is enough 
to answer the purely algebraic question of what group laws hold in all groups 
i n ^ . Naturally we would like to know as much as possible about the class of 
groups which can be made into groups i n ^ , not merely about their identities. 
This section and the next form a preliminary investigation of this topic, about 
which little seems to be known. Nonetheless our main results are about group 
laws, especially 5.1 and its corollary 5.2, which give complete information 
about which varieties have commutative homotopy. Of course every result in 
this section is automatically a result about homotopy groups of topological 
algebras. 

We first give two atypical examples: varieties "f for which the groups in 
are completely known, if ^ is given by the laws 

x(yz) = xz = {xy)z 

F{F{x)) = x 

F(xy) = F(y)F(x) 

then the groups in i^ are precisely the squares G2 of all groups G. (On which 
we may take (a, b)(c} d) = (a, d) and F ((a, b)) = (b, a).) (By an easy argu-
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ment—see e.g. Evans [13] or [48, p. 268], q.v. also for &th powers.) And a well 
known easy argument establishes that the groups G in the v a r i e t y ^ defined by 

F(fx, gx) = x 

fFxy = x gFxy = y 

are precisely those with G = G2. 

We now turn to the main algebraic results of this article. 

THEOREM 5.1 (^ idempotent). If there exists a non-commutative group ® in 
"f, then there exists a nontrivial group £> = (H, o, - 1 , Kt)teT ini^ with each 
Kt a projection operation. In fact, § may be taken as a quotient of ®. 

Proof. We first note that it is enough to prove the Theorem for T finite 
This is easily seen by adding a unary predicate symbol to stand for a normal, 
subgroup of G, together with a name for each element of G, and applying the 
compactness theorem of first order logic. 

We next show how to reduce the proof to the case of singleton T. (Our device 
is well known—see e.g. Padmanabhan and Quackenbush [41].) We replace any 
two operations Fu F2 by the single operation 

F(xi, . . . , xmn) = F1(F2(xu . . . , xn), F2(xn+U . . . , x2n), • • • , F2(. • • , xmn)) 

(where Fi is w-ary and F2 is w-ary). By idempotence, F\ and F2 can be re­
covered from F as 

Fi(xi, . . . , xm) = F(xu . . . , xi, x2, . . . , x2, xz, ,xn) and 

Ji2\Xli ' ' ' i %n) ~ •* \.%1> *^2j • • • i Xn, X\} X2} , Xn), 

and so both hypothesis and conclusion of the theorem are invariant under 
this replacement. 

And so we may assume that © = (G, -, - 1 , F), with G a non-commutative 
group and F: G n - ^ G a homomorphism obeying the law F(x, . . . , x) = x. 
For i = 1, . . . , n we define 

Nt= {F(h . . . , l , x , 1, . . . , l ) : * e G). 
i 

From the laws 

r'Hh • • • , 1, x, 1, . . . , l)y = F(l, . . . , 1, y-'x y, 1, . . . , 1) 

x = F(x,l, . . . ,1) • F(l,x,l, ...)-...- F(l, ... ,l,x) 

(which follow from idempotence), we deduce 
(1) each Ni is a normal subgroup of G; 
(2) NXN2 ...Nn = G. 

Now it is evident that, for each i 
(3) every member of N{ commutes with every member of Nj for j ^ i. 

From (3) we easily deduce that, for each i 
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(3') every member of Nt commutes with every member of Ni. . . Nt. . . Nn. 
(Where A indicates a deletion.) We claim that for some i, Ni. . . N{. . . Nn ^ G. 
Otherwise, by (3'), each Nt commutes with G, and so by (2), G is commutative, 
a contradiction. 

And so without loss of generality N = N2. . . Nn is a proper normal sub­
group of G. We calculate: 

F(xu x2, .•. . , xn) = F(xi, xi, . . . , Xi) • F( l , Xi_1x2, . . . , xi_1xn) 
= #iw (w £ N), 

which obviously implies that congruence modulo TV is an F-congruence and 
that F becomes a projection in the (non-trivial) quotient G/N. 

COROLLARY 5.2 i!V idempotent). Every group in^V is commutative ifand only 
if "V contains no nontrivial projection algebras. 

Proof. (=») immediate; (<=) by Theorem 5.1. 

Corollary 5.2 fails for non-id e m p o t e n t ^ , as we can see by considering any 
non-commutative group and F: G2 —» G given by F(x, y) = 1 (a constant). 
Then (G, F) t "f^ — the variety defined by Fxy — Fyx> but c l e a r l y ^ has no 
non-trivial projection algebras. 

COROLLARY 5.3 ^V idempotent). Every group ini^ is commutative if and 
only if i^ has an idempotent term F(xi, • • • , %N) obeying the laws F(ai) = 
F(TI), . . . , F(o-n) = F{rn), where each au rt is a substitution { 
{x, y}, such that for eachj (1 ^ j ^ N), there exists k (1 ^ k ^ n) with ak(xj) = 
x and rk(Xj) = y (or vice versa). 

Sketch of proof. Suppose we have finitely many equations (*) Ft(x, . . . , x) = 
x and (**) ctj = ($j (in the operations Ft) which rule out projection algebras. 
Following the Padmanabhan-Quackenbush method in the proof of 5.1, we 
construct a single iV-ary term F from which each term ah (3j can be recovered 
by substituting only variables. Using a new iV-ary operation symbol F, take 
the finite set S of all identities F(xil} xi2J . . .) = F(xjl, xj2J . . .) (1 ^ ikijk = 
N) which would be consequences of (*) (**) if F were replaced by the term F. 
It is easy to check that S prevents F from being a projection. Conversion of S 
to the required form is now straightforward by some obvious substitutions. 
Conversely, it is apparent that these identities rule out projection algebras. 

The known examples led me to conjecture the next corollary early in this 
investigation, but I could not prove it until much later. It is analogous to a 
conjecturef of Nation and McKenzie that congruence lattices of algebras in a 
variety which all obey some non-trivial lattice law must obey the modular 
law (see [39]). It is reminiscent of Wagner's theorem [50] that ordered rings 
which obey any extra law must obey the commutative law. 

"f Added in proof. This conjecture has been shown false by S. V. Polin. 
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COROLLARY 5.4. If "V obeys any non-trivial group law in homotopy, then *V 
obeys xy = yx in homotopy. 

Proof. By 3.2, we may assume ^V idempotent. If ^ fails to obey xy = yx, 
then y contains a nontrivial projection algebra, hence (by S and P) a pro­
jection algebra of power 2Xo. Since any topologization of a projection algebra 
is legitimate, we easily find a topological algebra in "V with homotopy group 
not obeying X. 

Moreover, Corollary 5.2 (or 5.3) immediately tells us that if 'V obeys many 
of the familiar Malcev conditions, such as modularity or &-permutability of 
congruences, then groups in "f^ are commutative. (See [46] for references to 
these and other Malcev conditions.) For a projection algebra has all equivalence 
relations as congruences, and hence makes the familiar Malcev conditions fail. 
All we need to see is that the Malcev condition in question admits the forma­
tion of idempotent reducts, and this is often obvious from the specific Malcev 
conditions involved, e.g. those of Day [11] for congruence-modularity. Thus it 
follows directly from Corollary 5.2 that groups in congruence-modular varieties 
are commutative. We present here a proof, due to B. Banaschewski, of a 
stronger ("local") result. 

THEOREM 5.5. / / (G, o, _1, Ft)t^T is a non-commutative group-algebra, then 
(G, Ft)t(zT

2 has non-modular congruence lattice. 

Proof. We will show that (G, Ft)teT
2 has a sublattice of congruences 

with cp 9e yp. We take 

(ai, b1)d(a2, b2) if and only if a\ = a2 

(ai, bi)(p(a2, b2) if and only if b\ — b2 

(#i, bi)\l/(a2, b2) if and only if b\ = b2 and aibia^bf1 = a2b2a2~
lb2~

1. 

One easily sees that <p A 0 is the identity, and since 

(a i ,6 i )0(ai , l)yp(a2,\)d{a2,b2) 

is always true, \p V 6 = G4. Thus we have the pictured sublattice. To see that 
<p 9e i/s take ab ^ ba and observe that 

((a,b), (1,6)) € * > - * . 
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Banaschewski used the same method to verify the au thor ' s conjecture t ha t 
if "V is a congruence-modular var ie ty and (A ,<^~, Ft)teTisa topological algebra 
i n ^ , then for a Ç A, the na tura l action of TTI(A} a) on 7rn(A, a) [the higher-
dimensional analog of an inner automorphism] is always trivial. (See [24].) 
We omit the details. 

Let us say t h a t i^ has a factorable congruences if and only if every congruence 
6 on any SI X 93 G Y is given by (a, b)6(af, b') if and only if a<pa' and b\pb' 
for some congruences cp, \j/ on 21, 93. For more information see [17] or [46, 
Theorem 5.5]. 

T H E O R E M 5.6. If "V has factorable congruences, then every commutative con­

nected groupoid in *V obeys the group law (x = 1). 

Proof. Let ® = (G, D, o, _ 1 , Ft)teT be a commuta t ive connected groupoid 
i n ^ , and define H to be the set of automorphisms in @, i.e. [iso]-morphisms 
with the same domain and co-domain. I t is clear t h a t H is a subuniverse of 
(G, Ft) ter, and so we may define § = (H, Ft) teT. We claim tha t the following 
relation 6 is a congruence on § 2 : 

(«i, Pi)d(a2j fc) if and only if there exist xit yiy zt G G (i = 1 ,2) , with 

Xij&i an identi ty (i = 1,2) , and Xiaiyip^Zi = x<La<iy$<rlz<L> 

Symmet ry is immediate ; reflexivity follows from the connectedness of G\ and 
the fact t ha t 6 is preserved by the operations Ft is immediate from the defini­
tion of "groupoid i n ^ . " I t remains to check t ransi t ivi ty . And so we assume 
tha t (ax, /3i)0(a2, P2)6(azf 03) , i.e. 

XiaiyiPrhi = x2a2y2P2~1Z2 and x±a2y$2~lz± = XzazyzP^Zz, 

where xtytZi is an identi ty (1 ^ i' ^ 4 ) . Define x5, y^ z5 via 

^5 = x2y2ZAXz 

y5 = yz 

Z5 = S 3 X 4 ^ 4 S 2 . 

(A little checking is required to make sure t h a t these products exist.) One 
easily checks t ha t x5y5z?, is an identi ty, and then we compute 

Xr>azy$z-
lzb = X2y2ZA(xza?)y$rlZz)x±yiZ2 

— X2y2Z4L{x±CL2yifi2~lZA)X±yAZ2 

= x2y2{y rl0L2y A)^2~1 {z^xAy A)Z2 

= X2y2&2~l(yr1a2y4)z2 (by commuta t iv i ty ) 

= X2(y2&2~lycl)a2y±z2 

= X2a2(y2&2~lyCl)y&2 (by commuta t iv i ty ) 

= X20L2y2&2~lZ2 

= XiaiyiPrhL 
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Thus («i, j3i)0(a3, fo), establishing transit ivity. And so by congruence-factor-
ability, 0 = <p X ^ for some (p and ^. One easily sees t ha t for all a, (3 Ç i l , 

(a>a)0(/5,j8) f 

and so clearly <p = \j/ = H2, and so 0 = H4. Thus for 1 a fixed identi ty in H 
and all a £ H, 

(1, l )0(a , 1), i.e. 

XiyiZi = x2a:^2S2, i.e. 

a = 3̂ 222̂ 2, an identity. 

Problem 5.7. Is the hypothesis of commutat iv i ty needed in 5.6? (We know 
tha t the connectedness assumption is essential—see after 5.9 below.) 

For groups in ^ , the next corollary is much easier; see e.g. [42, p. 155]. 

COROLLARY 5.8. / / 'f is the variety of rings with unit, or more generally, iff 
obeys the aws 

x + 0 = 0-\-x = x 

x-0 = 0 

then every connected groupoid in ^ obeys the group law x = 1. 

Proof. The facts about / / -spaces mentioned just after Proposition 1.1 tell us 
(using the first equations) tha t such a connected groupoid is commutat ive . 
These equations imply congruence-factorability, and so we may apply Theorem 
5.6. 

The next corollary is immediate from the last corollary and the results of § 1. 

COROLLARY 5.9. Every arcwise connected topological ring with unit has trivial 
homotopy groups icn(n = 1, 2, . . . ) . 

Arcwise connectedness is essential here, as the following example of B. 
Banaschewski shows. We take (Z, + , —, •) to be the ring of integers with 
the discrete topology, and (T, + ) the circle group, i.e. real numbers modulo 1, 
with the usual topology. Consider 

R = (TXZ, + , 0 ) , 

where 

([x], m) + ([y], n) = ([x + y], m + n), and 

([#], m) - ([y], n) = ([nx + my], mn) 

(with [x] denoting the class of x modulo 1). One easily checks tha t R is a 
topological ring with uni t ([0], 1). A similar example (not fully a ring, bu t 
generating a congruence-factorable var iety) can be based on SO (3) X Z. (For 
a general description of constructions of this sort, see the introduction of [16].) 
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The following theorem is related to but much easier than Theorem 5.6 above. 

THEOREM 5.10. If "V has factorable congruences, then every group in *V is trivial. 

Proof. If (G, o, - 1 , Ft) tç.T is a group in ̂ , then we define a congruence 6 on 
(G, Ft)t(zT2 as follows: 

(ai, a2)0(&i, 62) if and only if aia2~1 = 61&2""1-

One immediately checks that 6 is a congruence which is not factorable. 

COROLLARY 5.11. / / "V is congruence-distributive, then every group in i^ is 
trivial. 

Proof. Immediate from A. Hales' observation that congruence-distributivity 
implies congruence-factorability (see [17]). 

It is important to realize that this last result applies (via 3.2) to homotopy 
groups of topological algebras inT^, since every congruence-distributive variety 
has congruence-distributive idempotent reduct (as follows from the Malcev 
conditions for congruence-distributivity [29]). This contrasts with the more 
intricate situation for congruence-factorability in 5.6-5.9 and the example 
following 5.9. 

We close this section with two further results restricting groups i n ^ . First 
say that 7^ is k-indecomposable [6] if and only if no 31 6 i^ can be written as 
a union 3( = 311 \J . . . KJ %k with each 311 a proper subalgebra. The next 
theorem and its proof can be generalized, but for simplicity we state only 
this case. Z denotes the group of integers. 

THEOREM 5.12. If & is a groupoid in a 3-indecomposable variety, then not 
every object in & has automorphism group Z. 

Proof. Supposing, to the contrary, that all such groups are Z, we take 

31 = {(a, p) e G2: ((3 object B) a, p G Aut B). 

Clearly 31 = 3ti U 3l2 \J »8 where 

3Ii = {(«,£) 6 31: a is even}, 

3Ï2 = {(a, 13) Ç SI: fi is even}, and 

3l3 = {(a, p) Ç 81: a + p is even}. 

Let us say t h a t ^ is essentially non-unary if and only if no non-trivial sub-
variety of i^ is equivalent to a unary variety. 

THEOREM 5.13. / / i^ is essentially non-unary, then no group in "f is finite, 
non-commutative and simple. 

Proof. Follows readily from the easy fact of group theory that if G is finite, 
non-commutative and simple, then every homomorphism Gn —> G depends 
on only one coordinate. (See [27, Theorem 9.12b, p. 51].) 
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6. The Abelian groups in a variety. Here we introduce some special 
methods which apply to the Abelian groups in a variety. As we have seen, there 
are many varieties i^ for which these methods will apply to all groups i n ^ . 

For any variety i^ we define a ring with unit Rr as follows. For each w-ary 
operation F we take non-commuting free generators ("indeterminates") 
UiF, . . . , un

F
} and we define 

Rr = Z[ut
F: all F, all i ] /S , 

where 2 is the ideal generated by all a>i — co2 obtained as follows. We first 
recursively define the linearization f of a ^ - t e r m via 

%i = 1 • Xf 

F(au • • • , O = U!Fan + . . . + un
Fân. 

Now let the above wi and co2 be obtained as the coefficients of an arbitrary 
variable Xj in the terms n and r2, where n = r2 is any identity of i^. (It is 
enough to let {n = r2} contain an equational axiomatization of 7^.) 

For any i?r-module 90? we define 2Ï to be the algebra with universe M and 
operations F(xi,. . . , xn) = U\FX\ + . . . + un

Fxn (for each F m the type of7^), 
together with + and —. 

THEOREM 6.1. The mapping 3DÎ —̂> §1 is a one-one correspondence between the 
variety of unital Rr-modules and the variety of Abelian groups in 'f. Thus these 
two varieties are equivalent. 

The proof is straightforward and omitted. Though easy, the theorem gives us 
a valuable viewpoint, especially since we can sometimes identify the ring Ry. 

For example, if 'f is defined by 

xy = yx, 

then 5.2 tells us that all groups in i^ are commutative. Linearization of these 
equations yields 

(a + (i)x = x 

ax + Py = ay + /3x, 

and so Rr is Z[a, fi~\/a = f$, a + /3 = 1, which is isomorphic to the ring 
Z[l/2] of rationals with denominator a power of 2. And so the groups in are 
precisely the uniquely 2-divisible Abelian groups. 

Semilattices have the above two laws and the associative law x(yz) = (xy)z, 
which when linearized yields 

ax + ffay + P2z = a2x + apy + P%. 

Thus Ry, for if the variety of semilattices, is the quotient of the above ring 
Rr = Z[l/2] by the smallest ideal / containing (a — a2). Clearly / also con-
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tains 4 (a - a2) = 2 • (2a) - (2a)2 = 2 - 1 = 1, and hence Ry = 0. Hence 
we have proved 

THEOREM 6.2. Semilattices obey the law x = 1 in homotopy. 

(Closely related results were proved by Anderson and Ward [2] and Brown 
[5]. For instance, Brown's argument essentially shows that all groups are 
trivial in the variety given by the laws x2 = x, 0 • x = x • 0 = 0; this implies 
our 6.2 for compact connected semilattices.) 

For another example, if i^ is given by the laws 

F(F(x,y), F(y,x)) = y, 

then again 5.2 says that groups in "V are commutative, and our ring equations 
are 

a + P = 1 

a2 + fi2 = 0 
2a/3 = 1. 

Clearly these equations are satisfied if we take a = | ( 1 + i) and /3 = \{\ — i) 
in Z[l/2, i], the ring of rational complex numbers with denominators a power 
of 2. In fact one may easily check that this correspondence establishes an iso­
morphism Rr ~ Z[l/2, i]. And so all squares A2 of uniquely 2-divisible Abelian 
groups A can be groups in i^ by taking 

(as an endomorphism of A2). But clearly e.g. Q2n+1 cannot. A cyclic group of 
finite odd order m can be a group in i^ if and only if — 1 is a quadratic residue 
(mod m). (I thank Ann Bateson for simplifying the description of this Rr.) 

Theorem 6.1 tells us that our problem verges into module theory ; and various 
problems present themselves, of which we mention only one. 

Problem 6.3. Characterize those classes of Abelian groups which can appear 
as all underlying groups of i?-modules for a fixed ring R. 

(This is clearly a spectrum problem in the general sense outlined in [14].) 

It should be remarked that of course the variety of Z/mZ modules gives an 
example of a variety obeying the group law xm = 1 in homotopy, but no 
further group laws. 

7. The spaces in a variety. While the main results in §3 and §5 have told 
us a lot about the laws obeyed by the homotopy groups of spaces which can be 
underlying spaces of topological algebras in 7^ (briefly, ''spaces in'f"), we 
naturally would like to have more information about and a better description 
of the spaces in 7^, not just their homotopy groups. Apart from the homotopy 
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information (which is greatly extended in forthcoming work of Ann Bateson), 
very little is known in general. But some suggestive examples have occurred 
sporadically in the literature, making it clear, for instance, that understanding 
homotopy is far from enough. In this section we review a few of these examples, 
because they are probably not well known as a collection of examples, and 
because the very divergence of methods of proof calls for a better understand­
ing: is there a general method (or theory) which subsumes several of these 
examples? We cannot begin to give such a theory, but we give one new result 
(7.7 below) and a possible new viewpoint ("Malcev conditions"). 

7.1 First note that if *V and W are as in the beginning of § 5, then the spaces 
in "jf are simply the squares A2 of arbitrary spaces A, and the spaces i n ^ are 
those A with A2 = A. (And the proofs are completely analogous.) In fact the 
general theory of "&th power varieties" tells us that the spaces m^[k] (see 
[48, § 0] for definitions) are precisely the &th powers of spaces in i^. 

7.2 If Y istheproduct of varieties °tt a n d ^ (see [46, § 0] or [43]), then the 
spaces i n ^ are precisely the products of spaces in 'V with spaces in IV. (The 
proof is apparent from these two references.) 

7.3 The variety ffi of "H-spaces" given by excludes all spheres 
except S1, S3 and S7 (Adams [1]), and all spaces in Jrf? have at least one arc-
component with commutative homotopy (see § 1). Associative i7-spaces (i.e. 
semigroups with unit or monoids) exclude S7 (James [28]), Bing's "house with 
two rooms" (see [35, p. 141]) and certain 3-manifolds [34]. For further con­
crete geometric examples of spaces in and not in various related varieties 
(semigroups with 0 and 1, semilattices with or without 0 and 1), see [32; 
33; 35 and 36]. 

7.4 As is well known, a topological group has a completely regular and homo­
geneous space, and a compact uncountable topological group has power ^ 2No. 
(This last property holds for a wide class of varieties [47, § 3]). In varieties of 
rings obeying xn = x (for some fixed n), the only compact spaces are products 
of finite spaces [30]. 

7.5 If i^ is defined by the identities 

f ( / W , * j ) = x 

F(x, x, y) = y, 

then obviously no non-trivial space in *f has the fixed point property. The 
more stringent equations 

F(f*(x),x,y) = x 

F(x, x,y) = y 
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rule out any space in which some iterate of every function must have a fixed 
point, e.g. any finite complex of non-zero Euler characteristic (see [31, p. 111]). 

7.6 There exists a space A least likely to be a space in a variety. H. Cook 
exhibited [10] a compact connected metric space A such that every map 
A —> A is a constant or the identity, from which it easily follows that every 
finitary operation An —> A is either a constant or a projection. Hence if A is 
a space i n ^ , then every space is a space i n ^ . 

We now give a theorem characterizing spaces (among simplicial spaces) in 
the variety of a "majority function." 

THEOREM 7.7 For A a simplicial complex, the following conditions are equiva­
lent: 

(i)7rn(A)=0 ( n = 1 , 2 , 3 , . . . ) , 
(ii) there exists a continuous ternary operation F: Az —> A obeying the laws 

F(x, x, y) = F(x, y, x) — F(y, x, x) = x. 

Proof, (ii) => (i) by Corollary 5.11, since the laws (ii) are well known to 
imply congruence distributivity. Conversely, given (i), let us construct F 
obeying these laws. Let B be the subspace of A*, 

B = {(x, y, z) : x = y or y = z or z = x] ; 

clearly we may assume that B is a subcomplex of A3. Now one easily defines 

F0:B->A as 

!

x if x = y 
y if y = z 
z if z = x, 

(obviously a consistent and exhaustive set of conditions yielding a continuous 
function). We will be done if we can find F: A* —» A with F \ B = F0. But 
the obstructions to extending to Az{n) \J B are cochains with coefficients in 
Trn(A) = 0, and hence the extension exists (see Hilton and Wylie [24, Chap. 
7])-

As an alternate viewpoint on the question of what spaces can be in a variety 
7^, we can select a property P of spaces and examine 

K(P) = \V\ every space in i^ satisfies P). 

One easily checks that if P is a productive property of spaces, then K(P) 
satisfies all the conditions of [46] which are necessary and sufficient for Malcev-
definability, except perhaps for (v): if S defines a variety in K(P), then so 
does some finite subset of 2. (If P{A) says, e.g., UA has commutative homo-
topy," then K(P) is indeed Malcev-definable, by §§ 3 and 5.) One of the most 
interesting cases would be when P(A) means UA is not homeomorphic to B," 
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for a fixed product-indecomposable space B. I.e., we have 

KB = \V\ B is not a space in Y\. 

We know almost nothing about this KB, even for very simple B such as the 
unit interval. But we have managed to show that (v) above does not hold for 
KB with B = unit interval. For take 2 to be the laws of lattice theory (in A, 
V ) with 0 and 1 together with 

at A ai+i = at (i = 0, 1, 2, . . .) 

f(a2j) = 0 
f(a2i+i) = 1 

Essentially well known connectedness arguments (see e.g. [9; 15 or 33]) tell us 
that A and V must be the ordinary min and max (or dually). From this it is 
easy to see that 2 cannot be modeled on the unit interval, but every finite 
subset can be. Still, we can ask the following question (for definitions, see [46]). 

Problem 7.8 For compact B, is KB weakly Malcev-definable? 

The notion of "weak Malcev condition" is refined in [40] and [3], leading, of 
course, to refined versions of this problem. It would be very interesting to see 
explicit weak Malcev conditions for KB taken as e.g. the unit interval. 

Added in proof. For some further results on spaces in varieties, see my 
abstracts in the Notices of the American Mathematical Society 23 (1976), 
p. A-577 and 24 (1977) (June, to appear). 
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