Adv. Appl. Prob. 43, 847-874 (2011)
Printed in Northern Ireland
© Applied Probability Trust 2011

STATIONARITY AND CONTROL OF A TANDEM
FLUID NETWORK WITH FRACTIONAL
BROWNIAN MOTION INPUT

CHIHOON LEE,* Colorado State University
ANANDA WEERASINGHE,** Jowa State University

Abstract

‘We consider a stochastic control model for a queueing system driven by a two-dimensional
fractional Brownian motion with Hurst parameter 0 < H < 1. In particular, when
H > % , this model serves to approximate a controlled two-station tandem queueing model
with heavy-tailed ON/OFF sources in heavy traffic. We establish the weak convergence
results for the distribution of the state process and construct an explicit stationary state
process associated with given controls. Based on suitable coupling arguments, we show
that each state process couples with its stationary counterpart and we use it to represent the
long-run average cost functional in terms of the stationary process. Finally, we establish
the existence result of an optimal control, which turns out to be independent of the initial
data.
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1. Introduction

Empirical evidence of long-range dependence and self-similarity of the underlying data in
several queueing systems has been observed and analyzed [11], [30], [32], [33]. One simple
concrete explanation for this kind of phenomena is the behavior of superposition of many
ON/OFF sources (also known as ‘packet trains’ [18]) with strictly alternating ON and OFF
periods. Ithas been shown that long-range dependence and self-similarity signatures of network
traffic are successfully described by stochastic models associated with fractional Brownian
motion, abbreviated as FBM hereafter, with the Hurst parameter H greater than % (see [15],
[20], [26], [29], and [30, Chapters 7.2 and 8.7]). It is well known that such models exhibit
both of these statistical features and, therefore, understanding the behavior and control of these
stochastic models are of significant interest. However, the highly non-Markovian nature of
FBM makes it more difficult to analyze the control problems related to such models.

In this paper we focus on a controlled queueing system driven by a two-dimensional FBM
with Hurst parameter 0 < H < 1, and it serves to approximate a controlled two-station tandem
queueing model with ON/OFF sources (when H > %). Tandem systems can be seen in many
applications, such as storage systems and high-speed communication networks, from router
architectures to protocol stacks [14], [24]. Our work is motivated by the recent article of
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Delgado [6], which obtained a reflected FBM model as a limiting process for fluid models with
heavy-tailed ON/OFF sources in heavy traffic. We are interested in the optimal control of such
reflected FBM models (we describe our connection to the work of [6] in detail in Section 3). To
this end, we introduce the notion of ‘thin control’ related to such models with ON/OFF sources
in heavy traffic and obtain a limiting controlled fluid queue driven by a two-dimensional FBM.
For ordinary Brownian networks, this notion was used in [1]. This leads us to consider a
drift rate control problem of a tandem fluid queueing network fed by an FBM at each station.
Our analysis allows these FBMs to be correlated with a constant correlation coefficient. For a
related one-dimensional controlled queue with FBM input, we refer the reader to [10]; our work
extends that of [10] to the two-dimensional situation. The probability estimates for maximum
workload of a one-dimensional queue fed by FBM were obtained in [9] and [35].

Our contributions are two-fold. We consider a state process represented by a two-dimensional
reflected FBM model with Hurst parameter 0 < H < 1. First, we show that, under suitable
moment conditions on initial data, any state process couples with an explicitly described
stationary state process and this coupling time has finite moments. Second, we establish the
existence of an optimal control for a related long-term average cost minimization problem.
Despite the non-Markovian behavior of the FBM, this optimal control is independent of the
initial data. These results are meant as a first step towards the further analysis of networks
with general topology, where the nodes are operating under advanced scheduling and routeing
disciplines in a heavy traffic environment.

There are only a few stochastic control problems for models driven by FBM that are
addressed in the literature. The linear quadratic regulator problem is addressed in [16] and [19].
A stochastic maximum principle was developed and applied to several stochastic control
problems in [3]. We refer the reader to [16] and Chapter 9 of [4] for further examples of such
control problems. In contrast with the models considered in the aforementioned references,
the model described here is motivated by queueing applications in heavy traffic and involves
processes with state constraints. In Section 3 we discuss a concrete example of a queueing
network which leads to our model.

We begin with the definitions of multidimensional FBM and reflected FBM. We closely fol-
low the notation of [6]. Let (2, ¥, (¥7)r>0, P) be a given filtered probability space. A stochastic
process By = {Bp (1) = (B{(?), ..., BJ(t))T, t > 0} defined on (2, F, (¥7);>0, P) is called
a J-dimensional FBM of Hurst parameter H € (0, 1), starting from the origin in RY, with drift
vector # € R” and associated matrix A, if it is a continuous Gaussian process with By (0) = 0,
P-almost surely (P-a.s.) with E[By ()] = ¢t for all + > 0, and its covariance function is given
by

cov(By (1), B (s)) = E[(Bu (1) — #1)(Bu(s) — #5) 1= Yu(s. t)A

for all s,¢# > 0. Here A is a J x J nonnegative definite matrix and
Tu(s,t) = S + 52 — |t —s*H7). (1.1)

Also, it is assumed that By is adapted to the filtration (¥;);>0. We will say that By is a
J-dimensional FBM with associated data (0, H, ¥, A).

Next, let Xo be an Fy-measurable, R’ -valued random vector with E|X(| < oo, defined on
the filtered probability space (2, ¥, (¥7):>0, P). We introduce the process {X g (¢): t > 0} by

Xy(@) =Xo+ By(t) forallt >0,

where By is a J-dimensional FBM with associated data (0, H, ¢#, A). Note that the process
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(X 1 (t))r>0 1s adapted to the filtration (¥7);>0, X #(0) = Xo withE[X g () — X 5 (0)] = vt for
all # > 0, and its covariance matrix cov(X g (¢), Xy (s)) is given by Yy (s, t)A forall s, > 0.
We will say that X g is a J-dimensional FBM with associated data (X, H, ¢, A).

The following definition of a reflected FBM slightly generalizes that of [6] to allow random
initial data. The stationary process (Z*(t));>0 we obtain in Theorem 4.2 below turns out to be
areflected FBM (RFBM) with random initial data Z*(0).

Definition 1.1. An RFBM on § = RJJr associated with the data (Zy, H, #, A, R) that starts
from Zy € S is a continuous J-dimensional process Z, defined on some filtered probability
space (2, ¥, (F1)r>0, P) such that

(i) Zy is an Fy-measurable, S-valued random vector with E|Zy| < oo,
(i) Xy is a J-dimensional FBM adapted to (¥;);>0 with associated data (Zy, H, ¢, A),

(i) Z(t) = Xy(@)+ RL(t) € Sforallt > 0, P-a.s., where R ; is the ‘reflection matrix’,
and the process (Z, L) is adapted to (#;);>0,

(iv) L is a J-dimensional process satisfying L;(0) = 0 for j = 1,..., J, P-a.s. For each
J=1,...,J, L;is continuous and nondecreasing, and L ; can increase only when Z(-)
is on the face Fj ={xes: Xj = 0}, i.e. fé I{Zj(s);é()} dLj(S) =O0forallz > 0.

For our model of the tandem queueing network with two stations, the reflection matrix is

given by
1 0
(10,

In this case, given a filtration (¥7);>0 and a two-dimensional FBM X g adapted to (;)/>0
with associated data (Zg, H, #, A), an explicit construction of the process (Z, L) adapted to
(Ft)i>0 is carefully described in (2.3)—(2.6). The pathwise uniqueness of (Z, L) also follows
from these equations and the uniqueness property of the one-dimensional reflection map. For
a general reflection matrix R associated with a J-dimensional FBM, suitable assumptions on
R to guarantee the strong existence and pathwise uniqueness of such a reflected process Z
satisfying Definition 1.1(i)—(iv) are carefully described in Section 2 of [6]. We also refer the
reader to Theorem 2 of [2] and Proposition 4.2 of [31] for related results on existence and
pathwise uniqueness of Z.

To get an idea of RFBM introduced in the above definition, we note that it behaves like an
FBM in the interior of the orthant S and it is confined to the orthant by instantaneous ‘reflection’
at the boundary dS. For each j, the jth column of the reflection matrix R gives the direction
of the reflection on the jth face F;.

Here, we consider a tandem fluid queueing network with two stations j = 1, 2 (see Figure 1).
At each station, an FBM input with Hurst parameter 0 < H < 1 is added and these FBMs are
allowed to be correlated. The constant drift rates u and u, at these two stations are considered
as control terms. Our interest here is to establish the existence of optimal controls which
guarantee the minimization of an appropriate long-term average cost functional.

In our analysis, the key ingredient in the proof is a coupling method. It helps us to analyze the
behavior of a controlled state process represented by an RFBM with data (Zy, H, —u, A, R),
where u = (uq, uz)T, R is a given 2 x 2 reflection matrix (see Section 2 for more details),
and the Hurst parameter 0 < H < 1. We show that the two-dimensional RFBM with initial
data Zg eventually couples with the RFBM with initial data 0. Typically, such a coupling
argument works with Markov processes. In our case, the main reason for validity of the
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——  System state Z;(t) System state Z,(t)

FIGURE 1: Two queues in tandem with FBM input to each station and controllable static drift rates.

coupling arguments is based on the uniqueness results related to the reflection map (also known
as the Skorokhod map or the regulator map [13, Chapter 2.2], [30, Chapter 13.5]). A similar
coupling method was used in the one-dimensional problem addressed in [10]. Our (coupling)
techniques are different from those employed in [3], [8], [12], and [16].

This coupling argument leads us to establish the existence and uniqueness of a stationary
state process for a given control (u#1, u2). The construction of our stationary state process is
explicit (see Theorem 4.2). For a tandem fluid queueing network with a general input (with
stationary increments) fed only at the first station, the existence of a stationary state process was
established in [5]. In our model, there is a noisy input modeled by FBM at each station and our
results complement the work of [5]. We also obtain the estimates for the tail distribution of a two-
dimensional stationary process. In the discrete setting, when the interarrival time and service
time sequences are stationary, the stability of a system of queues in series was investigated
in [21] and [22]. Our stability arguments in Theorem 4.1(a) complement the results in [21]
and [22]. We refer the reader to [7], [9], and [25] for tail asymptotics of a one-dimensional
queue length process with FBM input. We use the existence and uniqueness of this stationary
process to show that the pay-off from the long-run average cost functional depends only on the
control (u1, uo) and is independent of the initial data. Further analysis of the cost functional
I'(uy, uz) enables us to establish the existence of an optimal control (u7, u3), which minimizes
the cost functional over all available strategies.

The organization of the paper is as follows. In Section 2 we carefully describe our model
in (2.3)—~(2.6) and introduce the long-run average cost functional in (2.7). In Section 3 we
provide a description of a sequence of ON/OFF network models whose limit of suitably scaled
workload processes satisfies our model. This example is based on Delgado’s work [6]. To
obtain the controlled model of Section 2 as the limiting model, we also introduce the notion of
‘thin control’ for the ON/OFF queueing network in heavy traffic. Section 4 is devoted to the
weak convergence results in Theorem 4.1 for the distribution of the state process with initial
data (0, 0). We also construct an explicit stationary state process associated with given control
(u1, uz) in Theorem 4.2. In Section 5 we introduce the above described coupling method and
show that the arbitrary state process Z coalesces with the stationary state process Z*. We
also obtain finite moment bounds for this coalescing time. The main result of this section is
given in Theorem 5.1. In Section 6, by combining the results of Sections 4 and 5 we represent
the long-run average cost functional in terms of the stationary state process and establish the
existence of an optimal control ("‘T’ u?) in Theorem 6.1. Furthermore, it turns out that this
optimal control (u7, u}) is independent of the initial data. We indicate the generalization of our
results to a tandem queueing network that consists of n stations in Section 7. In particular, we
describe the distribution of the stationary process.

The following notation is used. Denote the set of real numbers by R and nonnegative
real numbers by R.. Let R? be the d-dimensional Euclidean space endowed with the usual
Euclidean norm. For a given matrix M, denote by M T its transpose and by M; the ith row
of M. Let I = Ig,x denote the identity matrix for some K. When it is clear from the
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context, we will omit the subscript. For a set A C R4, denote its boundary by dA. When
Supg<y<; | fu(s) — f(s) = O asn — oo forall # > 0, we say that f, — f uniformly on

compact sets. By ‘2’ and ‘> we denote equality and convergence in distribution, respectively.
The class of continuous functions f: X — Y is denoted by C(X, Y). Inequalities for vectors
are interpreted componentwise. We will denote generic constants by K1, K», ..., and their
values may change from one proof to another.

2. Model
Let Wy = (Wy, Wg)T be a two-dimensional FBM with data (0, H, 0, A), where

()

with |p| < 1 and Hurst parameter 0 < H < 1. It is assumed that there exists a complete
right-continuous filtration (%;);>0 such that Wg is adapted to this filtration. We begin with
a two-dimensional controlled state process { Q () = (Q1(?), Qz(t))T}tZo which is an RFBM.
Such a state process satisfying (2.1) below will be obtained as a heavy traffic limit of a controlled
ON/OFF network in Section 3. The process { Q(#)};>0 takes values in the state space S =
[0, o0) x [0, 0o) and it can be written as

Q) = 00) + (T)‘ (?2) Wi () (Z;) o+ (_”;2 1?3) Y () @
forall > 0, where the initial data Q(0) = (Q1(0), 02(0))T € Sand Q(0) is an Fy-measurable
random vector such that E| Q@ (0)| < oco. The constant control vector is given by 8 = (61, )7,
where 6 > 0 and 6, > 0 are constants. Also, o; > 0 and v; > 0 are constants fori = 1, 2
and j = 1, 2, 3. The two-dimensional process {Y () = (Y1(¢), Yz(t))T}tzo satisfies Y (0) = 0,
Y;(-) is nondecreasing with continuous paths and fooo Qi(t)dY;(t) =0fori =1, 2. Next, we
reduce (2.1) to a simpler model given by (2.3) and (2.4) below for further analysis. Consider
the constant matrix

1 (1 O
K=—

[oa] 0 v—l

1%}

and multiply (2.1) by K to obtain

KQ(t) = KQ©) + K ((g O) Wy(t) — K (g;) t+ K (_”1‘)2 0) Y. (22

[ep)) V3
We define

V] Viv3
Z(1) = KQ(), Z(0) = KQ(0), L1(¢)=0—1Y1(l‘), Ly(1) = Eyz(l‘),

and the new constant control vector # = K#. Then our model (2.2) can be written in the form

Z1(t) =Z1(0) + Wi(t) —uit + L1(2), (2.3)
Zr(t) = Z2(0) + o Wa(t) —uat — L1(t) + La(2), 2.4)

where o = vi02/v201 > 0. Thus, the process {Z(t) = (Z1(¢), Zg(t))T},Zo also takes values
in the two-dimensional orthant S. The process Z is adapted to the filtration (¥7);>0. Note
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FIGURE 2: A reflected FBM in the first quadrant with drift vector u = (uy, u3) T and reflection matrix
R=[r.nlrn=00"rn=01-n"

that, fori = 1,2, L;(0) = 0, and L;(-) is nondecreasing with continuous paths and satisfies
fooo Zi(t)dL;(t) = 0. The picture depicted in Figure 2 is useful for a visualization of the two-
dimensional state process Z = (Z1, Z>) " in (2.3) and (2.4). Since Z(0) = KQ(0), the random
vector Z(0) is Fp-measurable, Z(0) € S, and E |Z(0)| < co. Hence, the process Z is an RFBM
with associated data (KQ(0), H, —u, A, R), where

(1 po (1 0
A_<,oa 62> and R—<_1 1).

In the later sections, we will assume a suitable moment condition on Z(0). Using the properties
of the Skorokhod map (see, e.g. [30, p. 439]), we can write

Li(t) = max{o, max (u1s — Wi (s) — Z, (0))}, 2.5)
s€[0,7]

Lo(t) = max{o, max (uzs — o Wa(s) + L1(s) — 22(0))}. (2.6)
s€[0,

Note that, for each j = 1, 2, L;(¢) represents the cumulative idle time in the station j during
[0, t].

The process Z = (Z1, Zz)T can be considered as the workload process of a two-station
tandem queueing system, where the controlled queue is fed by a fractional Brownian motion
to each station. In Section 3 we provide a concrete example based on the recent work
of Delgado [6]. For a chosen constant control u = (u1, uz)—r with u; > 0,up > 0, and
Fo-measurable initial data Z(0) = KQ(0) € S, with E|Z(0)| < oo, the corresponding state
process Z is an RFBM with associated data (Z(0), H, —u, A, R), where A and R are as given
in the previous paragraph. Associated with this controlled state process Z, the controller is
faced with a cost structure consisting of the following three additive components during a time
interval [¢, t + df]:

(i) acontrol cost & (u) dt,
(i1) a state dependent holding cost C(Z(¢)) d¢, and
(iii) a penalty of pydL(t) + p2dL,(¢t) for the idle times at two stations.

Here p; > 0 and p, > 0 are constants, and & and C are nonnegative continuous functions
satisfying some basic assumptions. In the long-run average cost minimization problem (also
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known as the ergodic control problem), the controller’s goal is to minimize the cost functional

1 T

T
I(u, Z(0)) = lim sup —E[/ [h(u) + C(Z(1))]dt + /
0 0

n T [p1dLi(t) + p2 sz(t)]]

1 T
= h(u) + lim sup T E|:/0 C(Z@))dt + p1 Li(T) + P2L2(T):|- (2.7)

T—o00
The functions /& and C satisfy the following standing assumptions.

(H1) The function #: § — [0, oo) is continuous, with (0, 0) = 0 and is increasing to +00
in each variable as the variable tends to co.

(H2) The function C: § — [0, c0) is also continuous with C (0, 0) = 0 and nondecreasing in
each variable, and limy 1y o C(x, y) = o0.

(H3) The function C satisfies the following polynomial growth condition:
0<Cx,y) < KA+ [xI"+ |y

for some constants K > 0 and m > 1. These constants are independent of x and y.

The polynomial growth condition in (H3) for the running cost function is quite common in the
stochastic control problem related to Brownian networks.

3. Controlled two-station fluid models with ON/OFF sources

Here we provide a brief description of a sequence of concrete network models in which the
limit of suitably scaled workload processes satisfies a controlled RFBM model. This example
is based on Delgado’s work [6], whose notation we use throughout this section. It should be
noted that in [6] a more general model is considered, whereas our example in this section is
related to a tandem queue with two service stations. The novel feature here is the introduction
of a ‘thin control’ using the heavy traffic condition.

Consider a sequence of controlled queueing networks indexed by (N, r), where N > 1is an
integer-valued parameter and r > 0 is a real-valued parameter. Each network consists of two
stations (j = 1, 2) and there is a single server at each station (recall Figure 1). In the (N, r)th
network, there are N input sources for each station (e.g. N users connected to the server) and
each user stays connected to the server for a random ON period with distribution function Fi,
and stays off during a random OFF period of time with distribution function F;. It is assumed
that, for each user, these ‘ON’ periods and ‘OFF’ periods are independent of each other. For
eachi = 1,2, assume that 1 — F;(x) ~ ¢;x P for large x, where 1 < 8; < 2, and ¢; and f3; are
positive constants. Hence, each F; has finite mean f; and infinite variance. In the jth station,
ON and OFF periods of the nth user are described by

U(.”)(t) _ ll if the nth source is ‘ON’ at time ¢,
/ 0 if the nth source is ‘OFF’ at time ¢.
Assume that if all the sources are ‘ON’ then fluid would arrive at station j at a deterministic
rate ozj.v forj =1,2.

Next, let P = (pre)2x2 represent the ‘routeing matrix’ of the network. Here pyg is the

proportion of fluid that leaves station k and goes next to station £, and 1 — Zi:] Pike = Oisthe
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proportion of fluid that leaves the network after being served at station k. In our tandem queue

example,
0 1
P=(y o)
0 0

The quantities iy, f2, a{v , aﬁv , and P are considered as system primitives. We let ¢ =
n1/ (g + o), aV = (oe{v, aéV)T andQ = — PT)_I. First, we assume that

lim oV = o,
N—o00
where & = (o, ozz)—r for some oy > 0 and ap > 0.
Then, following [6], we can compute the long-run fluid rate vector A" which satisfies

the traffic equation AY = cQa. Then AV is given by AY = cal and )Y = c(@] +af).

Furthermore,
. N A co
= ()~ ()
For the (N, r)th system, it is assumed that the controlled deterministic service rate at station j
is given by
Mj."(r) = k?’(l + Le),»(r)) for j = 1,2, (3.2)
VN

where the control variables 6 (r) are positive bounded continuous functions and

lim 6;(r) = 0.
r—0o0
More precisely, we assume that
1-H
. 1-H T r 91 (}’) . 91
rli)ngor 0(r) = rlggo <r1_H02(r)> - <92 ’ (3:3)

where 6; > 0 and 0, > 0 are constants and H = %(3 — min{B, B2}) € (%, 1). The mean
service time at station j is given by mjv r)y=1/ M;V (r) for j = 1,2, and the corresponding
mean service time matrix MY (r) is given by MV (r) = diag(m¥ (r), m) (r)). Note that
limy o0 Y (r) = A andlimy oo M" (r) = M, where M = diag(r;!, A, ") and those limits
are uniform on compact sets (in r).

Next, we introduce the fluid-traffic intensity vector of the (N, r)th network by

oN () = MY (AN, (3.4)
It is easy to see that
1
li Nry=e= .
o= )
Then we observe the ‘heavy traffic’ condition

lim VNN (r) — e) = —0(r), (3.5)

which readily follows from (3.1), (3.2), and (3.4). We remark that the effect of the control 6 (r)
in the service rate is of order 1/ /N and also (3.3) holds. Such controls are called ‘thin controls’
(see [1]). In comparison, the heavy traffic condition in [6] assumes that 6 (r) is identically zero
and their network is not controlled.
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To compute the workload process (i.e. the amount of time required for the server to com-
plete processing of all fluids in the queue (or being served)), next we compute the matrix
RNy =1I—MN@)PT" MY (r)~" asin Lemma 1 of [6]. It can be easily seen that

1 0
lim RNr)=R=[ M ,
N—o0 -

A2

which is independent of . Then, we define the cumulative external fluid that arrives at station
Jj during [0, ¢] by

t 1 N
N _ N (n) .
EY @) =) /0 N<ZUj (s)> ds forj=1,2.
n=1
The aggregated cumulative external fluid-traffic process is given by
(EN @) = (EY (1), E5 (1) Thi=0.

The two-dimensional workload process {ZﬂV (t)}r>0 and the cumulative idle time process
{Lﬁv (t)}s>0 of the (N, r)th network satisfy

ZN @) = RN (MY () QEN (r) — RN (r)er + RN (r) LY (1)

for ¢+ > 0. Next, we introduce the scaled processes associated with the (N, r)th network. Let

~ ZN(rt) ~ EN(rt) — crta
ZN@) = W—rHaclﬂ(r)’ EN() = m—ﬂtﬁlﬂ(r) :
- LN (rt)
N —
LNa) = ﬁ—rH£l/2(r),

where /£ (r) is a positive, slowly varying function at oo, as defined in Section 3.3 of [6]. Then,
following the discussions in [6], these scaled processes are related by

ZVN0) = XNo) + RV () LY (1), (3.6a)
where
XN@) = RN (ryM" (nQEN (1) + ‘/—HNRN(r)(pN(r) —e)rt (3.6b)
r
and, for each j,
LY, 0) =0, / ZN.(s)dLY (s) = 0. (3.6¢)
, , on ,

Associated with the scaled processes of the (N, r)th network, we consider a long-run average
cost minimization problem with linear control costs and the corresponding cost functional

T
I,N(0(r),2fv(0)):h(rlHO(r))+limsup%E|:/ C(fjv(t))dt+p-iﬁv(T)], (3.7)
0

T—o0

where p = (p1, p2) " is a constant vector. The function 4 is linear and C satisfies the
assumptions in Section 2. Using Theorem 1 of [6], we can approximate the scaled system
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in (3.6) by RFBM and we can minimize the associated cost functional of the limiting RFBM
system. To obtain the limiting workload process, we introduce different types of convergence
and their notation as described in [6]. We denote the convergence in diitribution in C[0, 0co) by
‘D-lim’ and the convergence of finite-dimensional distributions by ‘lim’. Following the proof
of Theorem 1 of [6] together with (3.3), (3.5), and (3.6), we obtain

D-lim hm XN( )= X(-), where X(t)=RMQBpy(t)— R0t forallt >0,

r—00

where B y is a two-dimensional FBM with H = (3 — min{B1, B2})/2 and covariance matrix
A= dlag(ahma%, Uhm()lz) and O’]m > 01 1s as 1n [6, p. 196]. Note that < H < 1. An easy
computation shows that RMQ = dlag()\l s Ay 1. Therefore, using the contmuous mapping
theorem, as in [6], we obtain the limiting system as an RFBM given by

_ (o7« /A] 0 uit 1 0
z() = ( P )Bﬂm - (W> T (_M/M 1) Lo, (8)

where By (-) is a standard two-dimensional FBM, u; = 61, uy = 62 — A101/A2, L(-) rep-
resents the idle time process, and, for each j, L;(-) is nondecreasing, L;(0) = 0, and
fo Z;j(@)dL;(t) =0. Hence, we see that, with a supenmposed ON-OFF 1nput source and
controllable services times for the queueing system, a suitably scaled workload process in
the limit satisfies the model in (3.8), which is essentially (2.1). With cost structure (3.7) for
the queueing network problem in mind, we intend to study in this paper a formal fractional
Brownian control problem by imposing the cost functional for the limiting model (3.8) as

T
I(u, Z(0)) = h(u) + limsup — ! E[/ C(Z®)dt+p - L(T)}, (3.9)
T—o00 0

where p = (pi, pz)T is a constant vector. Note that 2(u) = u| + uy = a2601/(01 +@2) +
6> > 0. However, we do not attempt to solve the underlying queueing control problem in this
paper. A solution to the limiting control problem with cost functional (3.9) provides useful
insights into the queueing network control problem with associated cost functional (3.7).

4. Weak convergence and stationarity

Recall the model described by (2.3)—(2.6). If the initial data (Z1(0), Z2(0)) = (0, 0) then
the corresponding processes Z(l) and Zg can be written as

Z%(t) = Wi(t) — urt + LY(1) (4.1)
and
Z9(t) = o Wa(t) — uat — LY(t) + LY(t) fort >0, (4.2)

where o > 0O1is a constant, W, and W, are correlated FBMs with constant correlation coefficient
p € [—1, 1] and Hurst parameter 0 < H < 1. Furthermore, we have

L?(t) = max (u1s — W;(s)) (4.3)
s€[0,z]
and

LYt = max (uzs — o Wy(s) + L%s)) fort > 0. (4.4)

We define the vector-valued process VA by (Z%1) = (Z(l) (1), Zg (t))T),zo, and next we establish
the weak convergence of Z° and identify its limiting distribution Z°(c0).
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Theorem 4.1. The following results hold.

(a) Assume that uy > 0 and u; + uy > 0. The process (Zo(t)),zo converges weakly to
the random vector Z°(c0) = (Z(l)(oo), Zg(oo))T ast — oo, where Z(l)(oo) and Zg(oo)
satisfy

Z%(0c0) = sup {W,(s) — uys} (4.5)
0<s<oo

and
Z%(00) 4+ Z9(00) = sup  {(W,(s) — u1s) + (e Wy(r) — uar)}. (4.6)

0<r<s<oo

The random vector Z° (00) has a proper distribution function. (More precisely, Z?(oo) <
oo a.s. ifuy > 0 and Zg(oo) < ooas whenuy >0anduy +uy > 0.)

(b) When uy > 0 and us > 0, the tail distribution of Z°(00) satisfies

lim z2#~210gP[Z)(00) > z] = —0* (u)) 4.7
77— 00
and
1
lim sup 2272 log P[Z) (00) > 7] < ——0"(u2), 4.8)
7—>00 o
where
w2t
0*(u) = >0 foru>0.

2H2H(1 — H)* 21

Proof. (a) First we consider the case in which u; > 0 and u2 > 0. Consider W, and W,,
which are correlated FBMs with constant correlation coefficient p € [—1, 1]. To construct such
a process, we begin with two independent FBMs Y, and Y, and let, for all ¢ > 0,

Wi(@t) =Y, (1), W, (1) = pY (1) 4 pY, (1), 4.9)
where p = /1 — p2. To prove part (a), our first step is to show that
(Z}(T), Z(T) + Z3(T))

£ ((max (Wy(0) =i (). | max _{(Wy(s) —uis +0Wo(r) —war})  (410)

for each T > 0, where Z(l) and Zg satisfy (4.1) and (4.2), respectively. We keep T > 0 fixed
and define (B, (s), B,(s))o<s<r by

By(s) = W((T) = W\ (T —5),  By(s) = Wy(T) — Wy(T —s), (4.11)

foreach 0 < s < T. Then, it is easy to verify that each (B, (s))o<s<7 is a one-dimensional
FBM fori = 1, 2 (see Exercise 5.1.1 of [28, p. 286]). Using (4.9) in (4.11), we also have

E[B (1) By(s)] = E[W () W)(s)] = pYH (s, 1),

where Yy (s, t) is as in (1.1). Since both (B, (s), B,(s))o<s<r and (W, (s), W,(s))o<s<T are
Gaussian processes with the same mean and covariance function, they induce the same measure
wnw on C[0, T']. The point here is that even though (B, (s), B,(s)) depends on T in (4.11), the
measure induced on C[0, T'] is the same as that of (W, (s), W,(s))o<s<T.
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Using (4.1)-(4.4), we can write Z?(T) and Zg(T) in the form

ZY(T) = max (By(T —r) —u\(T =)}

and
Z?(T) + Zg(T) =, max T{BI(T —r)—u1(T —r)+ 0By (T —5) —ux(T — )}

= max {B{(t) —uit + o B,(v) —upv}.

O<v<t<T

We have used the time substitutions t = 7 —r and v = T — s in the last equality. Since
(B, B,) = (W,, W,) on C[0, T'] for each T > 0, the desired equality (4.10) follows. We let

M\ (T) = max {W(s) — uys}
0<s<T

and

My(T) = max (W (s) —uis +oW,(r) —usr}.
0<r<s<T

Since W; has stationary and ergodic increments, we have limr oo W;(T)/T = 0 as. for
i = 1,2 (see, e.g. [23] and [28, Chapter 5.1] for additional properties and a more detailed
description of FBM). Thus, M{(T) < oo and M>(T) < oo a.s. Clearly, (M{(T), M2(T)) —
(M1(00), My(c0)) as T — o0 a.s. and M;(oc0) < oo fori = 1,2. Hence, we can conclude
that

(Z9(T), Z)(T) + Z3(T)) = (M1(00), Ma(c0)) as T — o0,
and, as a consequence, we have

(Z9(T), Z3(T)) = (M1(00), Ma(00) — M1 (00)) as T — oo.
This completes the proof of part (a) for the case in which u; > 0 and u» > 0. For the case in
whichu; > Oand u; +u> > 0, we pick an ¢ > 0 so that min{u, u; +u2} > ¢ > 0. We intend

to show that the right-hand side of (4.6) is finite. Using (4.6), we obtain

sup {(Wy(s) —u1s) + (0 Wp(r) — uzr)}

0<r<s
= OSUP {(Wi(s) —es) + (o W,(r) — (u1 +uz — &)r)}
< sup(W;(s) — &s) + sup(o W,(s) — (u1 + uz — &)s).
s>0 >0

From the above proof for the case in which 1 > 0 and u, > 0, the right-hand side of the last
inequality is finite a.s. Hence, it follows that Z?(oo) + Zg (00) < o0 a.s. and this completes
the proof of part (a).

(b) The result in (4.7) was shown in [7], [9], and [25]. To prove (4.8), we begin with Zg (1)
as in (4.2). Using (4.4), we note that

Lg(t) < L(l)(t) + max (uzs — o Ws(s))
s€[0,1]
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and, hence, by (4.2) we have

Z9(t) < oW, (t) — uat + m[%](uzs — o W,(s))
s€lo,
= Sren[g)i]{a(Wz(t) = Wy(s)) — u2(t — )}

= max {0 B,(s) —uzs} (using (4.11))
s5€[0,1]

max {o W, (s) — uss}.
se[O,t]{ 2( ) 2 }

Thus,

P[Z3(T) = z] < P[Y(o0) > z].
where Y (00) = supg (o Wg(s) — uzs} = o supg {Wg(s) — uzs/o} and Wy is a one-
dimensional FBM with Hurst parameter H. Using (4.7), we can estimate P[Y (c0) > z].
Hence, result (4.8) follows.

When the drift rates u; and u, satisfy the condition u; > 0 > u with u; + uy > 0 (i.e.
up > uy + up > 0), we can replace (4.8) with a weaker upper bound as described below.

Corollary 4.1. Assume that u; > uj; + up > 0. Then (4.7) holds and instead of (4.8) the
following estimate holds for Zg (00):

. _ 1 Uy + un
1 2H=2 160 P[Z9 >zl < — 0* , 4.12
msape logPl22(00) = 2l = —oam O\ T “.12)

where 0*(-) is given in Theorem 4.1(b).

Proof. The estimate (4.7) remains valid since u; > 0. It remains to estimate P[Z(2J (00) > z].
Since Zg(oo) < Z?(oo) + Zg(oo), we estimate P[Z(l)(oo) + Zg(oo) > z]. We pick 0 < g0 <
u1 + up and introduce ¢ = u; + up — ¢/o > 0. Then, using (4.6), we obtain

Z}(00) + Z9(00) < sup(Wi (1) — ot) + o sup(Wa(t) — 61).

>0 >0
Hence,

P[Z0(00) + Z9(00) > 7] < P|:SUP(W1 (1) —ot) > E} + P[sup(Wz(t) —ct) > i]
>0 2 t>0 20

Since ¢ > 0 and ¢ > 0, we can use (4.7) and a straightforward calculation using the above
estimate to obtain

. _ 1 _
lim sup 227 ~2 log P[ 2! (00) 4 Z9(00) > 2] < ~ =m0 o), (4.13)

>0

where

_ . 1 uy+ux—o
6(0,0) = 6*(0), 0* :
(@.0) mln{ @ —i=m ( - )}

Using the expression for 6*(-) in Theorem 4.1(b), we observe that

1 | oo (U1 t+uz—o A
2H?H (1 — H)2(-H) e ol/H ’

where 0 < 0 < uy + up. It is straightforward to compute the maximum value of ] (0,0)

(0, 0) =
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\yhen 0 < 0 < ujy + uy, and it is achieved at o = 0™ = (u; +uz)/(1 +01/H). Moreover,
6(0*,0) = 0*((u1 +u2)/(1 +o'/H)).  Since P[Z3(00) > z] < P[Z)(00) + Z3(c0) > z],
then, as a consequence of the above estimates, we obtain (4.12).

Next, we intend to establish the existence of a stationary process on the same probability
space on which Z° is defined. The coupling arguments in the next section will establish the
uniqueness in law for this stationary process (see Corollary 5.1 below). For a tandem network
with two stations and only one random input process with stationary ergodic increments at
the first station, the existence of a unique stationary process was established in [5]. In our
situation, there are two input noise processes, which are correlated and have stationary ergodic
increments. The following result complements the work of [5] and provides a more explicit
description of the stationary process.

Theorem 4.2. Let uy > 0 and u; + up > 0. Then there is a probability space (2, ¥, P)
supporting Z° as described in (4.1)~(4.4) and a stationary process Z* = (Z*, Z3), which
satisfies the following equations with respect to the same FBMs W, and W, with correlation
coefficient p € [—1, 1]. Forallt > 0,

ZE(t) = ZEO0) + W, (1) — urt + LE(1), (4.14)
Z5(t) = Z3(0) 4+ o Wy(1) — uat — Li(t) + Li(1). (4.15)

Here
L1(0) = L3(0) =0,
and L(t) and L%(t) are nondecreasing, continuous processes adapted to the filtration
of (Wy = (Wi, Wa) T}, which also satisfy
0
/ ZXt)dLi(t) =0 fori=1,2. (4.16)
0

Let g(x) = e, where 0 < a < 2(1 — H). Then E[g(Z*(t))] < oo and, consequently,
E|Z*(t)|N < oo for every N > 1.

Proof. We begin with two independent two-sided FBMs, Y, and Y,, defined on some
probability space (2, F, P) (cf. [23]). Thus, Y7 and Y> are defined for all —co < t < 4-o00.
Welet W, =Y, and W, = pY, + pY,, where p = /1 — p2. Then Wy (1) = (UAGH Wz(z‘))T
is defined for all —o0 < ¢ < +o00 and W, (0) = 0.

Next, we consider the two-dimensional ‘free process’

(W (t) — urt, (Wy (1) — urt) + (e Wy(t) — upt)) "

for all —oco < t < 4o00. Introduce the two-dimensional process (X (¢), Y DN using the
reflection map described below. We write

X(0) =W () —ut — _inf _{W;(s) —uys},

Y() = W) —uit +oWy(t) —ust — B inf (W (s) —u1s +oW,(r) — usrr},

oO<Ss<r=t

for all —co <t < +o00. Using the fact that lim),|— o0 |W;(#)|/]f| = 0 a.s., it is easy to check
that X (¢) and Y (¢) are finite for every —oo < t < +o0.
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We intend to show that (X (¢), Y (¢)) 2 (X(0), Y(0)) forall t > 0. Fix t > 0, and note that
we can write

X@)= sup [W (@) —Wi(s)—ui(t—ys)l, 4.17)
—00<s<t

Y = sup  [W () = Wi(s) —ui(t —s) + o (W, (1) — Wy(r)) —u2(t —r)]. (4.18)
—00<S<r=<t

Fori =1,2,let B;(s) = W,;(t) — W, (¢t — s) for all s > 0. Then it is straightforward to check
that B, and B, are also one-dimensional FBMs with the same correlation coefficient p. It is
important to note that B, and B, depend on ¢ by their definitions. Substituting B, and B,
into (4.17) and (4.18), and then using the time substitutions s = ¢t —s > 0and 7 =t —r > 0,
we obtain

X(t) = max (B{(S) —u15) and Y () = max [(B{(S) —u1s) + (o By(¥) — usi)].
0<s<t 0<r<§<t
We observe that Y (1) > X (¢) for all ¢, by letting ¥ = 0. We recall that

{(By(5), By(): s = 0} = {(W,(s), Wy(s)): s > 0},

and, therefore, we conclude that

(X(t)) D SUP)<s<oo (Wi (s) — uis) “.19)
Y(t) SUPo<,<s <ol (W) (8) — u1s) + (6 W,(r) —uar)l) ’
Note that the right-hand side of (4.19) is independent of ¢ and, hence, (X (¢), Y (¢)) is a stationary

process. In particular, (X (¢), Y (¢)) 2 (Z?(oo), Z?(oo) + Zg(oo)) for all > 0, where Z(l)(oo)
and Zg(oo) are given in (4.5) and (4.6). Next, we define

ZZo\ (1 0\ (X0
<Z%(t)> = (_1 1) (Y(t)) for all t > 0.

Then, clearly, Z* = (Z7, Z;)T is also a stationary process. Since Y (f) > X (t) > O for all ¢,
we have Z(t) > 0 and Z3(¢) > O forall t > 0. We let

ZT(t) = sup (u1s — Wi(s)),

—co<s<t

L5y = sup  (uys — W(s) + uar — o Wy(r)).

—00<S<r=<t

Note that Z7(0) = ZT (0) and Z5(0) = Z; 0) — ZT (0). Define the processes L7 () and L3(-)
by
L) = max{0, max (w5 — W,(s) = Z; 0D},
s€[0,1]

L) = max{o, max (us — 0 Wa(s) + Li(s) - Z;‘(O))},

for all + > 0. Then, clearly,
Li(r)=Li(1)— Z5©0) and L3(t) = Li(1) — ZF(0) — Z5(0)

hold for all #+ > 0. Now, it is straightforward to check that the above defined processes
(Z} (1), L7 (1)) fori = 1,2 satisfy (4.14)—(4.16).
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Letg(x) = e, where 0 < @ < 2(1— H). To show that E[g(Z*(¢))] < oo, we observe that
|Z*(t)| < Z(t) + Z5(t) = Y (¢) forallt > 0. Using (4.6) and (4.19), Y (¢) 2> Z(l)(oo)+Z(2)(oo)
for all + > 0. When u; > 0 and up > 0, we can employ the tail distribution bounds (4.7)
and (4.8) in Theorem 4.1 to conclude that E[g(Z*(#))] < oo. Ifu; > u; +up > 0, we
can use (4.7) and the tail estimate in Corollary 4.1 to obtain E[g(Z*(¢))] < oco. Hence, as a
consequence, E[Z(l)(oo) + Zg(oo)]N < oo for each N > 1. This completes the proof.

Remark 4.1. Consider the two-sided filtration (£;: —oo < t < o0) defined by
Fr=0({Wh(s): —oo <s <1t})

for each —00 < t < o0 and allow each F; to have all the null sets. Here Wy is the two-sided,
two-dimensional FBM introduced in the above proof. Then it is evident that the stationary
process Z* is adapted to the filtration (¥7);>0.

5. A coupling time result

Consider the probability space (€2, ¥, P) described in Theorem 4.2. Let (¥7);>0 be the
filtration described in Remark 4.1. Then Wy = (W, Wz)—r is adapted to (F1);>0 and Z*(0) is
Fo-measurable, where Z* is the stationary process defined on (€2, , P). Henceforth, all our
processes are defined on (2, ¥, P) and adapted to the filtration (¥;);>0. The one-dimensional
FBMs W, and W, are correlated with a constant correlation coefficient p. Next, recall that our
model Z = (Z1, Z») " is described by

Z1(t) =Z1(0) + Wy(t) —uit + Li(2) (5.1
and
Zy(t) = Z2(0) + o W, (t) —upt — L1(t) + La(¢) fort > 0. 5.2)

Here o > 0 is a constant, and Z;(0) and Z,(0) are nonnegative, ¥p-random variables which
satisfy the condition

E[Z1(0) + Z2(0)] < oo. (5.3)
Recall that the nondecreasing processes L (-) and L»(-) are given by
Li(t) = max{O, max (u1s — Wy (s) — Z, (0))}, (5.4)
s€[0,]
Ly(t) = max{O, max (u2s — o Wy(s) + Li(s) - 22(0))}, (5.5)
s€|0,1

for all > 0. Also, we define the processes Zl(o) and Zz(-) by
1) = Z10) + L1 (1) = max| Z,(0), max (s — W, ()}, (5.6)
s€[0,1]
Ly(t) = Z1(0) + Z2(0) + La (1)

- max{Z1 (O) + Z2(0). max (uas o Wa(s) + L (s))}. 5.7)

Then (5.1) and (5.2) can be written as

Zy(1) = Wy (t) — gt + Ly (1),
Zy(t) = o Wy(t) —ust — L1 (t) + La(t) forallz > 0.
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Itis evident that L (0) = Z(0), L>(0) = Z;(0) + Z2(0), L;(-) is nondecreasing with contin-
uous paths, and fooo Zj(t)dL;(t) =0for j =1,2.

Our aim in this section is to show the existence of a stopping time T > 0 such that Z(¢) =
Z%(t) forallt > 7 and E[t] < oo. Here, {Zo(t)}[zo is the process described in (4.1) and (4.2).
Furthermore, we show that if E[Z1(0) + Z»(0)]¥ < oo for some N > 1 then E[tV] < 0.
From these results, it also follows that the stationary process Z* in (4.14) and (4.15) is unique
in law. Our first lemma is a variant of Proposition 4.1 of [10], and the difference here is that
we allow Z1(0) to be a random variable.

Lemma 5.1. Assume that (5.3) holds. Let the processes L(l) and Zl be as in (4.3) and (5.6),
respectively. Then there is a stopping time t1 such that L(t) = L?(t) forallt > t1 and
E[t1] < oo. In addition, if we assume that E[Z; OV < oo for some N > 1 then E[‘L'IN] < 0.

Proof. We begin by introducing the stopping time 71 and then showing that E[r{V ] < o0if
E[Z1(0)]" < oo for some N > 1. This establishes both parts of the lemma. Let

7 = inf{r > 0: LY(r) = Z(0)}, (5.8)

where the infimum over an empty set is defined to be co. Note that

E[t]] = N/O NPy > 1]dr = N/O NP () < Z1(0)] e, (5.9)

and
PILY(t) < Z1(0)] = P[Sren[g)é](ms — W) < Z10)] 5.10)
<P[W,(@) + Z1(0) > uyr]
< P[Wl(t) > %t:| —i—P[Zl(O) > %z] (5.11)

Fort > 0,Z = W,@)/ tH is a standard normal random variable. For y > 0, it is known that
1

1 2
PZ>y]<——=—c/?
Y V2 y

and, hence, for t > 0, we have

2
ui Ul _g 1 2 Uy 2(1-H)

Pl W, (¢ —t|=P|Z > —t <—— ——t . 5.12

= S el S| el e

Using (5.9)—(5.12), we have

E[t]V] < 1+N/ NUPILY() < Z1(0)]dr
1

< 1+N/ootN‘1<P[W1(t) > Et:| +P|:£Zl(0) > tD dt
1 2 U

2 N [ : 2\"
<1+ ——f (NHH=2 exp(—htm_m> dr + <—) E[Z1(0)]".
uy 2w N 8 ui

The above integral is finite since H < 1 and, hence, E[rlN ] < oo by the assumption that
E[Z1(0)]Y < oo. This completes the proof.
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In the next lemma, we consider any stopping time t with respect to the filtration (¥7):>0.

Lemma 5.2. Letu; > 0 fori = 1,2, and let T be any stopping time such that E[t"] < oo for
some N > 1. Then

E[ max_uys — Wl(s)IN] +E[ max_|uzs —0W2(s)|N] <Cy[1+E[ZV],  (5.13)
0,7] s€[0,7]

s€(0,t

where C > 0 is a constant which depends only on uy, up, and N.

Proof. Forsimplicity, we only show that E[max,e(o,7] lu2s — o W, ()| ] < Ky [1+E[tV]],
where Ky > 01is a constant that depends only on #» and N. An estimate for E[max,c[o,7] [u15—
W1(s)|V] can be obtained along the same lines of the following proof. We begin with the fact
that

max _|uzs —oWy(s)| < uxt +0o max_ |[W,(s)| as.
s€[0,7] s€[0,7]

Hence, foreach N > 1,

E[ max |uzs — aWz(s)|N] < 2N—1[u9’ E[zV] +0NE[ max |W2(s)|N]]. (5.14)
| s€[0,1]

s€[0,1;

For 0 < H < 1, it is known from Corollary 3.1 of [34] (see also Theorem 1.2 of [27],
Exercise 5.1.5 of [28], and the recent article [17] for the analysis of a related martingale) that

E[ max |W2(s)|N] < Cy.z E[7VH], (5.15)
s€[0,7]

where Cy g > 0 is a constant that depends only on N and H. Since 0 < NH < N,
E[t"] < 1 + E[t"]. Now combining this estimate with (5.14) and (5.15) yields the desired
result.

Lemma 5.3. Assume thatE[Z1(0)+Z,(O)]Y < oo forsome N > 1 andthat A is an Fo-random
variable such that E[AN] < oo for some N > 1. Let 1| be the stopping time defined in (5.8).
Define M(t) = maxgco,;1(u2s — o W,(s)) for all t > 0. Then there exists a stopping time
Ty > 11 such that

Uty —oWy(12)) > A+ M(11) as. (5.16)
and
E[t)'] < oo. (5.17)

Proof. By Lemma 5.2, M (t1) is finite a.s. We let
Ty = inf{t > 0: ust —oW,(t) > A+ M(11)}, (5.18)

where we set the infimum over an empty set to be co. Since lim;— oo (2t — o W, (1)) = +00
a.s., 77 is also finite a.s. By the definition of M (1), it clearly follows that t; > 7 a.s. Next, we
show that 7, is indeed a stopping time. Since t; > 77 a.s. and 77 is a stopping time, we have,
for fixed s > 0, {To > s} N {r] > s} = {r1 > s} € F5. On the other hand,

(o >stN{tr <s}={M(Gs) <A+ M(11), 11 <5}
={M(s) <A+ M(T1)1{11<s}a T < s}
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Observe that M (-) is a nonnegative, continuous, nondecreasing process adapted to (¥3). There-
fore, we find (by standard discrete approximation) that M (1)1, <5} is an Fj-random variable.
Recall that A is an Fp-random variable. Hence, {t» > s} N {11 < s} € ¥F; and, consequently,
the result in (5.16) follows.

To establish (5.17), note that

o0 o
E[c)] = N/ NPl > 1]dr < 1+ N/ NPy > 1]dt, (5.19)
0 1

and, from (5.18),
Plty > 1] = P[A + M (1) + o W, (?) > upt]

<PlA> 21| +P| M) > 2o +P[Wo0) > 24|, (520)
3 3 30
Since E[A"] < 00, we have

R t
N/ tN‘lP[AzL%]dt<oo.
0

The assumption that E[Z;(0) + Zr(O]N < o0 implies that E[rlN] < oo by Lemma 5.1. Next,
we can employ Lemma 5.2 with the stopping time 7; to conclude that E[M(7)]¥ < oc.

Therefore,
® Noi uz
N/ t P(M(z)) > ?t dr < oo. (5.21)
0
Finally,
u 1 30 u% 21—H)
PlW,1) > —t| < — —— —z ¢
[ 202 3, } = 2x uat A exP( 1852
holds for r > 0 as in (5.12) and, hence, we can conclude that
* Noi U2
N/ t Pl W,() = 3—t dt < oo. (5.22)
1 o

Combining (5.19)—(5.22) it follows that E[‘L’ZN ] < oo. This completes the proof.
Next, we employ the above three lemmas to prove the following proposition.

Proposition 5.1. Assume that E[Z1(0) + Z, )N < oo for some N > 1, and choose A =
14+ Z1(0) + Z2(0) > 0 in Lemma 5.3. Let the stopping times 11 and 13 be as defined in (5.8)
and (5.18), respectively. Then, for all t > 1,

(a) maxse[r;,rj(uas — o W,(s) + L(l)(s)) > max{Lg(rl), Zz(rl)} a.s., and
(b) Li(1) = LYt), La(t) = LY(t), and E[rV] < o0,

Proof. By the definition of 75 in (5.18) we have

urt —oWy(m) > A+ rr[l(;dx](uzs —oW,(s)) = Z1(0) + Z2(0) a.s.
selU, 71
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Since 1) > 11, when t > 17, we obtain

Ir[laxt](uzs —oWy(s) + LY(s)) = uaty — o Wy (12) + LY (12)
selTy,

> A+ max (uzs — o W,(s) + LI(s))
s€[0,71]

> Z5(0) + max (ups — o W,(s) + L, (s)).
s€[0,71]

Also, we obtain

max (uzs — o W,(s) + L?(s)) > uyt) — o Wy(2) > Z1(0) + Z2(0) as.

s€lry.t]

Hence, it follows that

rr[lax](uzs —oW,(s) + L(l)(s)) > max{Lg(tl), Zz(l’l)} a.s.
selTy.,t

for all > 15. Therefore, part (a) follows.
For part (b), by Lemma 5.1 we already know that L (¢) = L(l)(t) for t > 1. Using this fact,
whenever ¢t > 15, we can write

L = max{zl<0) + Z2(0), max (uas = o Wa(s) + L1(s)),
s€[0,1g

max (uzs — o W,(s) + Zl(s))}
s€[1y,t]
= max{ZQ(fl), max (uzs — o W,(s) + Zl(s))]
s€[r,1]

= max (uzs —oW,(s) + Zl(s)).

s€lr,1]

Therefore, Zz ) < Lg(r) whenever ¢ > 1. On the other hand,

L9t) = max[Lg(rl), max (uas — 0 Wa(s) + L?(s))}
se|T],t

= max (uzs —oWy(s) + L)) forallt > 1.
selTy.t

This yields Zz(t) = L(z)(t) for all + > 15. We have already established E[1:"Y] < 00 in
Lemma 5.3. This completes the proof.

We now state and prove the main coupling time result in this section.

Theorem 5.1. Let Z be a process that satisfies (5.1) and (5.2) with E[Z1(0) + Zr ()N < 00
for some N > 1. Then the following statements hold.

(a) There exists a stopping time T such that Z(t) = Z%) forallt > v and E[tV] < oo,
where Z0 is the process that satisfies (4.1) and (4.2).

(b) There exists a stopping time T such that Z(t) = Z*(t) = Z°(t) for all t > T and
E[TV] < oo, where Z* is the stationary process described in Theorem 4.2.
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Proof. Part (a) clearly follows from Proposition 5.1 and the representation of the process Z
in (5.1)—(5.7). To establish part (b), note that

Z;(0) + Z3(0) 2 Z(00) + Z3(00),

where Z(l)(oo) and Zg(oo) are described in (4.5) and (4.6). Using the tail estimates in (4.7)
and (4.8), it clearly follows that

E[Z](0) + Z5(0)]" < oo foreveryn > 1.

Consequently, we can apply part (a) and, thus, there is a stopping time 7* > 0 such that
Z*(t) = Z°@t) forall t > t*. Let Z be any other process, which satisfies (5.1) and (5.2) with
E[Z1(0) + Z2(0)]"Y < oo for some N > 1. Then there is a stopping time 7 satisfying part (a).
LetT = 7 + t*. Then

Z()=2*t) = Z2°@) forallt > T,

Since E[t"] < oo and E[(r*)N] < 00, it follows that E[TV] < co. This completes the proof.
The following corollary is an immediate consequence of the above theorem.

Corollary 5.1. Let Z* be any other stationary process that satisfies (4. 14) (4.16) with the
moment condition E[Z* 0) + Z* (0)] < oo. Then there is a stopping time T such that Z*(t) =
Z*(t) for all t > T and E[T] < oo. Hence, the stationary process Z* is unique in law.

6. Cost minimization

In this section we analyze the cost structure described in (2.7) and address the associated
cost minimization problem. Our state process Z = (Z1, Z) 7T is adapted to (¥7);>0, and it sat-
isfies (5.1) and (5.2). We assume that the initial data Z(0) satisfies the moment condition (5.3).
For the cost minimization problem with cost functional 7 (z, Z(0)) in (2.7), the running cost
function C satisfies assumptions (H1)—(H3) given in Section 2. Henceforth, we say that a state
process Z is an admissible state process if the initial data Z(0) satisfies the moment condition

E|Z1(0) + Z2(0)|"™*' < 0o, where m > 1is as in (H3). (6.1)

To address the cost minimization problem, first we show that the cost functional 7 (u, Z(0))
described in (2.7) is independent of the initial data Z(0), and we obtain a representation for it
using the stationary distribution Z* of Theorem 4.2. This representation will be used to address
the cost minimization problem. We begin with the following lemma.

Lemma 6.1. Let the process Z satisfy (5.1), (5.2), and (5.3). Then

. 1
Tli)moo T E[L(T)] = uy, (6.2)
1
Iim —E[Ly(T)] = u; + us. (6.3)
T—oo T

Proof. Since E[Z1(0)] < oo from condition (5.3), conclusion (6.2) can be obtained by
following the proof of Lemma 3.1 of [10]. For (6.3), we begin with the definition of the standard
one-dimensional reflection mapping (Skorokhod map) I'": C([0, c0), R) — C([0, c0), R),
which is defined as

T(f)@) = f() +max[0, Srerl[%>§](—f(s))] for f € C([0, 00), R) and 7 > 0.
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Then we have Z>(1) = I'(Z2(0) + o W, — use — L1)(t), where e(z) =t for all 1 > 0. Since
ust + L1(¢) is nonnegative and nondecreasing in ¢, we have

Z5(0) 4+ 0 Wy(1) — ust — L1(t) < Z2(0) + o W, ().

Therefore, from the basic properties of the Skorokhod map (see, for instance, [30, p. 439]), we
have
0= Z(1) ST (Z2(0) +0Wp)0) = 2(Z2(0) + max o|Wr(s)]). (6.4)
s€l0,1

Hence,
o < ElZa(D)]
- T

%(E[Zz(O)] + E[Sg[l&?] 0|W2(S)|]>

IA

IA

2 H
T(E[Zz(())] + K\ T™)

— 0
as T — oo. Here K| € (0, 00) is a generic constant independent of 7' (see [28, p. 296]). Since
Lo(T) = Zo(T) — Z2(0) — o Wy(T) +usT + Li(T), E[W,(T)] =0,

and using (6.2), we obtain lim7_, oo (1/T) E[L2(T)] = u1 + us.

Remark 6.1. The estimate in (6.4) also implies that lim7_, oo Z2(T)/T = 0 a.s. A simi-
lar estimate in [10] can be used to show that limr_,o Z1(T)/T = 0 a.s. Consequently,
limr_ 00 L1(T)/T = up a.s. Using this with (6.4) also leads to lim7 oo L2(T)/T = uj +un
a.s.

Proposition 6.1. Ler Z be an admissible state process that satisfies (5.1), (5.2), and (6.1). Then

T
lim ~E / C(Z1(1), Za(t)) dt = E[C(Z}(c0), Z3(00))]. (6.5)
T T Jy

Proof. Since E|Z1(0) + Z» (O)|’”‘"l < 00, we can use Theorem 5.1 to conclude that there
exists a stopping time 7 such that Z(t) = Z*(¢) for all t > T and E[?"+!] < o0o. Furthermore,
Z* is a stationary process and (Z7 (1), Z5(1)) = (Z?(oo), Zg(oo)) for all ¢+ > 0. Therefore, to
establish (6.5), it suffices to show that

lim %E fr C(Z1(t), Zo(t))dt = 0. (6.6)
0

T—o00

This will follow if E for C(Z (1), Z>(t))dt < oo, and, hence, we establish this fact in the
argument below.

Using (H3), thereis anm > 1 such that 0 < C(x, y) < K(1 4 |x + y|") for all x > 0 and
y > 0, where K > 0 is a constant. Therefore,

E /0 C0, 220 ar < KE[(14 max 12100+ 220"
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We have, by Theorem 5.1, E[T"1!] < 0o and, thus, the right-hand side of the above inequality
is finite, if we establish that

E[(tg%g% 1Z1(t) + Zz(t)|'")?] < 0. (6.7)

But, using Holder’s inequality with p = (m + 1)/m and ¢ = m + 1, we have

X X

t€[0,7 te[0,T

E[( max 120 + 201" )7] = (E[ max 17100 + zz(t)|’"+1])m/('"“)(E[?'"“])”(’"“).

Since E[T"*!] < oo, it remains to establish that E(max;cjo.7]|Z1(t) + Z2()|"+!) < 00 to
guarantee (6.7). Using (5.1)—(5.5), we obtain

E[ max_|Z1(t) + Zz(t)|m+l]
1€[0,7]
< Kz(E|Zl(0) + 20" + E[ max [uzs — ng(s)r"“]
1€[0,7]

_ m+1
+E[t1€1%(2)1%|u1s Wy (s)| ]) (6.8)

where K7 > 01is a generic constant which may depend on m. Following the proof of Lemma 5.2
and using the fact that E[T"*1] < 0o, we have

E[ max —oW m+1] < oo and E[ max - W ’"“] < 00.
,max luzs — o Wy(s)| max uys 1)1

Therefore, we can conclude that the left-hand side of (6.8) is finite and this establishes (6.7).
Hence, (6.6) follows. To complete the proof, we should check that E[C(Z?(oo), Zg(oo))] is
finite. But, this directly follows from the tail distribution asymptotics of Z9%(0c0) described
in (4.7) and (4.8). This completes the proof.

Let us introduce F(uy, uy) = E[C(Z(l)(oo), Zg(oo))] for all u; > 0 and u, > 0. We intend
to establish the continuity of F on the domain

D ={(uy,u): uy > 0anduy > 0}.

To help the arguments in the next proposition, we introduce the following notation. Let the
random variables G (#) and H (u, v) be defined by

G(u) = sup(W,(s) — us), H(u,v) = sup [(W,(s) —us) + (cW,(r) —vr)]

0<s 0<r<s

forallu > Oandv > 0. By Theorem 4.1, Z{(c0) = G(u1) and Z{ (c0)+ Z9(c0) = H (u1, u2).
Also, note that H (u, v) is ﬁniteif u > 0and u + v > 0, as noted in Theorem 4.1(a).
We also define the function C on the set {(x, y): y > x > 0} by

C(x,y) =C(x,y — x). (6.9)

Hence, it follows that R
F(u,v) =E[C(G(u), H(u, v))] (6.10)

forallu > Oand v > 0. Foreachu > 0 and v > 0, F(u, v) is finite. If v > 0, this follows
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from the fact that
H(u,v) < G@u)+sup(oWy(r) —vr) < oo,
0<r

the polynomial growth condition of C in (H3), and the tail estimates (4.7) and (4.8). If v =0, a
very similar argument using the estimate in the proof of Theorem 4.1(a) guarantees the finiteness
of F(u,v).

Proposition 6.2. Under the assumptions of Proposition 6.1, the following statements hold.
(a) The function F(u, v) is continuous on the domain D = {(u,v): u > 0 and v > 0}.

(b) The function F (u, v) is decreasing in the variable v and lim, vy— 0,5) F (1, v) = oo for
each b > 0.

Proof. Let (a, b) € D. We pick § > 0 such that 0 < 35 < a. To show the continuity of F
at (a, b), we pick a sequence (a,, b,) which converges to (a, b) as n — oco. Without loss of
generality, we assume that a, > 3§ for all n. Our first step is to show that G(a,) — G(a) a.s.
and H(a,, b,) — H(a, b) a.s. as n tends to co. Since lim;_, o W(i)(t)/t =0as.fori =1, 2,
there exists a 71 (w) > 0 such that max{W(t) — 8¢, 0 W,(¢) — 6t} < Oforallt > Ti(w). We
let

To(w) = max{Tl (w), l max (oW, (t) — SI)},
8 1€[0,T1 (w)]
and To(w) > 0 is finite. Then clearly it follows that

G(ay) = max (Wy(s) —ays) and G(a) = max (W (s)—as).
0<s<Ty(w) 0<s=<Tp(w)

From this, it is evident that |G (a,) — G(a)| < Tp(w)|a, — a| and, thus, G(a,) — G(a) as n
tends to oo.
Next, we consider
H(a,, b,) = sup [(Wl (8) —aps) + (O’Wz(l’) —b,n)l.
0<r<s
Since a, > 35 > 0 and b, > 0, we obtain the following estimates. For any s > Tp(w) and
r S s’
(W1(s) —ans) + (e Wy(r) — bpr) < Wi(s) — 38s + o W,(r)
< (Wi(s) —8s) — s + (o W,(r) — br)
< =85+ max (oW,(r)—dr)
T ()]

relo,

A

< 0.
Therefore, we can write

H(ap,by) = max  [(W(s) —ays) + (o W,(r) — byr)]

0<r<s<Ty(w)
and, similarly,

H(a,b) = max  [(W(s) —as) + (c W,(r) — br)].

0<r<s<Ty(w)
Hence, we obtain
|H (an, by) — H(a, b)| < To(w)(lay — al| + |b, — b).

Since Tp(w) > 0 is finite, we have H (a,, b,) — H(a,b) asn — oo.

https://doi.org/10.1239/aap/1316792672 Published online by Cambridge University Press


https://doi.org/10.1239/aap/1316792672

Stationarity and control of a tandem fluid network 871

Our second step is to obtain an integrable upper bound for C(G(ay,), H (a,, b,) — G(ay)).
Since C(x, y) is nondecreasing in each variable, we have

0 < C(G(an), H(an, by) — G(an)) < C(G(an), H(an, by)).
Since a, > 36 > 0 and b,, > 0, we also have

0=<G(ay,) <G(@) and 0 < H(an,by) < G(8) + sup(oc Wy(r) — 6r).
0o<r

Therefore,
0 < C(G(an), H(an, by) — G(an)) < C(G(8), G(8) + G (8)), (6.11)

where 5(8) = supy, (o W, (r) — ér). Using the tail estimates (4.7) and (4.8), and the polyno-
mial growth condition of C in (H3), it follows that

E[C(G(S), G(8) + G(8))] < oo. 6.12)

In our third step, we apply the dominated convergence theorem to establish the continuity of F
at (a, b). Since C(x, y) is continuous, using our first step above, we have

C(G(an), H(an, by) — G(an)) > C(G(a), H(a,b) — G(a))

a.s. as n — oo. Next, using (6.11), (6.12), and the aforementioned almost-sure convergence
together with the dominated convergence theorem, we conclude that

F(an, bn) = E[C(G(an), H(an, by) — G(an))] — F(a, b) =E[C(G(a), H(a, b) — G(a))]

as n — oo. This completes the proof of part (a).

For part (b), observe that if b| < b, then H (a, by) < H(a, by). Since C(x, y) is increasing
in the variable y, we obtain F(a, by) < F(a,b1), whenever b, > b;. Finally, we intend
to compute the limit lim, y)— 0,5) F(u, v) for b > 0. Let b > 0 and (a,, b,) — (0, b) as
n — oo. We can simply assume that a,, is decreasing to 0 as n tends to co. Hence, G (a,) is
increasing to oo. Next, using assumption (H2) for the cost function C, we can conclude that

lim  F(a,.b,) = co.
(an,bn)—(0,b)

This completes the proof.

Remark 6.2. Using (6.9) and (6.10), it can be shown that F (u, v) is decreasing in both variables
u and v under the assumption that dC (x, y)/dx > 9C(x, y)/dy for all x and y.

Our next theorem is the main result of this section.

Theorem 6.1. Let Z be an admissible process that satisfies (5.1) and (5.2) with control u =
(u1, up) in D. Then, the following results hold.

(a) The cost functional I (u, Z(0)) described in (2.7) is independent of Z(0) and has the
representation

I(ui,uz) = I(u, Z(0)) = h(uy, u2) + prur + p2(ui + uz) + Fui, uz),  (6.13)
where F(uy, uy) is as defined in (6.10).
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(b) There exists an optimal control u* = (uf, u3) in O such that

I(uT, u;) = inf I(ui,up).
uedD

Moreover, the process Z* defined as in Theorem 4.2 with control u* = (u7, u3) is an
optimal stationary process.

Proof. Part (a) follows directly from the definition of I (u, Z(0)) in (2.7), and the results
obtained in Lemma 6.1, Proposition 6.1, and Proposition 6.2. For part (b), with representa-
tion (6.13) for I (uy, up) in hand, we have I (u;, u») is finite and continuous on the domain
D = {(uy,uz): uy > 0, up > 0}. Also, from Proposition 6.2 and representation (6.13), we
have

lim  I(uy,up) =400, lim )I(ul,ug)zl(a,O),

uy+uy— oo (uy,u2)—(a,0
lim I(uy, up) = +o0,
(u1,u2)—(0,0)
for any a > 0 and b > 0. In the following argument we consider the stationary state process
Z,; associated with control u € D as described in Theorem 4.2. Then it automatically satisfies
the assumed moment condition for the initial data since the tail estimates (4.7) and (4.8) imply
the finiteness of all the moments of |Z;;(0)|. Consequently, Z;; is an admissible state process.
Any state process with nonrandom initial data also satisfies the moment condition for initial
data and is hence admissible.
Next, consider a control (ag, bg) in D with ag > 0 and by > 0. We keep (ag, bo) fixed. Let
M = I(ag, by), which is finite, and define the set Dy C D by

Do = {(u1,u2) € D: I(uy,uz) < M}.

Then infp I (11, u2) = infp, I (w1, uz). With the above described limits and properties of
I(u1, us), it clearly follows that Dy is a bounded set. Now let {(a,, b,): n > 1} be a sequence
in Do such that I(a,, b,) — infgp, I(uy,u2) asn — oo. Thus, {(ay,b,): n > 1} has a
convergent subsequence. Therefore, we simply assume that (ay, b,) — (u7, u3) as n tends
to co. Hence, u} > 0 and u3 > 0. Clearly, u} > 0 since lim,,,u,)— (0,5 1 (U1, u2) = +00.
Therefore, there exists (u7, u3) in O such that I (u}, u3) =infp I (uy, uz). This completes
the proof.

7. Concluding remarks

Our methods can be readily extended to the case of a tandem queueing network with
n stations, where n > 2. Let W, ..., W, be possibly correlated one-dimensional FBMs
with constant correlation coefficients. Then we can represent the n-dimensional state process
(Z(t) = (Z1(1), ..., Zu(2)) " }1>0, Where Z(t) € R", by

Zi(t) =Zi(0)+o;W; —u;t — Li_1(t) + L; (t)

fori =1,...,n. Here 0; > 0 and u; > 0O are constants (with o1 = 1), and the constant u; > 0
represents the controllable drift rate at the ith station. Also, Lo(#) = 0 forall # > 0 and the local
time process L; (corresponding to Z;) is a continuous, nondecreasing process which increases
only when Z;(t) = 0. That is, fooo Zi(t)dL;(t) =0as.and Z;(t) > 0 for all + > 0. In this
situation we can obtain a stationary state process Z* and conclude the existence of an optimal
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control vector u* = (u’f, A u;)—r following our methods in the previous sections. Moreover,
the distribution of Z*(¢) can be explicitly described as follows. Let

0<s1<-<s;

i
& = sup (Zajo(sj)—ujsj) fori =1,...,n.
j=1

Then, forall > 0,

Z5t) Z R(E1, ... &),

where

1 0 0 0

-1 1 0 O

R=]10 -1 1 0

-1 1 0

0 0o -1 1
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