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Abstract

Electron probe microanalysis is a nondestructive technique widely used to determine the elemental composition of bulk samples. This was
extended to layered specimens, with the development of appropriate software. The traditional quantification method requires the use of
matrix correction procedures based upon models of the ionization depth distribution, the so-called ¢(pz) distribution. Most of these models
have led to commercial quantification programs but only few of them allow the quantification of layered specimens. Therefore, we devel-
oped BadgerFilm, a free open-source thin film program available to the general public. This program implements a documented ¢(pz)
model as well as algorithms to calculate fluorescence in bulk and thin film samples. Part 1 of the present work aims at describing the oper-
ation of the implemented ¢(pz) distribution model and validating its implementation against experimental measurements and Monte Carlo
simulations on bulk samples. The program has the ability to predict absolute X-ray intensities that can be directly compared to Monte Carlo
simulations. We demonstrate that the implemented model works very well for bulk materials. And as will be shown in Part 2, BadgerFilm
predictions for thin film specimens are also shown to be in good agreements with experimental and Monte Carlo results.
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Introduction

The elemental quantification of materials by electron probe
microanalysis (EPMA) requires the use of matrix correction pro-
cedures. The traditional “ZAF” matrix corrections have been, for
the most part, replaced by the more modern ¢(pz) distribution
procedures, based on the accurate analytical description of the
ionization depth distribution produced by electron impact
(Llovet et al. 2021). We review one of the most generally used
models and introduce modifications to make predicted X-ray
intensities comparable to Monte Carlo simulation results, as
well as modifications for the calculation of fluorescence and sec-
ondary fluorescence produced by the bremsstrahlung. The ¢(pz)
distribution model used in the present study is based on the
work of Pouchou and Pichoir, the so-called PAP method
(Pouchou & Pichoir, 1991). This model, widely used in matrix
correction procedures in EPMA, is employed to predict primary
electron-induced X-ray intensities and fluorescence produced
from the characteristic X-rays and from the bremsstrahlung.
This model was also chosen because it allows, with some modifi-
cations, the determination of thin film thickness and composition,
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and has resulted in a free and open-source thin film analysis pro-
gram. The modified PAP model described here was implemented
in the newly developed software BadgerFilm, which has features
which permit the EPMA quantification of multilayer specimens
(see our companion paper Moy & Fournelle, 2020), as well as
of bulk materials.

BadgerFilm implements a nonlinear fitting procedure based
on the Levenberg-Marquardt algorithm (Levenberg, 1944;
Marquardt, 1963) to determine the composition of a specimen
using experimental k-ratios. This fitting algorithm is suitable for
finding a solution even if the starting conditions are far from
the final result. BadgerFilm also implements an enhanced algo-
rithm for the calculation of the fluorescence produced by the
bremsstrahlung. Some of the most recent atomic parameters are
used, allowing a direct comparison with Monte Carlo simulation
results. BadgerFilm is written in NET Visual Basic, is open source
and can be freely downloaded at this address: https://github.com/
Aurelien354/BadgerFilm.

Fundamental Equation of the Microanalysis

The basic principle by which the elemental concentrations are
obtained by EPMA is based on the calculation of the electron
penetration in the material and subsequent production and emis-
sion of characteristic X-rays. In the case of a bulk homogeneous
sample, the X-ray intensity I;, in X-rays per second, emitted by
a given element i and detected by the spectrometer can be related
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to the concentration C; of element i by the following equation:

ri
C O'](E())w] T

j—total

QO
L= ng jd) (P P dpze L4 Fot T,

)

where ng; is the number of incident electrons reaching the sample
per second, N, is Avogadro’s number, A; represents the atomic
weight of element i, and C; is the weight fraction of element i. p
is the density of the target expressed in g/cm’, z is the depth in
cm, pz is commonly defined as the mass depth and expressed
in g/cm2 or /,tg/cmz. o;(Ep) represents the ionization cross section
by electron impact of incident energy E,. Then come the so-called
relaxation parameters~ ; is the fluorescence yield of electron shell
(or subshell) j; T';_y is the radiative transition probability for an
electron transmon from shell k to shell j; I'j_a is the total radi-
ative width for all possible transitions to the j shell (or subshell);
and 4, is the enhancement factor which takes into account the fact
that vacancies in the considered shell can be created not only by
direct electron impact but also by migration of vacancies between
subshells of the same shell through nonradiative transitions
(Coster-Kronig and super-Coster-Kronig transitions) as well as
by radiative and nonradiative transitions to most inner shells."
The product of the ionization cross sections, relaxation parame-
ters, and enhancement factor is known as the X-ray production
cross section. For a detailed description of the X-ray production
cross section and especially of the A; parameter, see Moy et al.
(2013). The term ¢;(pz) describes the ionization depth distribu-
tion in the material of the electron shell (or subshell) j of element
i by electron impact, that is, the total number of electron ioniza-
tions of shell (or subshell) j produced per incident electron at
mass depth pz. This term, when multiplied by the previously
described parameters

| RS
C 0i(Ep) v T A
Jj—total

and before integration, also represents the distribution of pro-
duced primary characteristic X-rays (per unit of time) in the sam-
ple, for the considered electron beam intensity. Those X-rays,
emitted with a takeoff angle 6, can be absorbed by the material
before reaching the surface of the sample. This absorption is
taken into account by the term e *?. The term y; is the reduced
mass absorption coefficient:

1
Xi= (ﬁ> —, @)
p/;sin6

where (u/p); is the mass absorption coefficient (MAC) of the con-
sidered radiation produced by element i and absorbed by the
material constituting the sample, and 6 is the takeoff angle of
the detector. The distribution ¢;(pz)e % is proportional to the

'In the case of a radiative transition, a vacancy in shell SO migrates to an outer shell S1
with the emission of a characteristic X-ray. In the case of a nonradiative transition, a
vacancy in shell (or subshell) SO migrates to an outer shell (or subshell) S1 and an elec-
tron is ejected from a third shell (or subshell) S2. There are several types of nonradiative
transitions: (i) When subshells S1 and S2 belong to shells different from that of SO, the
nonradiative transition is called Auger transition. (ii) If SO and S1 belong to the same
shell, the transition is called Coster-Kronig transition. (iii) If SO, S1, and S2 belong to
the same shell, the transition is called a super-Coster-Kronig transition (Llovet et al.,
2014).
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Fig. 1. Generated and emitted characteristic X-ray distributions for the Si Ka; X-ray
radiation (K-Ls electron transition) in a bulk FeSi, sample at 15 kV as a function of
the mass depth calculated using the PAP algorithm [equations (3)-(33)]. The emitted
X-ray distribution was calculated with a takeoff angle of 40° and a MAC of 2,671 cm?/g
for the absorption of the Si Ka; radiation by the FeSi, material.

emitted X-ray distribution, while the distribution ¢;(pz) is propor-
tional to the generated X-ray distribution (see Fig. 1). € and Q/47x
are the intrinsic detection efficiency and the solid angle of collec-
tion of the detector, respectively. The term 1/47 comes from the
fact that the emission of characteristic X-rays is assumed to be iso-
tropic and that they are emitted in 47 steradians. The terms F_
and Fj, represent the characteristic X-ray intensities produced
by fluorescence from the other characteristic X-rays and by fluo-
rescence from the bremsstrahlung, respectively. These terms are
sometimes defined as multiplicative factors (14 F.) and
(1 + Fp). However, in some specific situations, the ionization
depth distribution of a given element can be null, but fluorescence
can be produced. For example, this is the case for a multilayer
sample for which a buried material is deep enough that no inci-
dent electron can reach it. Therefore, the ¢(pz) distribution asso-
ciated with the elements of this material will be null. However,
characteristic X-rays and bremsstrahlung photons produced in
the above layers by the incident electrons can travel to the buried
layer and fluoresce the considered elements giving rise to fluores-
cence. It also makes sense to have the quantities F. and Fy
defined as additive terms, because the methods employed to cal-
culate them in the following article do not involves the calculation
of the primary X-ray intensity of the considered element and
X-ray line (but it does require the calculation of the primary
X-ray intensities of other elements and other X-ray lines).

Experimentally, the so-called k-ratio is measured, that is, the
ratio of the net characteristic X-ray intensity (i.e., corrected for
the background and the dead-time) measured on the unknown
and on a standard. Consequently, when calculating the k-ratio,
some of the terms in equation (1), namely the X-ray production
cross section evaluated at E,, the Avogadro’s constant and the
atomic weight, usually cancel when collected under the same
instrumental conditions. Hence, errors in these atomic parame-
ters usually do not affect the calculation of the k-ratios. The ele-
mental concentration is then obtained by numerically calculating
theoretical k-ratios using equation (1) in which the concentrations
are varied until the theoretical k-ratios match the experimental
k-ratios.
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Primary Characteristic X-ray Intensity

To determine the composition of bulk samples, the emitted pri-
mary characteristic X-ray intensity can be evaluated using the
so-called ¢(pz) distribution, describing the ionization depth distri-
bution of a given electron shell of a given element by electron
impact in a material. Several ¢(pz) models have been developed
over the years. For a comprehensive review of the existing models
used for bulk analysis, see Lavrent’ev et al. (2004). In the present
work, the primary X-ray intensity emitted from a sample is calcu-
lated using the PAP ionization depth distribution as described in
Pouchou & Pichoir (1991). The main properties of the model are
presented here. The PAP model is composed of two connected
parabolas (see Fig. 2) representing the ionization depth distribu-
tion along the target mass depth:

Ai(pz — Rm); + B,
Az(PZ - Rx)

for 0 < pz < R,

3
for R. < pz < Ry )

d(pz) = {

where pz is the mass depth as previously defined. Ry, is the mass
depth at which the ¢(pz) distribution reaches its maximum, R, is
the mass depth at which the two parabolas are connected, and Ry
is the maximum mass depth at which the ionization ceases.

The PAP model was developed to agree with the definition of
the ¢(pz) distribution given by Castaing (1951): the area F of the ¢
(pz) distribution is proportional to the total number N; of primary
ionizations produced per incident electron in the electron shell j
of the studied atom. Following this definition, N; can be expressed
by:

C:
i

where C;, Ny, A;, and o;(E,) are quantities previously defined, and
F is the area of the ¢(pz) distribution:

00

F— [ (pe)dpz. ®)
0

The parameter F can be calculated by expressing the total
number of primary ionizations N; by means of a backscatter
loss factor R and a deceleration (stopping) factor 1/8:

N =G SRy (6)
with
1 (5
5= j oj(E)/(dE/dps) dE (7)
Ey

where dE/dps represents the electron stopping power (i.e., loss of
energy of the electrons along their trajectories) and E, is the ion-
ization energy of the electron shell of interest. The ionization
cross-section o;(E) model used by Pouchou and Pichoir in devel-
oping their model is that of Hutchins (1974):

In (E/E,)

0i(E) = cst 7(E/Ec)m B

®)

with cst being a constant and m =0.86 + 0.12 exp( — (2/5)%) for
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Fig. 2. Example of ¢(pz) distribution versus the mass depth calculated by the PAP
model for the Si Ka; X-ray line generated in pure Si at 10 kV. The parameters of
the ¢(pz) distribution, R, Ry, ¢(0) (the surface ionization), and F (integrated area
under the curve), are also indicated.

the K shell, m=0.82 for the L shell, and m=0.78 for the M
shell. The term Z represents the atomic number of the considered
element.

The term 1/S can easily be calculated using the continuous
slowing down approximation. To model the deceleration factor,
Pouchou and Pichoir have used a modified version of Bethe’s
law for low energy electrons:

dps~ ] V)
where M =)".CZ/A; and J= exp(zi(CiZi/Ai) In (]i)/M)
with the index i running through the number of elements com-
posing the studied material. J; is the mean ionization potential,
in keV, as obtained by Zeller and cited by Ruste & Gantois (1975):

Ji = 107°Z;(10.04 + 8.25 ~%4/11:22), (10)
The term f(V') is described by:
3
fV)y=> "Dk, an
k=1

where V=E/J, D;=6.6x107% D,=1.12x107°(1.35—0.45/%),
D;=22x 107%/J, P,=0.78, P, =0.1, and P;=0.25] — 0.5.

Thus, the term 1/S can easily be obtained by calculating the
above integral [equation (7)]:

1] & (B
E_ECMZDk<7>

k=1

(12)
(Eo/E)'™ ™™ x (1 4 Py — m)In (Eg/E.) — 1) + 1
(14 Py —m) .

In equation (6), the backscatter loss factor R is defined by:

R=1—79W (1 - G(Uy)), (13)
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where 7) is the mean backscatter coefficient defined as:

. —1.3
n=175x107Z, +0.37(1 —e ™% ) (14)

with the mean atomic number calculated as Z, = (¥, C:z>%)™.
The term W is the mean reduced energy of the backscattered
electrons and is defined as:

W = 0.595 + L + 75, (15)
3.7
The term G(Uy) is given by:
1—1/uit
(UO i 4)
1+gq
G(Up) = (16)

2+ g) h(Uo) ’

where Uy is the overvoltage Uy = Ey/E,, h(U) =1 + Uy (In(Up) —
1), and g = QW —-1)/(1 — W).

Having obtained the factor R and 1/S, the area F can be calcu-
lated from equations (4) and (6) by:

F_Rl 1
U Soi(Ey)’

7)

where 6;(E,) is the electron impact ionization cross section previ-
ously defined. Using the ionization cross-section model of
Hutchins, Pouchou and Pichoir adjusted the PAP algorithm
such that it reproduced a number of experimental measurements.
Hence, to calculate the parameters 1/S and F, this model of ion-
ization cross section must be used when calculating the ¢(pz) dis-
tribution and should not be replaced with a different one (e.g., a
more recent, more accurate model). However, once the ¢(pz) dis-
tribution is calculated, to obtain the absolute X-ray intensities [see
equation (1)], it is possible to use a different model of electron
impact ionization cross sections. Indeed, the main goal of the
PAP model is to describe the ¢(pz) distribution. The atomic
parameters used to convert the number of ionizations to the num-
ber of emitted X-rays [the left terms outside of the integral in
equation (1)], that is, the fluorescence yield, the transition proba-
bility, and the ionization cross section, are not directly linked to
the PAP model and can be replaced by different models.
Furthermore, in most cases, when calculating the k-ratio, they
will cancel out. Also, notice that this expression of F [equation
(17)] is slightly different from equation (13) in Pouchou &
Pichoir (1991), which was presumably incorrectly reported, but
is in accordance with equations (2) and (3) from the same
publication.

In equation (3), the terms A;, A,, and B; are parameters that
can generally be determined by solving the set of equations
describing the ¢(pz) distribution and by noting the surface ioniza-
tion ¢(0), that is, the value of the ¢(pz) distribution at the surface
of the sample:

A = ¢>(0)R ’ as)
()
Rm
By = ¢(0) — A RZ, (19)
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R. — Ry,
A, = A R R (20)

The expressions for R, Ry, R, and ¢(0) are as follow:
F — (¢(0)R/3) Vd
R.=15 - 21
[ o0 PR~ Rm)] @b
with
d= @~ k(P - 20%)
Ry
X [(Rx — Rin)F — ¢(0)Ry (Rm + ?>:| (22)
1 _

¢(0) =1+ 3.3(1 _U§2~3”> 72 (23)

The term R, represents the range of ionization and is given by:

R, = QDR, (24)

with

Q=Q+ (1 — Q) e W=/t (25)

where b =40/Z and Z = )", C:Z;.
The factor Q is given by:

s 7z, 3.5
Qo =1—0.535e"CV%) _ 25 % 1074(%) (26)

with InZ, =),CIn(Z) or in a more concise form:
Zy =112
The factor D is expressed by:

1
D:1+W.

0

(27)

The term R, represents the maximum mass-distance traveled
by an electron until its energy reaches the ionization energy E. of
the considered electron shell. Ry can be obtained by integrating
the slowing down equation [equation (9)] from E, to E:

E R
c E ] jo
—)=dE=—| dps. 28
J . GF ) @
Hence, using equation (11) to describe f(E/]):
1 3 b, E0Pk+1 _ EPk+l
= D ——— 2
R M;] B (29)
Finally, R,, is given by:
R = G1(2) x G3(Uy) x G3(Uy, Z) x Ry (30)
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with
G\(Z) = 0.1 + 0.41e~Z/1279"" (31)
Gy(Up) = 1 — e (=110, (32)
G3(Up, Z) = 1 — e~ (r=092")/4) (33)

The terms R, Ry, R, and ¢(0) can then be used to calculate
the ¢(pz) ionization distribution of a given electron shell (or sub-
shell) of a given element as a function of the mass depth. In some
cases, at very small overvoltages, that is, U, very close to one, it is
possible that equation (21) has no real solution because the dis-
criminant d [equation (22)] is negative. In such a case, a value
of zero is imposed on d and the equation linking R,, to R, [equa-
tion (30)] is replaced by:

F — ¢(0)Ry/3

Ry = Ry 34
F 4+ ¢(0)R« (34)
Hence, equation (21) is replaced by:
F + ¢(0)R,
Re=15Ry———F—— (35)
$(0)Ry

At very low overvoltages, the ¢(pz) distribution may also have
its maximum at the surface of the sample (at mass depth pz=0).
This leads to unrealistic values of R, that is, R,, <0 or R, > R,.
In such a case, the ¢(pz) distribution can be described by a
decreasing exponential or by a sum of an exponential and a
parabola. For more details, see Pouchou & Pichoir (1991).

Fluorescence

The term fluorescence refers to the production of characteristic
X-rays by other characteristic X-rays, the characteristic fluorescence,
or by bremsstrahlung X-rays, the bremsstrahlung fluorescence,
coming from the same phase. Similarly, the term secondary fluores-
cence is defined by the production of characteristic X-rays by other
characteristic X-rays, the characteristic secondary fluorescence,
or by X-rays from the continuum, the bremsstrahlung secondary
fluorescence, from another phase (in the case of nonhomogeneous
samples such as thin films or embedded particles). In some cases,
the fluorescence cannot be neglected and can account up to ~10%
of the total X-ray intensity. The methods used to calculate the
fluorescence are detailed below.

Characteristic Fluorescence

In the case of bulk samples, the calculation of the fluorescence by
characteristic X-rays is straightforward: consider a given element i
and a given characteristic X-ray emitted by i and having an energy
greater than the critical ionization energy of the electron shell
involved in the production of the considered fluoresced character-
istic X-rays. This X-ray depth distribution is given by an equation
similar to equation (1):

Na j i Fin—n . i
Ml Ci o, (Ey)A,, ), — —\| &, (pz0)dpzo,  (36)
i m 4 0

m—total
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Fig. 3. Characteristic fluorescence in a bulk sample. The fluorescing element i emits a
characteristic X-ray of energy E,,_, at mass depth pz, which will fluoresce element [ at
mass depth pz, producing the considered characteristic X-ray of energy E,_,.

where d)fn (pzp) is the ionization depth distribution of electron shell
m of element i present at mass depth pz,. The probability of produc-
ing an electron vacancy in the shell m by electron impact ionization
is given by (pNa /A;) C; 0" (Ep) )\ , where Ny is Avogadro’s num-
ber, A; is the atomic welght of element i, and C; is the concentration
(weight fraction) of element i. aJ (Ey) is the ionization cross section
of the shell m of element i by eleciron impact of energy E,. The term
Al represents the radiative, nonradiative, Coster-Kronig and
super-Coster-Kronig contributions to the production of an electron
vacancy in the shell m of element i. Note that the term p, the mass
thickness of the material, was incorporated in the term dpz, in equa-
tion (36). A given characteristic X-ray of energy E,,,_,, is emitted dur-
ing the relaxation of the ionized atom i by transition of an electron
from the shell or subshell # to the shell or subshell 1. These are rep-
resented by the fluorescence yield w' , the radiative transition prob-
ability for an electron to make a transition from shell # to shell m,
I'2 . and the total radiative probability for all possible transitions
to the shell m, I’ _ . Note that the term 1/47, which assume an
isotropic emission of X-rays, is required to obtain an X-ray distribu-
tion in photons per unit of solid angle. The characteristic X-rays of
energy E,,_,, emitted with a direction 6, as shown in Figure 3,
undergo absorption along their path s = (zy — z)/cos6.

Then, the probability for the X-rays to travel a distance s with-
out being absorbed is given by the exponential term
e~ WP En-)p20=2)/c0s0) The absorption of the photons of energy
E,,_, is represented by the MAC (u/p)(E,,—,). The product of the
ionization depth distribution by the absorption exponential is
integrated over the entire mass depth of the sample, from 0 to .

Then, the probability for the X-rays to be absorbed by atoms of
the studied element [ (the fluoresced element) in the infinitely
small distance ds and to ionize the electron shell (or subshell) p
through photoelectric interaction, represented by the photoelec-
tric cross section al (Em ») and radiative, nonradiative,
Coster-Kronig and super Coster-Kronig contributions repre-
sented by the term )\é is given by:

_ efp(NA/A,)Cl)\ Oy (Emn)ds PN

cl/\;afphp(Em_n)ds. (37)

The term ds can be expressed by ds = dz/cos6 and the term p
can be incorporated in the term dpz to convert the integration on
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the depth into integration on the mass depth. The emission of the
considered characteristic X-rays produced by element I during the
relaxation process from which an electron from the shell g falls
into the shell p is taken into account by the fluorescence yield w!
and radiative transition probability I‘I /F —totalr A term 1/4r is
also required to obtain an X-ray dlstrlbutlon in photons per unit
of solid angle. The attenuation of these X-rays of energy E,_, emit-
ted toward the detector with an angle 6, is taken into account by an
exponential term with an MAC (u/p)(Ep—g): e~/ P)Ep—q)pz/ sin 0

Finally, the probability of detection of the emitted X-rays by
the spectrometer is represented by the terms £ and Q, where £
is the intrinsic detection efficiency and Q is the solid angle sub-
tended by the detector.

By assuming the X-ray emission being isotropic, the emission
of X-rays of energy E,,_, is integrated using spherical coordinates
and using the infinitesimal element of solid angle dQ = sin6d6d¢.
Two cases must be distinguished: the fluorescing X-rays of energy
E,,_, are emitted in the upward direction (toward the surface of
the sample) or in the downward direction. In the first case, the
variable 6 is integrated from 7/2 to z and the variable ¢ is inte-
grated from 0 to 27. The mass depth pz is, therefore, integrated
from 0 to pzy. In the second case, the variable 8 is integrated
from 0 to 7/2 , the variable ¢ is integrated from 0 to 27 and
the mass depth pz is integrated from pz, to co. Because all the
described terms are independent of the variable ¢ and because
of the symmetry of the ¢' (pzy) distribution around the pz,
axis, the integral over the angle ¢ is equal to 2z. In both cases,
the integration is performed over a solid angle of 27 steradians.

Lastly, the total fluorescence produced by characteristic X-rays
is given by summing the contributions from all the characteristic
X-rays, produced by the element of interest as well as all other ele-
ments present in the material, with an energy greater than the
critical ionization energy of the electron shell involved in the pro-
duction of the considered characteristic X-rays. The total charac-
teristic fluorescence, from X-rays of energy E,,_,, emitted in the
upward direction, is then given by:

Feo= ,Zznel Ci o, (EgA,, o, ,r.lm—" X%T

m—total

1
Na [N prq
X ECI O'i,hp (Em—n))\p w, I‘Z—_

p—total

T 00 0
x j j j d)zm(pZO)ef(u/p)(Em_n)p((ZOfZ)/cos0)
0=m/2 J pzy=0 J pz=pz,

x e~ (/PN Ep-g)(pz/sin ba) i1y 9 d d@ deo e Q,

(38)

where the index i goes through all the N elements in the material.
The indexes m and n represent the final and initial electron shells
(subshells) of the electron transition producing the characteristic
X-ray of the element i that will fluoresce the considered element /,
respectively. Note that the characteristic X-ray emitted by an elec-
tron transition from the shell # to the shell m must have an energy
E,,_, greater than the critical ionization energy of the electron
shell involved in the production of the considered characteristic
X-rays. A similar equation is obtained in the case where the
X-rays of energy E,,_, from the fluorescing element are emitted
in the downward direction.
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The analytical resolution of this equation is possible when
using the PAP ijonization distribution model. For more details
on the resolution of this equation, see Waldo (1991) and
Supplementary Material.

Bremsstrahlung Fluorescence

Our implementation of the fluorescence created by the brems-
strahlung is here different from the usual simplistic assumption
that the bremsstrahlung X-rays are produced at a point on the
surface of the sample or surface of the considered layer
(Pouchou & Pichoir, 1991). Instead, a ¢(pz) distribution is calcu-
lated for an “imaginary” element having a characteristic X-ray
with a critical ionization energy E. equal to the energy of the
bremsstrahlung photon considered. This phi-rho-z distribution,
©Brem(PZ:Eph), represents the intensity of production of brems-
strahlung photons of energy E,, as a function of the mass
depth pz for a given material and electron beam energy. These
bremsstrahlung phi-rho-z curves are then integrated over the
depth of the specimen to calculate fluorescence, following the
same scheme as for the characteristic fluorescence. The process
is iterated over a discretized subset of bremsstrahlung energies,
from the ionization threshold up to the energy of the primary
electrons, Ey. Because the X-ray spectrum can be strongly modi-
fied by the absorption edges of the elements constituting the
specimen, the considered total energy range (from 0 to E) is
divided into energy subsets in which no absorption edge is pre-
sent (i.e., the limits of the energy subsets are defined by the ion-
ization edges of the elements present in the specimen). In each
subset, the total emitted bremsstrahlung fluorescence is calculated
by numerical integration performed over five equally spaced
energy limits using Simpson’s integration rule.

However, the bremsstrahlung ¢(pz) distributions calculated
with the PAP model are a rough approximation of the real brems-
strahlung @g,e.(02;Epn) distribution. To help correcting the differ-
ences, the shape of the emitted X-ray spectrum as a function of
the X-ray energy, only taking into account X-rays produced by
bremsstrahlung fluorescence, is multiplied by the shape of the
bremsstrahlung spectrum (spectral distribution I(E)) given by
Small et al. (1987) and modified by Kulenkampff [as cited in
Pouchou & Pichoir (1991)]:

£ M
I(E) = qu[Z(EO— 1)] +cZ,

where g =107 keV ™" as proposed by Pouchou & Pichoir (1991),
B=-322x10">xEy+58, M=599x 107> x E; + 1.05, and C=
6 x 107'°. Z is the mean atomic number of the material calculated
by Z = Zf\il CiZ;, where N represents the number of elements in
the material and C; and Z; are quantities previously defined. This
method, despite being more refined than the point surface method
[where all the bremsstrahlung is generated at the surface of the layer
as described in Pouchou & Pichoir (1991)], seems to overestimate
the produced values when compared to Monte Carlo simulations.

To further improve the calculated bremsstrahlung fluorescence
values, two empirical parameters were introduced in the calcula-
tion algorithms: the first parameter, denoted as ¢, artificially mod-
ifies the energy of the primary electrons in equation (39) describing
I(E) and also in the calculation of the bremsstrahlung ¢(pz) distri-
butions with the PAP model. The second parameter, denoted as f3,
modifies the value of the constant g previously defined in equation

(39)
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Fig. 4. Values of the a and f coefficients used to improve the bremsstrahlung fluorescence for the Ke, Lo, and Ma X-ray lines. The symbols are the values obtained by
fitting the coefficients to the results obtained by Monte Carlo simulations. The continuous lines represent the fit of the determined coefficients over the atomic number Z.

(39). The values of these two parameters were obtained by adjust-
ing the calculated fluorescence values to bremsstrahlung fluores-
cence data obtained by Monte Carlo simulations using the code
PENEPMA (Llovet & Salvat, 2017) for pure elements using the
Ka, La, and Mo X-ray lines. For each X-ray line, the determined
parameter values were fitted by parts against the element’s atomic
number Z with a polynomial function, as shown in Figure 4. Good
coefficients of determination R> were obtained for all the fitting
polynomial functions except for the coefficient § for the Mo
X-ray lines where it degrades to R* = 0.858 due to the large scatter-
ing of the data points. The extracted polynomials were then imple-
mented in our algorithm to predict the fluorescence produced by
the bremsstrahlung. It is worth noting that the discontinuities
for the Lo lines seem to correspond to the population of the elec-
tron shells of the different elements. However, this behavior is not
reproduced for the Ko and Ma lines.

BadgerFilm: Good for Bulk as Well as for Thin Films

The described algorithms were implemented in a graphical user
interface program called BadgerFilm, whose main goal is thin
film analysis but is robust enough to work well for “normal
bulk” EPMA. Given the lack of thin film reference materials for
a critical evaluation of its thin film accuracy, whereas there is a
very large set of data for evaluating bulk materials, these bulk
data will be used for the evaluation below. First, we describe
here some relevant features of BadgerFilm.

The program allows the user to easily select the different
parameters required to calculate film thicknesses and
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compositions, as well as the composition of the substrate, such
as the takeoff angle, the MAC dataset, or the ionization cross sec-
tions (Fig. 5). The experimental data (element, X-ray line, exper-
imental k-ratio, uncertainty on the k-ratio, and accelerating
voltage) can easily be entered by the user in the software by copy-
paste actions. k-ratios can be defined relative to a compound stan-
dard as well as a pure elemental standard that has been previously
defined using BadgerFilm. Layer thicknesses and compositions
can also be fixed if known. BadgerFilm uses a nonlinear fitting
algorithm based on the Levenberg-Marquardt fitting algorithm
(Levenberg, 1944; Marquardt, 1963) to calculate k-ratios and to
iterate on the compositions and thicknesses of the films (and sub-
strate) until the theoretical k-ratios match the experimental
k-ratios. In more detail, the fitting algorithm tries to minimize a
set of equations—here, it minimizes the difference between exper-
imental k-ratios and analytical calculated k-ratios—by adjusting a
set of parameters. In our case, the parameters are the concentra-
tions of the different elements and the thickness of the different
layers (in the general case of a multilayer specimen). By consider-
ing a multilayered specimen composed of i different elements
(counted several times if present in several layers or substrate)
and j different layers, and a number m of experimental k-ratios
(recorded for different elements, X-ray lines, and accelerating
voltages), the set of m equations to minimize is:

kﬂ:(cb Gy ..., Gy, diyda, ..., di Ey) — kP =0, (40)

where the C; parameters represent the elemental concentrations,


https://doi.org/10.1017/S1431927620024915

Microscopy and Microanalysis

273

| 2 BadgerFilm v.1.2.11 F:\Work\BadgerFilm\BadgerFilm Releases\Thin film prog test\AI0.388Ti0.602 v2.txt x
Secondary flucrescence Layers defintion . .
|bd Charactenstic fluonescence Huber of yyers 51 J H He
2 EZ_ Add Yoray ine to selected ot Add kV to selected ot Remaove row s e s T 07 0o Is I»

B Lne krato kratio exp. Err kratio EkV) Standard A L |Be i Bl ] ol B2
= = " u "RCNCRCAL
lskaofl e e ceormen h‘ﬂ 0325 0 Na Mg . Si P S Cl Ar
m) ] g = =
L | A Ka 035-‘ - 135 ”» X n n u o = o t ] n = n u = H ] b
N e 2301 57 K Ca Sc V Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr
Plpz) model - - — -
a . = » » - on o o “ - - o - o = " £ ] -
L) 0259 23 Rb St Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te 1| Xe
A |Ka 0.216 %
£ ] % E m n T " w w n n = n = B M - =
= . —_— il A ra 0187 na3 Cs Ba La Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn
'ouchou & Pichorr (PAF) Scanning )
A |Ka 0.158 %4 ARl
—- = Fr RajAc = (2 oo la ol el ol anin
e A Ka 0.143 40 Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu
L= T Ka 05613 7 M M mw Mm% v mom
[ Sabbatucci & Saivat 2016 (PENELOPE) . — = Th Pa U Np Pu AmCm Bk Cf Es
[0 EPDL (PENELOPE 2014)
T 24 157 Ogtion:
O Heinvich 1586 (MAC30) L ki 5 - . .b;“
< >
0] MAC Fitting — 1 Pt BadgerFim Boout EadgarFiln
Blectron ionization cross section model Layer densty fg/em’) ol | Ange o b
B Bote & Saivat 2008 (PENELOPE) 35 | [ Foxed thickness bd weight fraction (] atomic formula e
— Tika
PAP Substrate
LTS coss el e ) Densty (g/cm3) 3500 0.80
Units Bement wt a
e el 03380 05358
Thicknesses L Ti 06020 04802 ° 0.60
B Angstrom [0 jgiem”2 Total 1.0000  1.0000 =
= "
Load Save 0.404
*** Fiting status = -19 CHI-SQUARE =0 (0 DOF) 0.20
Impoet Stratagem E NPAR = 0 204
files oo NFREE = 0
HPErC{;EDc-C 0.00
. Export absohte N =
Caculate rtenaties NFEV =0 00 6.0 120 18.0 240 300
hee V. (V)
Status: Task completed! fee V0D

Fig. 5. The BadgerFilm graphical user interface allows to easily analyze EPMA experimental data, here for a bulk Al0.398Ti0.602 alloy.

the d; parameters represent the layer thicknesses, and E,, repre-
sents the electron beam energy at which the m k-ratio was mea-
sured. k! is the theoretical k-ratio calculated with the chosen ¢
(pz) model and k;," represents the corresponding experimental
k-ratio. To help the algorithm converge to the “best” solution,
BadgerFilm implements, as an option, another set of equations
which is added to the existing equations. These extra equations
state that the sum of the different elemental concentrations in
each layer (or the substrate) should be as close as possible to
100 wt%. For example, for the layer j, this can be expressed as:

i

I=1
elt I € layerj

C—-1=0, (41)

where the sum goes through all the elemental concentrations for
the elements present in the layer j. However, this set of equations
will not force the total concentration to be equal to 100 wt% (by
opposition to a normalization procedure that will force the results
to be 100 wt%) but will help the fitting algorithm to go toward the
“best” solution. A missing element or an incorrect k-ratio in the
analysis can still lead to a total concentration lower or more
than 100 wt%. This option can be deactivated by the user at
any time.

The calculation’s results are displayed in a scrollable text box
and are given with an uncertainty on the results. These uncertain-
ties are calculated by the user, previously, from the experimental
k-ratios uncertainties (by default these uncertainties are set to 5%,
corresponding to uncertainties on the recorded X-ray intensities
of 3.5% for both the unknown and the standard, with the user
free to set more appropriate values) which are propagated by
the fitting algorithm to give uncertainties on the fitted parame-
ters. These uncertainties do not take into account the
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uncertainties associated with the atomic parameters and with
the ¢(pz) model (Ritchie & Newbury, 2012; Ritchie, 2020). The
experimental k-ratios and the fitting results are also plotted in a
graph to offer a quick visualization of the correctness of the fit.
The data can be saved into a BadgerFilm text file format and easily
reloaded later. The program also allows the user to import files in
the STRATAGem (STRATAGem version 6.2) format, enabling
compatibility with STRATAGem and Probe for EPMA
(Donovan et al., 2020). The calculated data can easily be exported
to a spreadsheet program in a convenient preformatted way.
The implemented algorithm to calculate the characteristic
fluorescence considers a total of 24 characteristic X-ray lines as
possible sources of fluorescence (under the condition that the
energy of the X-ray line is greater than the ionization threshold
of the studied X-ray transition), namely Ka;, Ko, KB, La;, Lo,
LB, Ly, Ln, LZ, LsNs, May, Map, MBy, My;, MyOs, M30s,
M,N,, MyN,, M50, M504, M;N,, M;N3, M,O,, and M,0,.
The relaxation parameters, MACs and ionization cross sec-
tions used by default in BadgerFilm to predict the emitted
X-ray intensity, are the same as the atomic parameters used in
the general-purpose Monte Carlo code PENELOPE 2018
(Salvat, 2019), and therefore, in PENEPMA (Llovet & Salvat,
2017), a program that uses the subroutines of PENELOPE to sim-
ulate X-ray spectra and quantities of interest for microanalysis by
EPMA. This allows the user to directly compare the predictions of
BadgerFilm with the predictions of PENEPMA. The default
MACs used in BadgerFilm are the PENELOPE 2018 MACs,
which were calculated from the photoelectric cross section of
Sabbatucci & Salvat (2016). The probability to produce the stud-
ied characteristic X-rays per incident electron (of energy E,) is
given by the electron impact X-ray production cross section
ox(Eo) = @; (Tj—e/Tj—toral) 4; 0j(Eg) (Moy et al., 2013), where
the atomic parameters ®;, I'j_x, [j_tora and A; are extracted
from the LLNL Evaluated Atomic Data Library (EADL) tables
(Perkins et al., 1991). As previously defined, the term A; takes
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Fig. 6. Comparison of the results with our modified PAP algorithm with the original published data from Pouchou & Pichoir (1991). (a) Uses the MACs from the
MAC30 database (Heinrich, 1987) with no fluorescence considered. (b-d) Use the MACs extracted from PENELOPE 2018. (b) Only considers the fluorescence by
characteristic X-rays, (c) only the fluorescence by the bremsstrahlung, and (d) both fluorescence by the characteristic X-rays and by the bremsstrahlung.

into account the production of electron vacancies in the studied
electron shell (or subshell) by ionization of other more inner
shells (or subshells) and subsequent relaxations by Auger,
Coster-Kronig, super-Coster-Kronig, and radiative intra-shell
transitions that lead, by one or multiple steps, to a vacancy in
the electron shell of interest. The probabilities associated with
these relaxation transitions are also extracted from the EADL
tables. The electron impact ionization cross sections o;j(E,) are
calculated from the model of Bote & Salvat (2008). It is important
to note that the electron impact ionization cross sections used in
the calculation of the ¢(pz) ionization depth distribution with the
PAP algorithm (necessary to calculate the area F of the ¢(pz) dis-
tribution) are based on the Hutchins model (Hutchins, 1974) and
were not replaced by any other model, as they are intrinsically
related with the good performance of the PAP algorithm. The
X-ray line energies are calculated from the difference of energy
between the ionization energy of the electron shells (or subshells)
giving rise to the studied characteristic X-rays. The ionization
energies employed in BadgerFilm are those used in PENELOPE
2018 and originally extracted from Carlson (1975).

BadgerFilm offers the possibility to select other atomic param-
eter models: the MAC30 model derived by Heinrich (1987) or the
MAC:s calculated from the photoelectric cross sections extracted
from the LLNL Evaluated Photon Data Library (EPDL97)
(Cullen et al., 1997). Experimental MAC values can also be spec-
ified for a particular emitter element and X-ray line and for a par-
ticular absorber element. In addition, the ionization cross-section
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model of Hutchins (1974) can be selected to calculate the term
0;(Eo) in equation (1).

Test of the Implemented Models for Bulk Materials

The predictions of the implemented algorithms described above
were tested on the 826 k-ratio entries compiled and tabulated
by Pouchou & Pichoir (1991). This database contains k-ratios
measured on binary bulk standards of known compositions, at
different accelerating voltages ranging from 2.5 to 48.5 kV and
for different detector takeoff angles varying from 40° to 75°.
Comparisons were made using different MACs, different ioniza-
tion cross-section models (only to calculate the absolute X-ray
intensity, not to calculate the ¢(pz) distribution) and with or with-
out fluorescence (Fig. 6). Theoretical k-ratios were compared to
the tabulated measured k-ratios and their ratios plotted with his-
tograms with a bin size of 0.5%.

The implemented ¢(pz) algorithm used in BadgerFilm was
compared to the original bulk data of Pouchou and Pichoir
using the MACs of Heinrich, MAC30 (Heinrich, 1987) which
they used and no fluorescence (they used none). The
BadgerFilm results are very similar to the original data.
However, some discrepancies exist: our distribution, centered on
1.0, is sharper (less broadened) in the central part but has larger
tails; also note that the histogram plotted by Pouchou and Pichoir
clearly has more than the 826 entries tabulated in their 1991 pub-
lication (rather, approximately 878 values in their published
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histogram). The differences between the two histograms, from
Pouchou and Pichoir’s calculations and BadgerFilm calculations,
can be attributed to slightly different characteristic X-ray energies
used to calculate the k-ratios, leading to slightly different X-ray
absorptions. In addition, our implementation considers the sum
of the Ka; and Ko, X-ray lines rather than just the weighted aver-
age Ka line, and thus two different X-ray energies (in a similar way,
we also consider the Loy, and Lo, lines and the Ma; and Ma, lines
for the La and Ma lines, respectively). Also different MAC values
than the ones produced by the MAC30 algorithm were used for the
very light and light elements in the Pouchou and Pichoir’s calcula-
tions [see Appendix 5 in Pouchou & Pichoir (1991)]. Rounding
errors due to different algorithm implementations, and in a lesser
extent due to different programming languages and computer
architectures, may also contribute to these differences.

When using the electron impact ionization cross sections of
Bote & Salvat (2008) and the MACs extracted from PENELOPE
2018, excellent results are obtained when only the fluorescence
by characteristic X-rays is considered. The calculation seems to
slightly overestimate the k-ratios compared to the original data.
Good results are also obtained when only the fluorescence by
the bremsstrahlung is considered. In this case, the distribution
is slightly broadened compared to the two previous cases.
When both contributions to the fluorescence are considered,
the results slightly deteriorate with a larger portion of overesti-
mated k-ratios. This deterioration had already been observed by
Pouchou & Pichoir (1993) when including the fluorescence by
the bremsstrahlung into the matrix correction procedure. The rea-
son is that the ¢(pz) models, which do not explicitly include the
fluorescence effects, have been adjusted during their development
on experimental data that contains X-ray intensities produced by
fluorescence.” However, despite the broadening of the histogram,
the maximum of the distribution is still centered on 1.0, and the
mean and standard deviation of the distribution are 1.0050 and
2.58% respectively. Despite giving less satisfactory results, the
fluorescence and secondary fluorescence by the characteristic
X-rays and by the bremsstrahlung must be considered when ana-
lyzing thin films as their contributions to the total produced char-
acteristic X-ray intensity is often not negligible. For example,
estimations from Monte Carlo simulations show that at 20 kV,
for a film of 100 nm of FeSi, on top of a Cu substrate, 5 and
1.5% of the Fe Ka X-ray intensity will be produced by the com-
bined effects of fluorescence and secondary fluorescence from
the characteristic X-rays and by the bremsstrahlung, respectively.

X-Ray Intensity Predictions: Comparison to Experimental Data

To demonstrate its accuracy, the implemented ¢(pz) calculation
method must be validated against experimental measurements,
when available. BadgerFilm predictions were compared to

The first PAP model developed by Pouchou & Pichoir (1984a, 1984b) did not include
fluorescence effects, that is, the ¢(pz) model alone (without fluorescence effects) was
tuned to best reproduce the experimental data (which of course did contain fluorescence
effects, to greater or lesser extents). In their 1991 paper (which is the one most people
know of), they developed some fluorescence corrections but not as directly part of the
#(pz) model. There is one more critical paper, a “difficult-to-find” 1993 extended confer-
ence paper, important because here they recognized this problem and slightly modified
the ¢(pz) model in a way that their modified model plus the fluorescence effects gave
k-ratios that matched the experimental k-ratios. However, it is unclear how they modified
the ¢(pz) algorithm, especially the reduced energy of the backscattered electrons W. The
phi-rho-z algorithm implemented in BadgerFilm is the one published in the 1991 paper,
as it is the most recent one available which completely describes all of the steps in the
procedure.
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absolute X-ray intensities emitted from simple pure elements
and from binary compounds.

The proposed phi-rho-z implementation was designed to
employ the same atomic parameters used in the Monte Carlo
code PENEPMA (Llovet & Salvat, 2017) allowing a direct com-
parison of the calculated X-ray intensities in absolute values of
photon per electron per steradian with experimental data or
Monte Carlo simulations.

Only few experimental absolute X-ray intensities produced by
electron beams at normal incidence have been reported in the lit-
erature, mainly because of the difficulty of accurately evaluating
the spectrometer detection efficiency and the number of incident
electrons used to perform the measurements (Dolby, 1960; Dick
et al,, 1973; Agarwal & Sparrow, 1981; Procop, 2004; Merlet &
Llovet, 2006; Moy et al., 2015). The experimental data of Dolby
(1960), Dick et al. (1973), Agarwal & Sparrow (1981), and
Procop (2004) are displayed in Figure 7 for the Be K, C K, Al
K, Si K, Ti K and Ke, Fe L, Cu K and Ka, and Ge Ko radiations.
These data were acquired at various takeoff angles. The K radia-
tions are the sum of the Ka and Kf radiations, whereas the L radi-
ation is the sum of the La, LS, L,M,;, L;M3, L;N;, and L,N;
radiations. As a general trend, the predictions of BadgerFilm
underestimate the experimental data, especially for the light ele-
ments Be and C. However, the shape of the curves, represented
by the scaled X-ray intensities are in excellent agreement with
the experimental data. These scaled curves were obtained by mul-
tiplying the original curves by constant terms, thus not changing
their shape. It is worth noting that large discrepancies exist
between experimental data from different authors, especially for
the light element C. Note that the X-ray generation value, in pho-
tons per electron per steradian, of 3.40 x 10~ derived by Procop
(2004) for the Al-K X-rays at 5 kV does not match the data in
Figure 13 of the same publication. A value of 7.0 x 107> was
extracted from this figure and used to plot the Al-K data in our
Figure 7e, giving much better agreement between the prediction
of BadgerFilm and the experimental data. Figure 8 shows the
absolute X-ray intensity predictions of BadgerFilm compared to
experimental data of Merlet & Llovet (2006) and Moy et al.
(2015) recorded with a takeoff angle of 40°. Excellent results
were obtained for the Al Ka and Ge Ko X-ray intensities com-
pared to Merlet and Llovet experimental data, up to 25kV. At
higher accelerating voltages, the predictions of BadgerFilm under-
estimate the experimental Al Ko data by 7%, while the predictions
for the Ge Ke intensity remain very good. For the Ge Lo intensity,
the predictions of BadgerFilm greatly underestimate the experi-
mental data, the relative error being of 36% at 40 kV. This under-
estimation is similar to the underestimation observed by these
authors using the predictions of PENELOPE (2003 version). As
a general trend, BadgerFilm predictions overestimate the experi-
mental data of Moy et al. (2015) measured on heavy elements.
For example, for the U Ma and U MJ X-ray intensities, the pre-
dictions of BadgerFilm overestimate the experimental data by
about 10%. These differences seen on heavy elements can be par-
tially attributed to uncertainties in the vacancy transition proba-
bilities and to a lesser extent, in the jonization cross sections
and MACs adopted for the present calculations. It is important
to keep in mind that most of these uncertainties on the atomic
parameters will cancel out when calculating k-ratios and that
the shape of the curve is what will have the greatest impact on
the quantification results. The shapes of the curves are here in
very good agreement between the experimental and theoretical
data, as shown by the scaled X-ray intensities.
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Fig. 7. Comparison of the predictions of BadgerFilm (dotted curves) with experimental absolute X-ray intensities (symbols) measured with various takeoff angles
(TOA) and normal electron beam incidence. The BadgerFilm predictions were scaled (dash-dotted lines) by a multiplicative constant to best match the experimen-
tal data. (a) Absolute K X-ray intensities of C and Al, and L X-ray intensity of Fe (Dick et al., 1973; Agarwal & Sparrow, 1981). (b) Absolute K X-ray intensities measured
on Be, Ti, and Cu (Dick et al., 1973). (c) Absolute K X-ray intensities measured on C and Al (Dolby, 1960). (d and e) Absolute K and Ka X-ray intensities measured on

C, Al, Si, Ti, Cu, and Ge (Procop, 2004).

X-Ray Intensity Predictions: Comparison to Monte Carlo
Simulations

It can also be useful to compare the model’s predictions to Monte
Carlo simulations as it allows the comparison of not only k-ratios
but also of absolute X-ray intensities. It also permits the
researcher to separate the emitted primary X-ray intensity from
the intensity produced by fluorescence from the characteristic
X-rays or from the bremsstrahlung, allowing fluorescence calcula-
tion algorithms to be validated.

Comparisons were made with Monte Carlo simulations per-
formed with PENEPMA (2018 version). The interaction mecha-
nisms employed in PENEPMA use scattering models that
combine numerical tables with analytical cross-section models.
The simulation algorithm is valid for energies ranging from few
hundred electronvolts to about 1 GeV. Previous work has demon-
strated the good accuracy of the PENEPMA Monte Carlo simula-
tions to predict absolute X-ray intensity values (Moy et al., 2015).
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Predicted X-ray intensity comparisons were made for primary
X-ray intensities, for fluorescence due to characteristic X-rays
and for fluorescence due to the bremsstrahlung. Elements ranging
from C to Am, and electron beam energies ranging from 5 to
30 kV have been used to perform the comparisons. The X-ray
lines considered, when available, were the Ko, Lo, and Ma
lines. As shown in Figure 9, there is a very good agreement
between the Monte Carlo simulations and the BadgerFilm predic-
tions for the Ko X-ray lines for both the primary X-ray intensity
and for the fluorescence produced by the bremsstrahlung. Both
the shape and the magnitude of the curves are well reproduced
by the predictions. For the La X-ray intensities, the predictions
correctly reproduce the Monte Carlo simulations for the primary
X-rays and fluorescence produced by the bremsstrahlung, while
the predictions of the fluorescence produced by the characteristic
X-rays underestimate the simulations for all the elements. The
results for the Mo X-ray lines are more varied: the primary
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Fig. 8. Comparison of the predictions of BadgerFilm (dotted curves) with experimental absolute X-ray intensities (symbols) measured on standards with a takeoff
angle of 40° and normal electron beam incidence. The BadgerFilm predictions were scaled (dash-dotted lines) by a constant to best match the experimental data.
(a and b) Absolute Ka and La X-ray intensities measured on Al and Ge (Merlet & Llovet, 2006). (c-f) Absolute Ma and Mj X-ray intensities measured on Au, Pt, Pb,

Th, and U (Moy et al., 2015).

X-ray intensities, as well as the fluorescence produced by the char-
acteristic X-rays, calculated by BadgerFilm are underestimated at
high accelerating voltages (>20 kV). The fluorescence generated
by the bremsstrahlung is in good agreement with the Monte
Carlo simulations except for the element Am where the predic-
tions are overestimated at high kV. It is worth noting that these
discrepancies will partially cancel out when calculating the
k-ratios. It should also be noted that the BadgerFilm results
agree better with the Monte Carlo simulation results than the
experimental results. This can be partially due to the fact that,
despite using different calculation methods, BadgerFilm and
PENEPMA are using the same atomic parameters.

k-Ratio Predictions: Bulk Compounds

Predictions have also been tested on experimental data for bulk
binary samples used in the compilation of Pouchou & Pichoir
(1991). It should be noted that in this section, the thin film
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programs BadgerFilm and STRATAGem were used in “bulk”
mode, that is, with no film, only considering the substrate. As
an example, the binary compound Al0.398Ti0.602 (wt fract.)
was studied. Ti Ko and Al Ko k-ratios were calculated at different
accelerating voltages using several programs: BadgerFilm,
STRATAGem, CalcZAF® (Donovan et al, 2020), GMRFilm
(Waldo, 1988), and PENEPMA. Note that the different programs
were using the MAC30 MACs (Heinrich, 1987), except for
BadgerFilm and PENEPMA which were using PENELOPE 2018
MAC values. Very good agreement is found between the experi-
mental and calculated Ti Ko k-ratios (Table 1). However, the Al
Ka k-ratios, relative to pure Al, seem to be overestimated by the
predictions of BadgerFilm (using the PENELOPE 2018 MACs)
compared to the originally published experimental data. Note
that, when using an MAC value, for the absorption of the Al

*The program CalcZAF is a free utility program for stand-alone calculations using the
ZAF and ¢(pz) algorithms contained in the Probe for EPMA software.
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Fig. 9. Primary characteristic X-rays intensities and fluorescence in pure element bulk samples generated by the characteristic X-rays and by the bremsstrahlung,
calculated for the Ka, Lo, and Ma X-ray lines by BadgerFilm. The predictions of BadgerFilm (curves) are compared to Monte Carlo simulation results (symbols)
obtained using the PENEPMA code. Note that there is no fluorescence by characteristic X-rays for the Ka lines in pure materials.

Ko X-rays by Ti, similar to the value employed in STRATAGem
(2,201 cm®/g instead of 2,132 cm®/g), BadgerFilm predicted
k-ratios are brought closer to the experimental data, especially
at high kV (>30kV). The same overestimation behavior has
been found with the PAP, XPP, and Armstrong (1995) ¢(pz) algo-
rithms as implemented in CalcZAF, as shown in Table 2. Similar
results were obtained with GMRFilm while STRATAGem shows
results extremely close to the experimental data. The k-ratios
were also calculated using the Monte Carlo code PENEPMA
and despite agreeing with the experimental data for the lowest
accelerating voltages, the Monte Carlo simulation results also
overestimate the k-ratio values at high accelerating voltages for
the element Al The overestimation, which is maximum at
40 kV, leads to a maximum deviation of about 11% compared
to the experimental k-ratio.

The absolute X-ray intensities, in ph/e”/sr, calculated by
BadgerFilm on the Al-Ti specimen and on the standards have
also been compared to PENEPMA simulations. Figure 10 shows
that the analytical and Monte Carlo calculations are in excellent
agreements. At high accelerating voltages, the predictions of
BadgerFilm for the Al Ko and Al Ka, X-ray lines are slightly
underestimating the Monte Carlo results by 6.5 and 4.2%,
respectively.
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Application to Quantification
Example 1: Olivine

BadgerFilm was used to quantify an “unknown” olivine sample
using EPMA measurements performed on a CAMECA
SXFive-FE electron microprobe located at the Eugene Cameron
electron microscopy laboratory, Department of Geoscience,
University of Wisconsin-Madison. The measurements were per-
formed at a single voltage, 15 kV and 20 nA with a 5 um beam
diameter. The elements Mg, Si, Ca, Mn, and Fe were measured
using the Ko X-ray lines recorded using an LTAP (2d=
25.745 A), a TAP (2d=25.745 A), an LPET (2d=8.75A), an
LiF (2d =4.0267 A), and an LLiF (2d = 4.0267 A) diffractor crys-
tals, respectively, on five different wavelength-dispersive spec-
trometers (WDS, with takeoff angles of 40°). Mg and Si were
quantified using an olivine standard from Marjalahti, Finland
(from T. Rose, Smithsonian, see USGS Open File Report
85-718); Ca was quantified using a wollastonite standard from
UW museum Diana, NY; Mn was quantified using a synthetic
Mn,SiO, manganese olivine (from D. Lange, Harvard
University, see Takei, 1976); and Fe was quantified using a fayalite
from Crystal Park, CO (Barker et al.,, 1975) supplied by Wards
Science (used as a standard in our laboratory). The element O
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Table 1. Ti Ko k-Ratio Measured on Al0.398Ti0.602 (wt fract.) (Pouchou & Pichoir, 1991) and Calculated with Different phi-rho-z Algorithms and Programs.
BadgerFilm STRATAGem calczAF GMRFilm PENEPMA

Accelerating Voltage (kV) Exp. PAP PAP PAP XPP Armstrong PAP
7 - 0.561 0.562 0.561 0.561 0.564 0.503 0.563 £ 0.007
10.5 = 0.564 0.565 0.564 0.563 0.568 0.564 0.577 +0.009
15.7 0.579 0.562 0.564 0.562 0.562 0.567 0.561 0.573 £ 0.009
20.9 0.561 0.558 0.559 0.557 0.557 0.564 0.557 0.568 + 0.009
26.1 0.558 0.551 0.552 0.550 0.551 0.558 0.550 0.563 £ 0.008
313 0.544 0.543 0.544 0.542 0.542 0.551 0.542 0.550 + 0.007
36.5 0.544 0.534 0.534 0.533 0.534 0.542 0.533 0.543 £ 0.005
40 0.538 0.528 0.528 0.526 0.527 0.536 0.526 0.533 £ 0.005

Table 2. Al Ka k-Ratio Measured on Al0.398Ti0.602 (wt fract.) (Pouchou & Pichoir, 1991) and Calculated with Different phi-rho-z Algorithms and Programs.

Exp. BadgerFilm STRATAGem CalczAR GMRFilm PENEPMA

Accelerating Voltage (kV) PAP PAP PAP XPP Armstrong PAP
7 0.385 0.398 0.394 0.396 0.395 0.392 0.396 0.388 + 0.004
10.5 0.354 0.364 0.359 0.362 0.361 0.358 0.361 0.358 + 0.005
15.7 0.301 0.314 0.307 0.310 0.310 0.307 0.310 0.309 + 0.004
20.8 0.259 0.269 0.260 0.263 0.264 0.260 0.263 0.264 + 0.005
26 0.216 0.229 0.219 0.223 0.225 0.221 0.222 0.229 + 0.004
313 0.187 0.197 0.187 0.190 0.193 0.188 0.189 0.196 + 0.003
36.4 0.158 0.173 0.162 0.166 0.168 0.164 0.165 0.171+0.003
40 0.143 0.159 0.149 0.152 0.154 0.151 0.151 0.158 + 0.003

3OEA—T——T 171 A
Al10.398Ti0.602 (wt fract.)
Ti Ka,

o.m PENEPMA
BadgerFilm

2.0E-4

1.0E-4

X-ray intensity (ph/e’/sr)

R P T . .
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0.0E+0

Fig. 10. Total X-ray intensities emitted from the binary compound Al0.398Ti0.602 (wt
fract.) for the elements Al and Ti. Symbols are the results of PENEPMA Monte Carlo
simulations and continuous lines are from the analytical calculations of BadgerFilm.

was not measured, and its concentration was determined by stoi-
chiometry or by letting it be a free parameter in the fitting algo-
rithm, that is, the oxygen concentration was adjusted by the fitting
algorithm to satisfy equation (41), as detailed below. A total of 14
measurements were performed on different locations and the
obtained k-ratios were averaged together to reduce the statistical
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fluctuations. The experimental data were analyzed using both
BadgerFilm and Probe for EPMA (Donovan et al., 2020) using
the PAP matrix correction model. However, Probe for EPMA
used the MAC30 MACs (Heinrich, 1987) and BadgerFilm used
the PENELOPE 2018 MACs. The obtained results are displayed
in Table 3. Excellent results were obtained with BadgerFilm com-
pared to Probe for EPMA. The highest relative deviation was
obtained for the element O, with a deviation of 1.7%. This devia-
tion can be attributed to the fact that the O concentration was
determined by stoichiometry in Probe for EPMA but was set as
a free parameter in BadgerFilm, only influencing the creation
and absorption of X-rays in the matrix correction procedure.
The fitting algorithm used to calculate the elemental concentra-
tions also tries to satisfy the equation:

Y c=1

i—=1

(42)

where N is the total number of elements present in the material
and C; is the weight fraction of the element i. This equation imple-
mented in the fitting algorithm will guide, but not force, the total
concentration toward a value of 100 wt%, helping to find realistic
results even if the O k-ratio was not measured. Note that the
uncertainties reported by BadgerFilm are based on the uncertain-
ties on the k-ratios propagated by the fitting algorithm, but not by
the matrix correction.
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Table 3. Measured Ka k-Ratios and Composition of an Olivine Sample at 15 kV Using Probe for EPMA and BadgerFilm.

Mg Si Ca Mn Fe (0] Total
Ko k-ratio 0.425 0.893 0.00587 0.0115 0.568 = =
Probe for EPMA 14.82 16.33 0.20 0.65 30.45 37.35 99.80
BadgerFilm 14.66 +0.23 16.26 +0.10 0.20+0.01 0.65+0.07 30.25+0.37 38.00 +0.62 100.02 £0.77

Elemental concentrations are given in wt%.
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Fig. 11. Fitting of the experimental k-ratios at 10, 15, and 20 kV by BadgerFilm’s fit-
ting algorithm. All the data are used at once to determine the elemental composition
of the sample.

Example 2: Fe-Silicide

An Fe-silicide test sample was quantified using BadgerFilm and
the results were compared to the calculations of Probe for
EPMA. The measurements were performed with the same
CAMECA SXFive-FE electron microprobe instrument as in the
previous example. The data were acquired with an accelerating
voltage of 10, 15, and 20 kV and a beam current of 20 nA. The
elements Fe and Si were measured by WDS using an LiF (2d =
4.0267 A) and an LPET (2d=8.75 A) monochromator crystals,
respectively. For each accelerating voltage, five different points
were measured, and the obtained k-ratios were averaged. The
standards used for the quantification were a pure Fe and a pure
Si standard. Similarly to the previous example, both BadgerFilm
and Probe for EPMA used the PAP matrix correction algorithm,
but also both Probe for EPMA and BadgerFilm employed the
MAC30 MACs (Heinrich, 1987). The k-ratios measured at differ-
ent accelerating voltages were analyzed separately with Probe for
EPMA while with BadgerFilm, they were all analyzed simultane-
ously, and the best answer calculated using the fitting algorithm
(Fig. 11). Therefore, only a final (global) composition is given
by BadgerFilm, with no intermediary values calculated at the dif-
ferent accelerating voltages. Obtained quantification results are
displayed in Table 4. Uncertainties reported by BadgerFilm are
derived from the uncertainties of the experimental k-ratios prop-
agated through the fitting algorithm. The uncertainties reported
by Probe for EPMA are derived from the standard deviation of
the measured k-ratios at the different accelerating voltages. Very
good agreements were obtained between the two quantification
programs. Relative deviations of —0.03 and 0.11% were observed
for the element Si and Fe, respectively.
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Using BadgerFilm to Determine MACs

As an example of the versatility of BadgerFilm, it is possible to eas-
ily modify the fitting routines to determine MACs from multi-
voltage experimental measurements. The method is similar to
the one presented by Pouchou and Pichoir and implemented in
the program XMAC (Pouchou & Pichoir, 1988; Pouchou, 1996).
The X-ray intensity of a given element and given X-ray line is
recorded at several accelerating voltages in a material of interest.
The data are then fitted using BadgerFilm in which the composi-
tion and geometry of the sample are fixed—the sample can be a
bulk or a multilayered specimen—and for which the studied
MAC is defined as a fitting parameter. A scaling constant should
also be introduced to account for the spectrometer detection effi-
ciency as the X-ray intensities are directly considered and not
the k-ratios. This scaling constant will also encompass the atomic
parameters that are independent of the electron beam energy: the
fluorescence yield, the radiative transition probability, and the
enhancement factor due to the Coster-Kronig and super-Coster—
Kronig transitions. For a given ¢(pz) model, MAC tables (used
to calculate the MACs other than the one to be determined, if a
compound) and electron impact ionization cross-section model,
the program will find the MAC value that produces theoretical
X-ray intensities that best match the experimental data.

As an example, a recent publication by Péml & Llovet (2020)
aimed at measuring the MAC of O Ka by actinide elements Th, U,
Np, and Pu. The authors acquired the O Ko X-ray intensity on
ThO,, UO,, NpO,, and PuO, at 5, 7, 10, 15, 20, 25, and 30 kV
and used the program XMAC to determine the O Ka MACs
for the different actinides. Note that XMAC uses the XPP
model and does not account for the characteristic and continuum
fluorescence correction. The specimen used by these authors were
coated with different thicknesses of Al, required to ensure the
electrical conductivity (20.1, 19.6, 37.5, and 56.8 nm for the
ThO,, UO,, NpO,, and PuO, samples, respectively). The authors
derived correction factors to take into account the loss of energy
of the electron beam going through the coating layer and to cor-
rect for the absorption of the emitted X-rays by the coating layer.
These corrections were required, especially at low accelerating
voltage, because XMAC assumes the sample to be bulk and
uncoated. This requirement is not necessary with BadgerFilm as
any kind of layered geometry can be used, thus the Al coating
can naturally be taken into account. The experimental data of
Poml and Llovet, uncorrected and corrected for the effect of the
Al coating by the same authors, were entered in BadgerFilm,
and using the PAP ¢(pz) model of Pouchou and Pichoir, the
MAC extracted from PENELOPE 2018 (for O Ko by O) and elec-
tron impact ionization cross sections of Hutchins, the O Ka
MACs were obtained (Table 5). Poml and Llovet showed that
their empirical results are in very good agreements with the the-
oretical MACs used in PENELOPE 2018, calculated from the the-
oretical photoelectric cross sections of Sabbatucci & Salvat (2016).
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Table 4. Measured Composition of an Fe-Silicide Sample at 10, 15, and 20 kV Using Probe for EPMA and BadgerFilm.
10 kv 15 kV 20 kv Average/Final
Total
Fe Si Fe Si Fe Si Fe Si
Probe for EPMA 88.70 11.29 88.98 11.13 88.95 11.10 88.88 £0.68 11.17+0.04 100.05+0.68
BadgerFilm = = = = = = 88.97 £0.14 11.17+0.04 100.14 +0.15

Elemental concentrations are given in wt%. BadgerFilm uses all the k-ratios (measured for the different elements and different accelerating voltages) at the same time to directly predict the
final elemental composition without having to calculate intermediary compositions for the different kvs.

Table 5. MACs of O Ka Radiation by Actinide Elements (in cm?/g).

Sample Absorber Poml and Llovet (XMAC) BadgerFilm Corrected Data BadgerFilm Noncorrected Data PENELOPE 2018
Tho, Th 10,846 11,195 + 659 11,497 + 662 10,966
uo, U 9,318 9,381+ 669 9,661 + 684 9,962
NpO, Np 8,524 8,663 + 621 8,960 + 622 8,817
PuO, Pu 7,025 7,099 £ 285 7,512 £293 6,613
(a) 30 y T T —— (b) _50 . T T y T
Th (wp = 11195639 cnr’) — Th (w/p = 114974662 cm/g)
o —— U (Wp = 93812669 em? —— U (Wp = 9661684 cm? 1
T T —m— Np (wp = 86632621 em?/g) —a—Np (wp = 89602622 em?/g)
- T —o— Pu (Wwp = TO9R£285 em®/g) 401 —@—Pu (p = 75124293 cm¥g)
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Fig. 12. Determination of the MAC of O Ka X-ray radiation by Th, U, Np, and Pu in ThO,, UO,, NpO,, and PuO, specimens, respectively. Corrected (a) and non-
corrected (b) experimental data of P6ml & Llovet (2020) (symbols) are well fitted by the theoretical predictions of BadgerFilm (continuous line).

Excellent agreement was found between the BadgerFilm deter-
mined MACs and the MACs obtained by Péml and Llovet using
XMAG, with the corrected X-ray intensity dataset. Our results are
within the uncertainty of 5% given by the authors. Good agree-
ment was also obtained by using the noncorrected X-ray intensi-
ties and by including the Al coating as a separate layer from the
substrate (using the Al thicknesses determined by Péml and
Llovet using STRATAGem), with a maximum relative deviation
of 6.9% obtained for the PuO, sample. This maximum deviation
can be attributed to the fact that the PuO, specimen has the
thicker Al coating (56.8 nm). In both cases, with the corrected
and noncorrected X-ray intensity, the predictions of BadgerFilm
fit the experimental data very well, as shown in Figure 12. The
uncertainty values given by BadgerFilm are the result of the fit-
ting, which only considers the uncertainty of the experimental
data. It is worth noting that the resulting empirical MACs are
highly dependent of the ¢(pz) model and of the electron impact
ionization cross sections used to determine them as both depend
on the electron beam energy. Especially for the latter factor, a
change of the electron impact ionization cross section can lead
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to a strong change of the shape of the theoretical X-ray intensity
curve and then force the fitting algorithm to find a different MAC
value. Also, relative X-ray intensities (required to determine the
MAC values) are more sensitive to the ionization cross section
details than the k-ratios. For these reasons, only the electron
impact ionization cross-section model of Hutchins must be
used for the determination of MAC values, as it is the model
that was used by Pouchou and Pichoir to develop the PAP model.

Conclusion

BadgerFilm is a newly developed software, free and open source.
The program can be used to quantify bulk samples using k-ratios
obtained by EPMA, as well as its main intended purpose, thin
film analysis. BadgerFilm can also be employed to determine
MAC values from relative X-ray intensities. The program imple-
ments the PAP ¢(pz) distribution as described in Pouchou &
Pichoir (1991) with modification to use some of the most recent
atomic parameters. The calculation of the fluorescence produced
by the bremsstrahlung has also be improved using data from
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Monte Carlo simulations. BadgerFilm predictions show good
agreement with experimental k-ratios allowing the software to
perform elemental quantification. Emitted X-ray intensities pre-
dicted by BadgerFilm, and given in absolute units (in ph/e™/sr),
show very good agreements with Monte Carlo simulations
performed with PENEPMA. Good quantification results were
demonstrated on bulk samples compared to other quantification
programs.

Future work will focus on the implementation of other ¢(pz)
distribution models as well as improvement of the fluorescence
calculation methods.

BadgerFilm source code can be found at this repository link:
https://github.com/Aurelien354/BadgerFilm.

Supplementary material. To view supplementary material for this article,
please visit https:/doi.org/10.1017/51431927620024915.
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