
Accepted Manuscript 

This peer-reviewed article has been accepted for publication but not yet copyedited or typeset, 
and so may be subject to change during the production process. The article is considered 
published and may be cited using its DOI. 

This is an Open Access article, distributed under the terms of the Creative Commons Attribution 
licence (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted re-use, 
distribution, and reproduction in any medium, provided the original work is properly cited. 

10.1017/hpl.2025.6 

Deep learning enabled robust wavefront sensing for active 

beam smoothing with continuous phase modulator 

Yamin Zheng 1,2,3, Yifan Zhang 1,2,3, Liquan Guo 1,2,3, Pei Li 1,2,3, Zichao Wang 1,2,3, 

Yongchen Zhuang 1,2,3, Shibing Lin 1,2,3, Qiao Xue 4, Deen Wang 4,5, and Lei Huang 1,2,3,* 

1 Department of Precision Instrument, Tsinghua University, Beijing 100084, China 
2 State Key Laboratory of Precision Space-time Information Sensing Technology, Beijing 

100084, China 
3 Key Laboratory of Photonic Control Technology (Tsinghua University), Ministry of Education, 

Beijing 100084, China 
4 Research Center of Laser Fusion, CAEP, P.O. Box 919-988, Mianyang 621900, China 

5 sduwde@126.com 
* hl@tsinghua.edu.cn 

Abstract In laser systems requiring a flat-top distribution of beam intensity, beam 

smoothing is a critical technology for enhancing laser energy deposition onto the focal spot. 

The continuous phase modulator (CPM) is a key component in beam smoothing, as it 

introduces high-frequency continuous phase modulation across the laser beam profile. 

However, the presence of the CPM makes it challenging to measure and correct the 

wavefront aberration of the input laser beam effectively, leading to unwanted beam intensity 

distribution and bringing difficulty to the design of the CPM. To address this issue, we 

propose a deep learning enabled robust wavefront sensing (DLWS) method to achieve 

effective wavefront measurement and active aberration correction, thereby facilitating active 
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beam smoothing using CPM. The experiment results show that the average wavefront 

reconstruction error of the DLWS is 0.04μm in RMS, while the Shack-Hartmann wavefront 

sensor’s reconstruction error is 0.17μm. 

Key words: beam smoothing, continuous phase modulator, deep learning, wavefront 

sensing. 

I. INTRODUCTION 

Continuous phase modulation (CPM) is extensively employed in laser systems to achieve beam 

smoothing and generate a flat-top intensity distribution of focal spots, thereby facilitating 

subsequent applications that necessitate uniform laser focusing on the irradiation target [1–6]. 

Ensuring the uniformity of laser irradiation on the focal spot represents a critical and formidable 

technological pursuit. CPM functions as a transmission-type phase modulating device, introducing 

high-frequency phase distortion into the beam. Under the influence of CPM, the resulting focal 

spot of the output beam can be transformed into a circular or elliptical shape with evenly distributed 

intensity, rather than conforming to a Gaussian distribution pattern [7–10]. However, wavefront 

distortion occurs during beam propagation due to thermal effects, manufacturing errors, or air 

turbulence. In contrast, the design of the CPM is based on an ideal plane wavefront input. 

Therefore, when the input beam contains wavefront distortions, the beam smoothing capability of 

the CPM decreases and the resulting focal spot no longer maintains a uniform intensity 

distribution, which leads to laser-plasma instabilities in experiments [11–20]. 

As an effective method to correct wavefront distortion and improve beam quality, adaptive 

optics (AO) is widely used in laser systems [21–24]. There are two common types of AO systems. 

The first type is the wavefront sensorless AO system, measuring a specific parameter of the focal 
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spot as the control target [25–28]. A two-stage wavefront sensorless AO method based on 

deformable mirror (DM) resolution-matching was proposed [25]. This method firstly uses the 

encircled energy of the focal spot as the system performance metric, and then uses the fraction of 

certain intensity as the system performance metric to control the intensity uniformity. The second 

type of AO systems is the wavefront sensing AO system, measuring the wavefront of the beam as 

the control target [29,30]. Compared with the wavefront sensorless AO method, the wavefront 

sensing AO method usually uses direct correction algorithms with quicker convergence speed. 

However, under the influence of the CPM, the wavefront sensing AO could not be effectively 

utilized. With the phase modulation effect of the CPM, the output beam contains high frequency 

phase distortions, and the wavefront sensor could only measure the wavefront that is already 

modulated by the CPM. Considering that the control target is to correct the wavefront distortion 

before the CPM instead of the wavefront distortion after the CPM, it is difficult to implement the 

correction using wavefront sensing AO method. Another obstacle to the use of wavefront sensing 

AO method in CPM laser system is the difficult wavefront measurement. As a commonly used 

tool in AO, the Shack-Hartmann wavefront sensor (SHWFS) measures the wavefront by splitting 

the beam into several sub-apertures and calculating the slopes of local wavefront within each sub-

aperture. Nonetheless, under the influence of the CPM, the high frequency phase distortion in the 

beam causes dispersed focal spot patterns in the SHWFS and the slope calculation goes wrong, 

resulting in wrong wavefront measurement results. 

To improve the accuracy and speed of wavefront reconstruction, the deep learning 

technique has been adopted in SHWFS [31–33]. A deep learning wavefront sensing approach for 

the SHWFS was proposed to predict the wavefront directly from sub-aperture images without 

centroid calculation [31]. A learning-based SHWFS was proposed to obtain Zernike coefficient 
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amplitudes of aberrations from the raw image input, achieving high-order aberration detection 

without image segmentation or centroid positioning [32]. Moreover, the learning-based SHWFS 

was further developed to achieve direct prediction of discrete phase values with high speed and 

high accuracy [33]. While the deep learning assisted SHWFS could address the accuracy and speed 

limitations of direct wavefront reconstruction, it remains a challenge to accurately identify and 

recover the wavefront distortion to be corrected from distorted SH patterns. 

A deep learning assisted high robustness wavefront sensing (DLWS) method for active 

CPM modulation in beam smoothing is proposed. Through the DLWS method, the wavefront 

before the influence of the CPM could be accurately extracted and recovered from the SH patterns 

for direct aberration correction. The DLWS firstly measures the spot patterns of the beam through 

a SHWFS without slope calculation. The spot patterns are input into a slope deblur neural network 

(SD-Net) to obtain the accurate slopes of the input laser beam. After that, the CPM-unaffected 

wavefront could be reconstructed using these slopes and the regular AO process could be 

implemented to correct the wavefront distortion. With the DLWS method, active beam smoothing 

with CPM could be carried out to achieve desired intensity distribution of the focal spot. 

II. PRINCIPLE AND SIMULATION 

The CPM functions as a beam smoothing device, generating a specific phase distribution with 

characteristic dimensions to modulate the phase at high spatial frequency, thereby achieving the 

desired light intensity distribution. Figure 1 shows the CPM modulation process. 
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Figure 1. CPM modulation in layer systems. (a) CPM optical path. (b) Phase pattern of CPM. (c) 
Beam profiles with CPM modulation and wavefront distortion (DIS). (d) FOPAI curves with CPM 
modulation and DIS. 

The CPM works at the beam smoothing process in the laser system. The surface shape of 

the CPM is finely manufactured to introduce continuous phase variations across the laser beam 

profile, thereby redistributing the laser energy. Figure 1(b) shows the continuous phase variation 

introduced by the CPM, which redistributes the laser energy profile from a Gaussian form into a 

flat-top form. Figure 1(c) shows the laser beam profile after the CPM modulation. Before the 

modulation, the profile follows a Gaussian distribution and the energy is mainly enclosed in the 

middle area, forming a peak in the center. After the CPM modulation, the profile follows a flap-

top distribution, and the energy is evenly distributed around the effective area. Therefore, the 

uniformity of the laser beam profile is improved. A parameter that is commonly used to assess the 

uniformity of the focal spot is the fractional power above the intensity (FOPAI). FOPAI of beams 

before and after the CPM modulation are shown in Figure 1(d). The lower the curve, the better the 

uniformity. It could be seen that the CPM modulation could effectively improve the uniformity of 

the laser beam. The CPM could be designed according to system requirements in the specific 
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application. However, to ensure the beam smoothing performance of the CPM, the wavefront 

distortion of the input laser beam should be effectively corrected. 

The wavefront distortion of the input laser beam will cause performance loss of the CPM 

modulation. Figure 1(c) shows the laser beam profile when the input wavefront contains undesired 

distortions. The distortions could be introduced by the thermal effect of the lenses, the alignment 

errors of the optical devices or the air turbulences. Under the circumstance of distorted input laser 

beam, the CPM modulation could not reach its designed and optimized output. The output laser 

beam profile’s uniformity is not guaranteed. Therefore, in order to maintain the uniformity and 

stability of the beam profile, active wavefront aberration correction is required. 

 

Figure 2. Principle of DLWS and network structure of SD-Net. The input of SD-Net is the raw gray-
scale map of the spot array and the output is the slope of each individual sub-aperture. 

The DLWS is an effective wavefront sensing method that could measure the wavefront 

accurately and accomplish wavefront correction towards the right correction direction. The 

principle of the DLWS is shown in Figure 2. A detector with micro-lens array is used to measure 

the focal spot array of the input laser beam. The data processing of the DLWS is different from 

that of the SHWFS. In the DLWS, after the focal spot array is recorded by the detector, the gray-

scale map is fed into the slope deblur neural network (SD-Net) to get the local wavefront slope 

within each sub-aperture. Given that the ground truth slopes are measured by the same SHWFS, 

the slope information is chosen as the prediction of the SD-Net due to the simplicity of training 
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and calculation. After that, the wavefront could be reconstructed with the accurate slope 

information by Southwell zonal phase estimation method and the closed-loop correction could be 

carried out [34]. In order to calculate the full aperture light intensity information without lossy 

sampling, the fully connected layers are used in the SD-Net. Thresholds are set on the camera in 

real-time operation to improve the signal-to-noise ratio of the spot array. Due to the concentrated 

light intensity inside each sub-aperture and the detection threshold of the camera, the weights 

involved in training loops are distributed sparsely. It should be noted that when the DLWS method 

is applied to other CPM applications, the structure and scale of the SD-Net should be fine-tuned 

to achieve directed parameter tuning. While for the SHWFS, the deviation between the measured 

focal spot array and the array of an ideal input beam is used to calculate the wavefront slopes. The 

wavefront is reconstructed using these wavefront slopes. However, under the effect of the CPM 

modulation, the distribution of each focal spot is blurred, which leads to errors in the calculation 

of centroids and wavefront slopes. 

The wavefront measurement and aberration correction performance of the SHWFS under 

the CPM modulation is investigated in simulation. Figure 3 shows the slope calculation results 

under the CPM modulation using the DLWS and the SHWFS. The phase variation introduced by 

the CPM is shown in Figure 1(b). The SHWFS has an 8×8 micro-lens array. Figure 3(a) shows the 

beam modulation results of the CPM when the input laser beam contains aberrations. After the 

modulation, the beam profile became more evenly distributed. However, due to the distortion of 

the input wavefront, the output could not satisfy the CPM designed output and could be improved 

with AO. Figure 3(b) shows the initial gray-scale maps of the focal spot array measured by the 

SHWFS after the CPM modulation. From the enlarged picture it could be seen that after the CPM 
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modulation, blur occurs on the focal spots. The distorted focal spots could not reveal the slope of 

local wavefront accurately. Shown in Figure 3(c) is the wavefront distortion. 

 

Figure 3. Slope calculation results using DLWS and SHWFS. (a) Beam profile with DIS. (b) Spot 
array and the enlarged area with DIS.(c) DIS. (d) Slopes calculated by SHWFS. (e) Slopes calculated 
by DLWS. (f) Slope error in X direction. (g) Slope error in Y direction. 

Figure 3(d) and Figure 3(e) show the calculated slopes and wavefront based on the focal 

spot arrays using SHWFS and DLWS, respectively. It could be seen that the blur causes error in 

the calculation of wavefront. Figure 3(f) and Figure 3(g) show the slope calculation errors, which 

are the absolute values of the difference between reconstructed slopes and the ground truth.  

In order to improve the uniformity of the output beam profile, the AO should implement 

correction based on the input beam’s aberrations. After correction, the input beam is closer to a 

plane wave and the CPM modulation achieves better performance. However, considering the 
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modulation of the CPM, during real-time measurement, only the inaccurate CPM-modulated 

wavefront could be measured, which brings difficulties to AO implementation. 

Different from existing approaches to SHWFS reconstruction, the DLWS avoids the slope 

calculation error by directly recovering slopes using the SD-Net. The DLWS contains three steps. 

The first step is to get the gray-scale map of each focal spot using a detector with a micro-lens 

array and a camera, which is the same as the detector used in SHWFS. The second step is to feed 

the segmented gray-scale map into the SD-Net to get the slopes of local wavefront within each 

sub-aperture. The third step is to reconstruct the wavefront using the derived slopes. The SD-Net 

is a neural network trained before the AO implementation. In the training of the SD-Net, the input 

dataset is the gray-scale map with the CPM modulation and the ground truth dataset is the slope 

of the wavefront without the CPM modulation. The structure of the SD-Net is flexible. In this 

simulation and experiment, the SD-Net consists of two sets of cascade neural networks, of which 

the first set contains three fully connected (FC) layers and three ReLU activation layers, adding 

nonlinear computing power to the network; The second group contains four fully connected layers, 

as shown in Figure 2. For each pair of input and output data, the input is a 406×406 matrix of gray-

scale map and the output is a 76×2 matrix of slopes in X and Y directions. To generate the dataset 

suitable for the training, 10000 groups of random laser data before and after the CPM modulation 

are produced, including wavefront, beam profile and focal spots array measured by the detector. 

80% of them are for training and 20% for testing. The loss function is the root-mean-square (RMS) 

value of the difference between the output data and corresponding ground truth. Figure 3(e) shows 

the slope calculation result of the DLWS with the same focal spot array after the CPM modulation. 

The reconstructed wavefront and fitting residue based on it are shown in Figure 4. It could be seen 

that compared with the SHWFS, the DLWS could reconstruct wavefront with higher accuracy. 
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Figure 4. Wavefront reconstruction results using DLWS and SHWFS. (a) Wavefront reconstructed 
by SHWFS. (b) Wavefront reconstruction error of SHWFS. (c) Wavefront reconstructed by DLWS. 
(d) Wavefront reconstruction error of DLWS. 

III. Experiment 

The configuration of the experiment and the manufactured CPM is shown in Figure 5. The laser 

source is a 1053nm laser emitted through fiber. The reflecting mirror (RM) is a plane mirror with 

good flatness. The CPM manufactured in our lab is shown in the left part of Figure 5. Lenses with 

different focal lengths are used for beam collimation. A DM is used to implement the wavefront 

correction and generate different wavefront data for network training. The DM has a 17.5mm pupil 

diameter and 69 actuators across the whole pupil with a 2.5mm actuator pitch. A detector 

composed of a charge-coupled-device (CCD) and a micro-lens array is used to measure the gray-

scale map of the beam’s focal spot array. The CCD has 1000×1000 pixels with a 7.4μm pixel pitch. 

The MLA has 23×23 sub-apertures with an 8mm focal length. Another CCD is used to measure 

the laser beam profile with 1384×1360 pixels and a 6.45μm pixel pitch. In the experiment, 18000 

groups of random wavefronts are generated by the DM for network training. The training 

parameters and network structure of the SD-Net in the experiment are the same as in the 

simulation.  
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Figure 5. Experiment configuration of DLWS. (CPM, continuous phase modulator. RM, reflecting 
mirror. SHWFS, Shack-Hartmann wavefront sensor. CCD, charge-coupled-device. DM, deformable 
mirror.) 

After the SD-Net is set up, the DLWS could measure the wavefront before the CPM 

modulation with the modulated laser beam. Figure 6 shows the wavefront measurement results of 

the DLWS. In order to compare the DLWS and the SHWFS in wavefront measurement accuracy, 

the gray-scale map measured by the detector is also processed following regular SHWFS 

calculation principle. Figure 6 shows the spot array captured by the CCD and the wavefront 

reconstruction errors of the SHWFS and the DLWS. It could be seen that the DLWS wavefront 

reconstruction accuracy is higher than the SHWFS. The wavefront reconstruction error of the 

DLWS has a peak-to-valley (PV) value of 0.16μm and an RMS value of 0.08μm. While the error 

of the SHWFS has a PV value of 0.85μm and an RMS value of 0.43μm. 

 

Figure 6. Wavefront results using DLWS and SHWFS in experiment. (a) Spot array. (b)(c) Spots in 
local sub-apertures. (d) Wavefront reconstruction error of SHWFS. (e) Wavefront reconstruction 
error of DLWS. 
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More groups of wavefront data are measured by the DLWS and SHWFS as shown in Figure 

7. The two charts of curves are the RMS values of the slope calculation error and wavefront error, 

respectively. The average wavefront reconstruction error of the DLWS is 0.04μm, lower than that 

of the SHWFS (0.17μm). 

 

Figure 7. RMS value of reconstruction errors using DLWS and SHWFS in experiment. (a) RMS of 
slope reconstruction errors. (b) RMS of wavefront reconstruction errors. 

The wavefront aberrations need to be corrected in real time during ignition. The AO 

correction performed in the experiment is used to correct the wavefront distortion shown in Figure 

8. The PV value of the initial beam distortion is 1.42μm, the RMS value is 0.21μm, and the ratio 

of FOPAI distribution greater than 5Iavg is 5.5%. When adaptive optical correction is implemented 

based on a SHWFS, as shown in Figure 8(b), the laser beam profile can be controlled and the 

energy is distributed more evenly over the region. After the beam distortion correction based on 
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the SHWFS, the PV value and RMS value of the correction residual are 0.82μm and 0.15μm, and 

the ratio of FOPAI distribution greater than 5Iavg decreases to 4.1%. However, due to the 

limitations of the SHWFS that the ambiguity in the focus array causes the slope calculation error, 

the correction target is not the ideal target. The correction direction is biased, so the initial 

wavefront distortion cannot be fully compensated. When the system uses the wavefront measured 

by the DLWS for AO correction, the control signal is calculated based on the correct aberration 

target. The laser beam profile achieves better uniformity, and the wavefront correction residuals 

are smaller than the adaptive optical correction of the SHWFS, as shown in Figure 8(c). After the 

wavefront detection and wavefront correction using the wavefront slope correction method, the 

PV and RMS of the correction residual are 0.52μm and 0.08μm, and the ratio of FOPAI distribution 

greater than 5Iavg is 2.7%. Figure 8(d) shows the comparison of the FOPAI curve of the non-

aberrated beam under the CPM, the FOPAI curve of the beam with aberration after wavefront 

detection and correction by the SHWFS, and the FOPAI curve of the beam with aberration after 

wavefront detection and correction by the DLWS. It can be seen that the wavefront detection 

method of the SHWFS has poor correction effect on the incident beam distortion in the CPM 

optical path. However, after the wavefront detection and beam distortion correction by the DLWS, 

the FOPAI distribution of the beam is close to the design target of the CPM, and the beam 

smoothing effect is better in this case. Figure 8(e) shows the comparison of key parameters of the 

FOPAI curve. Taking the ratios of FOPAI distribution greater than 3 times, 5 times and 7 times as 

the key parameters, the results show that the three ratios of the DLWS are all lower than those of 

the SHWFS. 
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Figure 8. Wavefront correction results using DLWS and SHWFS. (a) Initial wavefront distortion 
and beam profile. (b) Wavefront reconstruction error and beam profile of SHWFS. (c) Wavefront 
reconstruction error and beam profile of DLWS. (d) FOPAI curves. (e) Key parameters of FOPAI. 

 

Figure 9. FOPAI results of beam profiles after wavefront correction based on the DLWS and the 
SHWFS. 

In the experiment, 5000 sets of wavefront data were corrected and the key FOPAI data of 

beam intensity distribution after correction was shown in Figure 9. Similarly, the ratios of FOPAI 
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distribution greater than 3 times, 5 times and 7 times were taken as the key parameters. It can be 

seen that both the SHWFS and the DLWS can improve the uniformity of laser beam profile. As a 

passive wavefront modulator, CPM can be designed and optimized for different application 

scenarios, but cannot be adjusted during real-time ignition. The high power laser irradiation and 

sealed environment make it nearly impossible to replace the CPM for better wavefront 

compensation and laser beam profile. Therefore, the introduction of active wavefront correction 

such as AO can effectively improve the performance of CPM modulation. The AO correction 

based on the SHWFS and the DLWS can suppress the input optical distortion. However, when the 

wavefront measurement result cannot accurately represent the target to be corrected, the adaptive 

optical system will have deviation in the wavefront correction direction and cannot achieve the 

best performance. Therefore, since the DLWS has a higher wavefront reconstruction accuracy than 

the SHWFS, the adaptive optical correction based on the DLWS can achieve better performance, 

as shown in Figure 9. The ratio of FOPAI key data of laser beam profile after wavefront correction 

based on the DLWS is significantly lower than that of wavefront correction based on SHWFS. 

This shows that the introduction of the DLWS in the optical path to carry out wavefront detection 

and beam aberration correction can actively correct the incident beam distortion, improve the CPM 

modulation performance and achieve active beam smoothing, obtaining a more uniform laser 

intensity distribution on the focal spot. 

IV. Discussion 

The numerical simulation and experiment results both demonstrate that the DLWS is an effective 

method to correct the wavefront distortion and improve the energy uniformity in the CPM 

modulation process. Considering the optical system of a high power laser facility, the input 

wavefront distortion before the CPM process would change in real-time and would affect the beam 
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smoothing performance of the CPM as well as the spot array distortion. The distortion of each 

micro-lens’s focus is highly characterized with the input wavefront distortion and could not be 

calibrated as a static system error. With the DLWS method, the input wavefront distortion could 

be reconstructed according to the changes of foci distortions. In terms of beam smoothing 

performance, the DLWS not only provides a solution of accurate wavefront measurement and 

active aberration correction under the CPM modulation, but also avoids the shortage of regular 

wavefront sensing methods that the measured wavefront could not represent the target to be 

corrected. With the DLWS, the wavefront characteristics of the laser beam could be obtained more 

precisely, offering a reliable basis for the beam correction decision. In laser fusion facilities, the 

SHWFS and the DM suitable for high power laser application are common devices to sense and 

correct the wavefront aberration of the laser beam. Moreover, the continuous phase plate (CPP), 

which has the same function as the CPM, is used in laser fusion facilities to achieve beam 

smoothing. The difference between them is that the CPP refers specifically to the phase modulating 

component in inertial confinement fusion systems, while the experiment of the presented CPM is 

carried out on an optical experimental platform. To prevent misunderstanding, the phase modulator 

presented in the experiment is called the CPM. Therefore, the DLWS method could be carried out 

in laser fusion facility given that the neural network is fine-tuned and well-trained.  

Besides, in terms of real-time operation robustness, the DLWS wavefront reconstruction is 

based on neural network calculation which could directly get the slope information from the 

detector measured gray-scale map. With the SD-Net trained with good and sufficient dataset, the 

correction accuracy could be guaranteed. The problems that happen to traditional centroiding 

algorithms, such as response supersaturation or single pixel missing, would have no effect on the 

network calculation.  

https://doi.org/10.1017/hpl.2025.6 Published online by Cambridge University Press

https://doi.org/10.1017/hpl.2025.6


Accepted Manuscript 

 17

Moreover, in terms of adaptability, the SD-Net used in the DLWS could be adjusted 

according to the requirement of the application scenarios as well as the form of input and output 

data. For example, besides the focal spot array measured by the detector with a micro-lens array, 

the input of the SD-Net could be the curvature result measured by a curvature sensor or the near-

field beam profile measured by a CCD. The SD-Net could directly output the wavefront instead of 

the slope. The high-flexibility of the network gives the DLWS high adaptability. 

Finally, in terms of the effect on the original optical system, the DLWS will not change the 

structure of the original light path and affect the propagation of high-power laser. The DLWS uses 

a DM to generate wavefront training dataset and to implement AO correction. The DM is a 

commonly used component in laser systems with its high reflectivity and good abilities in 

correcting wavefront distortion in real time. The detector used in the DLWS has the same structure 

as the SHWFS which is also commonly used in laser systems to measure the wavefront in different 

laser propagation stages. The training of the SD-Net and real-time calculation run on an 

independent computer. In other words, the DLWS could be easily applied to the existing CPM 

modulation systems. 

V. Conclusion 

During the CPM modulation stage in laser systems, the laser beam profile is redistributed into a 

flat-top distribution to improve the uniformity of energy onto the focal spot and increase the energy 

coupling efficiency. However, when the input beam contains wavefront distortions before the 

CPM modulation, the modulated laser beam profile would be reshaped and the uniformity of the 

laser beam profile would decrease, which affects the uniform irradiation of the focal spot. The 

DLWS could measure the wavefront distortion accurately and implement AO correction 

effectively to improve the CPM modulation performance. The DLWS uses a neural network, SD-
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Net, to accomplish slope calculation from the gray-scale map measured by a detector with a micro-

lens array. Compared with the commonly used SHWFS, the DLWS could directly reconstruct the 

wavefront before the CPM modulation from the modulated laser beam information, leading to 

better AO correction results. The simulation and the experiment are carried out to investigate the 

performance of wavefront measurement and AO correction of the DLWS. Results indicate that 

using the DLWS could improve the uniformity of the laser beam profile. The DLWS has high 

robustness and high flexibility due to the highly adjustable neural network. In addition, the 

application of the DLWS does not change the structure of the original optical system. 
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