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AN INDEX THEORY FOR SEMIGROUPS OF 
*-ENDOMORPHISMS OF @W) AND TYPE IIj 

FACTORS. 

ROBERT T. POWERS 

Introduction. In this paper we study unit preserving *-endomorphisms 
of &(JF) and type II! factors. A *-endomorphism a which has the property 
that the intersection of the ranges of an for n = 1 , 2 , . . . consists solely 
of multiples of the unit are called shifts. In Section 2 it is shown that 
shifts of &(Jf) can be characterized up to outer conjugacy by an index 
« = oo 1, 2 , . . . . In Section 3 shifts of R the hyperfinite II, factor are 
studied. An outer conjugacy invariant of a shift of R is the Jones index 
[R: a(R) ]. In Section 3 a class of shifts of index 2 are studied. These are 
called binary shifts. It is shown that there are uncountably many binary 
shifts which are pairwise non conjugate and among the binary shifts there 
are at least a countable infinity of shifts which are pairwise not outer 
conjugate. 

In Section 4 continuous one parameter semigroups of *-endomorphisms 
of &(J$?) are studied. It is shown that one can define a ^representation 
associated with each such semigroup. The multiplicity of this representa­
tion is defined as the index of the semigroup. It is shown that the index is 
subadditive under taking tensor products. In Section 5 it is shown one can 
define such an index for semigroups of *-endomorphisms of type II, 
factors. 

We would like thank V. Jones and G. Price for useful discussions while 
the ideas of this paper were being developed. 

1. Shifts. 

Definition 1.1. Suppose ^ i s a C*-algebra with unit / . We say a is a shift 
of °U if a is a *-endomorphism of °ll so that 

oo 

a(I) = I and n an(<%) = {XI}. 
n = \ 

Simple examples of shifts are obtained as follows. Let ^ 0 be the algebra 
of all complex (n X «)-matrices. Let <% be an isomorphic copy of ^ 0 and 
let y be an isomorphism of ^ 0 with 3& for/? = 1, 2, . . . . Let 
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and let °ll be the completion of the inductive limit of the °Um. More 
compactly we express this by writing 

oo 

^ = ® . 

This algebra is the well known UHF-algebra of type n°° introduced by 
Glimm [6]. The linear span of elements of the form 

for ix < i2 < . . . < / „ , Ak G J 0 for À: = 1, . . . , n are dense in °U. We 
define a shift a of °U by the requirement 

*(yp(A)) = yp + x(A)foTA e %<mdp = 1 , 2 , . . . . 

Definition 1.2. Suppose ^ i s a C*-algebra with identity and a is a shift of 
^. The normalizer of a, denoted ^ ( a ) , consists of those unitary elements 
U e <2r so that 

Uak(W)U~] = ak(<%) for all A: = 1 , 2 , . . . . 

If a is the shift of the UHF-algebra °U of type w°° previously discussed 
then one can show that a unitary U e *yT(a) if £/ is of the form 

U = yil(U])yi2(U2)...yin(Un) 

with 0 < ix < i2 < . . . < in and [4 e ^ 0 unitary for k = 1, . . . , n. 

Definition 1.3. We say a shift a of ^ is regular if the normalizer of « 
generates ^ as a C*-algebra. If °U is a von Neumann algebra we say a is 
regular if the normalizer of a generates ^ a s a von Neumann algebra (i.e., 
JT(aY = # ) . 

Note the shift a of the UHF-algebra ^ jus t described is regular. 
Following [3] we define, 

Definition 1.4. We say two *-endomorphisms a and ft of a C*-algebra °U 
are conjugate if there is a *-automorphism y of °U so that 

<x(y4) - Y 0 8 ( Y - 1 0 4 ) ) ) for all A e <& 

We say two *-endomorphisms a and /? are ow/er conjugate if there is a 
*-automorphism y of °U and a unitary U e ^ so that 

« ( ^ t / - 1 ) = y( /S(y"1(^)))for all 4̂ e #. 

2. Shifts of ^ p T ) . Suppose a is a shift of @(JP) (where ^ p O denotes 
the algebra of all bounded operators on a separable Hilbert space Jf7). Let 
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Nx = a(@(Jf?) Y the set of operators in â8(3f?) which commute with all 
operators in the range of a. Then Nx is a factor of type \n with n = 2, 3, . . . 
or n = oo. We will call n the multiplicity of a. In this section we will show 
that a shift a of 38(34?) is determined up to outer conjugacy by its 
multiplicity. 

Suppose a is a shift of ^(Jf7) and <o0 is a pure normal state of 38(34?) 
which is invariant under a (i.e., u0(a(A ) ) = co0(^ ) for all ̂ 4 <E ^ ( ^ ) ). We 
will show in Theorem 2.3 that a shift /? of 38(34?) is conjugate to a if and 
only if there is a pure normal /^-invariant state of 38(34?) and a and /? have 
the same multiplicity. 

LEMMA 2.1. Suppose a is a shift of 38(34?). Let 

Nx = a(38(34?) Y n 38(34?) 

and let 

Nk + X =a(Nk)fork= 1 , 2 , . . . . 

Then the Nk are mutually commuting type I factors and 

{Nu N2,..., Np}' = aP{38(J«')). 

Proof. Let the Nk be as defined in the statement of the lemma. Clearly, 
the Nk are mutually commuting type I factors. We prove the lemma by 
induction. We have N\ = a(38(34?) ) so the lemma is true for p — 1. 
Suppose the lemma is true for/?. We have 

{Nl9...9Np9Np + ly = {Nl9...9Np}' O A£+1 

= ap (38(34?) ) O ap(N\) = ap(38(3^) n N[) 

= ap(a(38(Jf))) = ap + X (38(34^)). 

Hence, the lemma is true for/? -f 1 and so by induction the lemma is true 
for all p. 

COROLLARY 2.2. Suppose a is a shift of 38(34?) and the Nk are as defined in 
Lemma 2.1. Then {Nx, N2, . . . }" = 38(34?). 

Proof. From Lemma 2.1 it follows that 

oo 

{Nl9N29...y = k(2xa
kmJ?)) 

and since a is a shift it follows that the intersection of the ak (38(34?)) 
contains only multiples of the identity. Hence, the corollary follows. 

THEOREM 2.3. Suppose a and ft are shifts of 38(34?) and there is a pure 
normal state co0 of 38(34?) which is invariant under a (i.e.9 co0(a(A ) ) = OÔQ(A ) 
for all A G 38(34?) ) . Then a and yS are conjugate if and only if there is apure 
normal state co] of 38(34?) which is invariant under /? and a and ft have the 
same multiplicity. 
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Proof. It follows immediately from the definition of conjugacy that if a 
and /? are conjugate then they have the same multiplicity and if there is a 
pure normal «-invariant state of &(J4?) then there must be a pure normal 
/^-invariant state of &(J^). Suppose then that a and ft have the same 
multiplicity and they each have pure normal invariant states co0 and coj, 
respectively. We complete the proof by showing that a and fi are 
conjugate. 

Let 

Nx = a(38(3V) Y n J ' p f ) and 

Nk + X = a(Nk)fovk = 1 , 2 , . . . . 

We show to0 is a product state with respect to the A^. Suppose A G N{ and 
0 ^ A ^ /. Let 

p(B) = u0(AB) for all B G a ( ^ p f ) ). 

Since 

p(B) = u0(A
]/2BA]/2) and 

o>0(B) - p(B) = co0((/ - A)l/2B(I - A)x/1) 

for all B G a ( ^ p ^ ) ) it follows that 0 ^ p = <o0 |a(^pO ). Since <o0 is 
pure and «-invariant it follows that cô0\a(â&(Jf?) ) is pure. Hence, p is a 
multiple of u0\a(&(J{?) ), in fact, we have 

p(B) = p(I)u0(B) for B G a(âS{^) ). 

Hence, u0(AB) = œ0(A)u0(B) for A G 7Vb 0 = A ^ / and 5 G a ( ^ p f ) ). 
By linearity this relation extends to all of N{. Thus, 

w004£) = <o0C4)<o0(£) for all ^ G TV, and 5 G a ( ^ p f ) ). 

Since <o0 is «-invariant it follows that 

<o0(>*£) = u0(A)u0(B) (or A G JV2 and B G «2(<^pF) ). 

Continuing this argument we find if Ak G Nk for k = 1, . . . , « then 

"o(A\A2 • -An) = co0(^1)co0(y42) . . . w0(An). 

Hence, co0 is a pure product state with respect to the Nk. Note co0\Nk is pure 
for each k else a decomposition of u0\Nk would yield a decomposition of 
the pure state co0. 

Let M, = /3(^pf ) Y O ^ p f ) and MA + 1 = /?(MA) for fc = 1, 2, . . . . By 
the argument just given we have col is a pure product state of &(3^) with 
respect to the Mk. Let {etj\ i, j = 1, . . . , «} and {/^; /, y = 1, . . . , n) 
be families of matrix units of Nl and M,, respectively, chosen so that 
to0(é>n) = 1 and <o,(/n) = 1 (i.e., 
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n 
e,r = ejn e,fki = Sjken a n d 2 eu = I 

i = \ 

and the same relations hold for the f t ) . Let 

$> = <*"-%„) and/$> = a^\fIJ) 
for k = 1, 2, . . . and let ôllx and ^ 2 ^ e t n e C*-algebras generated 
by the {e^} and the {/|y

 ) } , respectively. From Corollary 2.2 we have 
%' = <%2 = âS(3^). Let y be the *-isomorphism of % onto °U2 given by the 
requirements 

y(f(ijk)) = 4] f o r ' ,7 = U - - . . w and A: = 1, 2, . . . . 

We show y extends to a *-automorphism of ^(J^). 

Let / 0 and / ] be unit vectors in ^ s o that 

o0(A) = (/o, Af0) and ax(A) = ( /„ 4/1)-

A straightforward computation shows that 

w0(Y(^)) = w,(^) for ,4 G ^ 2 

(one first shows this for polynomials in the f)p and then extends to ^/2 

by norm continuity). Then we can define a unitary operator U by the 
relation 

UAf = y ( ^ ) / 0 f o r a l l / l e ^2 . 

One checks that this defines a unitary operator with the property that 
UAU~X = y(A) for all A e ^2 . Hence, y is weakly continuous and, 
therefore, it has a weakly continuous extension to &(3^) = the weak 
closure of °U1. We also denote this extension by y. One checks that by the 
construction of y we have a = y/?y~ . 

THEOREM 2.4. Suppose a and fi are shifts of &8(34f). Then a and ft are 
outer conjugate if and only if they have the same multiplicity. 

Proof. One checks from the definition of outer conjugacy that if a and fi 
are outer conjugate that they must have the same multiplicity. To show the 
reverse implication suppose a and /? are shifts with the same multiplicity. 
Let {<?••; i,j = 1, 2, . . . } be a set of matrix units for 3S(3^). One sees that 
the multiplicity of a is equal to n = dim(a(en) ). Since a and /? have the 
same multiplicity we have 

dim(a(é?n)) = dim(/3(é>u) ). 

Hence, there is a partial isometry W e . ^ p f ) so that W*W = a(eu) and 
WW* = P(eu). Let 

oo 

S = 2 &en)Wa{eu). 
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A computation shows that S is unitary and 

Sa(etJ)S* =p(ey) for i,j= 1 , 2 , . . . . 

Hence, 

a(SAS*) = y(/3(y~\^)) ) for all A <= @(J?) 

where y (A) = S*AS. 

3. Binary shifts of the hyperfinite IIX factor. Throughout this section R 
will denote the unique injective IIj factor ( [4] ), the hyperfinite II j factor. 
If a is a shift of R then a(R) is a subfactor of R. An outer conjugacy 
invariant of a is the Jones index [R: a(R) ] which measures the relative size 
of a(R) in R. In this section we will restrict our attention to the simplest 
case where [R: a(R) ] = 2. Such shifts will be called shifts of index 2. 

Here are some results of Jones' index theory we will need (see [7, 8] 
for further details). Suppose TV is a subfactor of R of index 2 and let 0 
be the conditional expectation of R onto N via the trace (i.e., the linear 
mapping A —» ®(A) from R to TV is defined by the requirement that 
tr(AB) = tT($(A)B) for all B e N where tr is the trace on R). Then 
6(A ) = 2&(A ) — A is an outer *-automorphism of R of period 2 with the 
property that an element A ^ Ris contained in TV if and only if 0(A ) = A. 
There is a unitary S ^ R so that S2 = I and 0(S) = -S. (Note that S is 
not unique since if U e TV is unitary and S' = USU~ then S' = / and 
O(S') = —S'.) Given such an element S then every element of R can be 
uniquely expressed in the form A + SB with A, B e N. 

Definition 3.1. Suppose a is a shift of R of index 2. We define 6a as the 
unique *-automorphism of R so that 

°a(Sa(A)) = A for all yl G R 

and A e a(R) if and only if 0a(A) = A. 

Some other results of the Jones index theory are the following. If a is 
a shift of index 2 then the index of ak+n(R) in ak(R) is T {i.e., 
[ak(R):ak+n(R) ] = 2n). If TV is a subfactor of R and [R: N] < 4 then the 
relative commutant of TV in R is trivial, i.e., R n N' = {XI}. If [/?: TV] = 4 
and E is a projection in TV' Pi R then tr(2s) = 0, 1/2 or 1. 

Definition 3.2. A shift a of R is called a binary shift if there is a unitary 
U ^ R satisfying the requirements, 

i) U2 = I. 

ii) Uak(U)U~X = ±ak(U) for all k = 1, 2, . . . . 

iii) /* = {£/, a(tf), a2{U\ . . . }". 
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The unitary U is called an a-generator of R. 

We will show that if a is a binary shift of R and U and V are 
a-generators of R then U = ± V. It will follow that the set 

S = {k Œ N; Uak(U) = -ak(U)U) 

is a conjugacy invariant of a. 

LEMMA 3.3. Suppose a is a binary shift of R and U e R is an a-generator. 
Suppose W is in the normalizer of a (i.e., W G J/'ia) ). Then 

W = \ak\U)ak\U) . . . akiU) 

with 0 < kx < k2 < . . . < ks. 

Proof Suppose a is a binary shift of R with an a-generator U. Suppose 
W e JT(à). Let 

Uk = a(k'l\U)îork = 1 , 2 , . . . . 

For Q a finite subset of positive integers we define 

T(Q) = U,Ul2...Uh 

with Q = {/j, z2,. . . , is} and ix < i2 < . . . < /5. If Q is the empty set we 
define T(Q) = I. From the commutation relations for the JJi it follows 
that 

r(ôi)r«22) = ±r(e,Aô2) and T(Q,)T(Q2) = ±r(e2)r(e,) 
for all finite sets Ql9 Q2 where Q\hQ2 is the symmetric difference of Qx 

and Q2. Since the Ut generate R it follows that the linear span of the T(Q) 
is weakly dense in R. 

Let tr denote the trace on R. We show that tr(T(Q) ) = 0 unless Q is the 
empty set. Suppose Q is a non-empty finite set of positive integers. We 
claim there is an integer k so that 

UkT(Q)U;] = -T(Q). 

Suppose no such k exists. Then T(Q) is in the center of R so T(Q) = XI. 
Then 

ul\u; ... a: = A/ 
and, therefore, L£ can be expressed in terms of the Uk with k < /5. 
Applying a to this expression for Ui we find Ut + j can be expressed in 
terms of the Uk with /: < is + 1 and since we already have an expression 
for JJi we have that JJi + ] can be expressed in terms of the Uk with k < is. 
Continuing by induction we find each Ui can be expressed in terms of the 
Uk with k < is. This leads to the conclusion that R is finite dimensional 
which is a contradiction. Hence, there is a positive k so that 

UkT(Q)l£l = -T(Q). 
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Then, it follows that 

tr(T(Q)) = tr(UkT(Q)Uj-1) = -tr(T(Q)). 

Hence, tr(T(Q) ) = 0 unless Q is the empty set. Hence, we have 

tr(r(e,)*r(e2)) = 0 
unless Qx = Q2. 

Let O be the conditional expectation of R onto a(R) via the trace and let 
6(A) = 2®(A) - A for A e R. We have 

a(T(Q)) = T(Q + 1) 

where k e g + 1 if and only if A: - 1 e g. It follows that T(£) G a(R) if 
and only if 1 £ g . Hence, 0(1X0) ) = T(Q) if 1 £ Q and 0(IX(?) ) = 
-IXfi)if 1 e g. 

In what follows we will need the following. If Q c { 1 , . . . , n) and g is 
not empty then 

ir(T(Q)an(A)) = 0 for all A Œ R. 

This may be seen as follows. We have 

tr(T(ôK(r(eo) = 0 
for all finite sets Q'. Since each A ^ R is the strong limit of linear 
combinations of T(Q') the result follows. 

Now consider W e J^(a). Since Wa(^)P^ _ 1 = a(R) there is a 
*-automorphism y of .R so that 

Wa(A)W~l = a(y(A)) for all A Œ R. 

Applying the automorphism 6 to this equation we find 

6{W)a(A)0(W~~x) = a(y(A))forA e R. 

Combining these equations we find 

W10( W)a(A )0(W)~xW = a(A ). 

Hence, 

W~X0(W) <= a(R)' O R. 

Since [#: «(/*)] = 2 < 4 we have W~XQ(W) = XI and, hence, 
6(W) = \W. Since 0(6(W) ) = W we have 0(W) = zblT. 

We claim we can express W in the form 

W = Uk^a(Wx) 

where 

0(W) = ( - l ) A l ^ a n d Wx e JT{a). 
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If 0(W) = w then W e a(R) and there is a unique Wx e «(#) SO 
that W = a ( ^ ) . If 0(JF) = -W then we have «(l^W) = L^W 
so 17, W e «(#). Then there is a unique Wj e i ^ s o that Ux W = a(Wx). In 
either case we have 

W = u\'a{Wx) 

and one easily checks that Wx is in the normalizer of a. Hence, by the same 
argument Wx can be expressed in the form 

Wx = Uk
x
2a(W2) 

with 

6(WX) = {-\f2Wx and W2 e Jf(a). 

Then we have 

W = Uk
x
]U2

2a2(W2). 

Continuing by induction we have 

W = Uk
x
]U2

2 . . . Uk/as(Ws) 

with Ws e J^(a). We will show that Ws = XI for sufficiently large s. 
Let m be the supremum of the i so that kt is odd. More precisely 

m = sup{s; W = Uk
x
]U2

2 . . . Uksas(Ws) with ks = 1}. 

We show m is finite. Suppose m is infinite. Suppose Q is a finite set of 
positive integers. Choose q so large that Q c {1, . . . , #}. Since m is 
infinite there is an integer s > q so that 

JT = £ / ^ 2 2 • • • U$o?(Ws) with ^ = 1. 

Then 

r(Q)*W=\T(S)Usc?(Ws) 

with S c {1, . . . , s - 1}. Hence, 

T(Q)*W= T(Qx)a
s(A) 

with g , c {1, . . . , s} and £>, not empty and A <E R. As we have seen this 
implies 

tr(T(QyW) = 0. 

Hence, iv(T(Q)*W) = 0 for all finite sets g. But this is impossible since 
linear combinations of the T(Q) are dense in R. Hence, m is finite and we 
have 

W = UklUkl. . . Uk
m

man(Wn) for all n > m. 
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Hence, Ukf« . . . Uk^u\xW e an(R) for all n > m. But since a is a shift we 
have 

CO 

n | a"(R) = {XI}. 

Hence, 

Uk^ ... Uk
2

2Uk
x'W = XI 

and, thus, 

W = XUk^Uk
2
2... Uk-. 

THEOREM 3.4. Suppose a is a binary shift of R and U and V are 
a-generators of R. Then U = ±V. 

Proof. Suppose a is a binary shift of R and U and V are «-generators of 
R. Since V e Jf(a) we have from Lemma 3.3 that 

V = X{U
k^a(U)k2 ...as(U)k\ 

The same argument shows 

U = X2V
J>a(V)j2 . . . am(V)J"\ 

Substituting the first expression for F in the second expression gives us an 
equation for U in terms of £/and a (U) for k = 1 ,2 , . . . and this equation 
can only be true if U = XV. Since £/and Fare hermitian unitaries we have 
U = ±V. 

Definition 3.5. Suppose a is a binary shift of R with an «-generator U. 
The ant i commutât or set of a, denoted S (a), is the set of positive integers k 
so that 

Uak(U) + ak(U)U = 0. 

THEOREM 3.6. Two binary shifts a and fi are conjugate if and only if their 
ant i commutât or sets coincide. 

Proof. It is clear that conjugate binary shifts have equal anticommutator 
sets. Conversely, suppose a and ft are binary shifts with equal 
anticommutator sets. Suppose U is an «-generator of R and F is a 
/^-generator of R. One easily checks that the linear mapping y defined by 
the relations 

y(Pk(V) ) = ak(U) for k = 0, 1, 2, . . . 

extends to a *-automorphism of R such that ft = y«y _ 1 . 

Definition 3.7. A subset S of the positive integers is said to be primary if 
it is the anticommutator set of a binary shift. 
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Definition 3.8. Suppose S is a (possibly infinite) subset of the positive 
integers. The binary shift algebra 96(S) over S is the *-algebra generated by 
elements Ui for i = 1 , 2 , . . . satisfying the relations, 

i) U* = Ui 

ii) u} = I 

m) ufVj = oajWjU, 
where a(ij) = — 1 if |/ — j \ e S and a(i,j) = 1 if |/ - j \ £ S. If Q is a 
finite set of positive integers then we define the element T(Q) e SS(S) 
as 

r«2) = uhuh...uit 

with g = {/,, z2, . . . , is} and /j < /2 < . . . < is. 
If 5 is a set of positive integers and P is a finite set of positive integers 

then the subalgebra of the binary shift algebra 96{S) generated by the Ul 

with i G P is spanned by the T(Q) with Q c P. Hence, the algebra 
generated by the Ui with / e P is of dimension 2n where n is the number of 
elements of P. It follows that the C*-algebra completion of any binary 
shift algebra is an AF-algebra (see [1] ) since it is the closure of the union 
of an ascending sequence of finite dimensional algebras. 

T H E O R E M 3.9. Suppose &(S) is the binary shift algebra over S and %{S) is 
the C*-algebra completion of &(S). Then the following statements are 
equivalent. 

i) S is primary. 
ii) &(S) is simple. 

iii) <%(S) is simple. 
iv) The center of <%{S) consists of multiples of the unit. 
v) The center of <%(S) consists of multiples of the unit. 

vi) &(S) has a unique trace. 
vii) %(S) has a unique trace. 

viii) For each non-empty finite set Q of positive integers there is an integer 
k so that UkT(Q) = -T(Q)Uk. 

Proof Suppose &(S) is the binary shift algebra over S and °ll{S) is the 
C*-completion of 96(S). Suppose statement viii) is false. Then there is a 
non-empty finite set Q of positive integers so that 

UkT(Q) = T(Q)Uk for all it = 1 , 2 , . . . . 

Hence, T(Q) ¥= XI is in the center of 96{S). Hence, statements ii) through 
vii) are false. Hence, any of the statements ii) through vii) imply viii). 

We prove the reverse implications. Suppose viii) is true. There is a trace 
on <%(S) given by tr(T(Q) ) = 0 unless Q is the empty set and tr(7) = 1. 
We show this trace is unique. Suppose r is a tracial state of °t/(S). Suppose 
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Q is a non-empty finite set of positive integers. Then there is a Uk so 
that 

UkT(Q)Uk = -T(Q). 

Hence, 

r(T(Q)) = r(UkT(Q)Uk) = -r(T(Q)). 

Hence, r(T(Q) ) = 0. Hence, the trace is unique so we have viii) => vii) and 
viii) => vi). 

We continue to assume viii) is true. Suppose A is in the center of tf/(S) 
and € > 0. Since the linear span of the T(Q) is norm dense in ^/(S) there is 
a finite collection {Qx, Q2, . . . , Qn} of non-empty finite sets of positive 
integers and complex numbers \t so that 

A - v - 2 \nQd < €. 
= 1 

There are integers ki so that 

*4r(&-)£4f. = -nao fo r / = i,...,/i. 
Let 

0,(5) = - 5 + ~UkBUki for 5 G W(S). 

We have that <&,- is norm decreasing and since A is in the center of <%(S) we 
have 

*,(A - V ) = ^ " V-
Then we have 

<K,(<J>2(.. .($„{A - V - 2 A;T((2,))). . •)) = A - V -

Since the O,- are norm decreasing we have 

\\A - VII < «• 

Since c is arbitrary we have A = À7. Hence, viii) => v) and the same 
argument shows viii) => iv). 

We continue to assume viii) is true. Suppose tf/(S) is not simple. Then 
there is an A contained in a two sided ideal J^so that tv(A*A) = 1. (Note 
we have already shown that viii) implies °l/(S) has a unique faithful trace.) 
Arguing as before we can find non-empty sets Qt and complex numbers A, 
so that 
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11 n 

\\A*A - V - 2 \T(<2Z) 

Then arguing as before we define mappings <&7- given by 

%(B) =l-B+ l-UkBUki 

so that 

<D,(<D2(. . .\*„{A*A - \0i - 2 \-r«2,.))). ••)) = * - V 

where 

B = Qx($2(...(<l>n(A*A) ) . . . ) ) e ^ 

Since the 0y are norm decreasing and preserve the trace we have 

\\B - VII < ~ a n d ir(B) = ]-

Then 

\tr(B - V ) l <\ 

so |Xn - 1| < - . Hence \\B - I\\ < - so B is invertible. Hence, J = °U. 
0 4 2 

Hence, viii) =» iii) and the same argument shows viii) => ii). 
Thus, we have shown conditions ii) through viii) are equivalent. The 

argument in the second paragraph of the proof of Lemma 3.3 shows 
i) => viii). To show the reverse implication suppose viii) is true. Let IT 
be the cyclic ^representation of °ll(S) induced by the trace. Since the 
trace is unique 77(^(5) )" is a II,-factor. One checks that the mapping 
a(7r(Uk) ) = Tr(Uk + ]) defines a shift of 7T(^(S) )" with a-generator ^(É/,) 
and the anticommutator set of a is S. Hence, viii) => i). 

Condition viii) of Theorem 3.9 is the most useful for determining 
whether a given set S is primary. Here are a few remarks concerning 
primary sets. If 5" is a set of positive integers we define the signature 
function os as a mapping of the integers into the integers { — 1, 1} so that 
os(i) = - 1 if / G «Sor - / e 5 and os(i) = 1 otherwise. Then 

UiUj = o,(i - jWjUj. 

From condition viii) it follows that if S is not primary then there are 
integers p and m so that 

o (p + n) = o (n) for all n > m 

< -. 
4 
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(i.e., os must be periodic beyond a certain point). A closer analysis shows 
that if S is not primary then os must be periodic starting at zero (i.e., 
as(p + n) = os(n) for all « > 0. 

Conversely one can show that if os is periodic for all of Z (i.e., 
as(n + /?) = a5(«) for all w = 0, ±:1, ± 2 , . . . ) then 5" is not primary. The 
question arises if there are sets S which are not primary such that os is not 
periodic for all of Z. With an IBM PC (made available through the IBM 
Threshold program at the University of Pennsylvania) approximately 4000 
cases were examined to try and find an example of such a set. None were 
found. Recently G. Price has shown that if S is not primary then os must 
be periodic for all of Z (the result will appear elsewhere). 

THEOREM 3.10. There are uncountably many non-conjugate binary shifts 
of R and there are at least a countable infinity of outer conjugacy classes 
among the binary shifts. 

Proof Since there are uncountably many sets S of positive integers and 
only countably many of them are not primary it follows that there are 
uncountably many non-conjugate binary shifts. 

If a is a binary shift let q(a) be the first integer k so that a (R)' n R is 
not trivial. One easily checks that q(et) is an outer conjugacy invariant (i.e., 
if a and ft are binary shifts which are outer conjugate then q(a) = q(ft) ). 
A computation shows that if Sn = {n} for n = 1, 2, . . . then the Sn 

are all primary and if an is the binary shift associated with Sn then 
q(otn) = n + 1. Hence, there are at least a countable infinity of outer 
conjugacy classes of binary shifts. 

Finally, we would like to end this section with some questions about 
binary shifts. 

Question 3.1. Is the number of outer conjugacy classes of the binary 
shifts countable? If a and ft are binary shifts so that aK(R)' n R and 
ft (R)' n R are trivial for all k = 1 ,2 , . . . are a and ft outer conjugate? 

Question 3.2. If a and ft are binary shifts and q(a) = q(ft) < oo then are 
a and ft outer conjugate? In approximately one hundred examples an IBM 
PC found that when q(a) = q(ft) then a and ft were outer conjugate. 

4. Continuous semigroups of *-endomorphisms of .^pf7). 

Definition 4.1. We say {at\ t ^ 0} is an /^-semigroup of a von Neumann 
algebra M if the following conditions are satisfied, 

i) at is a *-endomorphism of M for each / â 0. 
ii) a0 is the identity endomorphism and at o as = at + s for all 

/, s ^ 0. 
iii) For each / G M* (the predual of M) and A G M the function 

f(at(A) ) is a continuous function of /. 
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Definition 4.2. We say {at\ t i^ 0} is a continuous flow of shifts of a von 
Neumann algebra M if {at} is an E0-semigroup of M and at is a shift of M 
for each / > 0. 

We give an example of a flow of shifts of 3&(3/IC) which we will call the 
CAR-flow. Let ^ b e the CAR algebra over L2( — oo, oo). Specifically 4^ is a 
C*-algebra generated by elements a(f), defined for each / G L ( - C O , OO), 
and satisfying the CAR relations, 

«(«/ + g) = ««( / ) + <*(g) 

a(f)a(g) + a(g)a( / ) = 0 

a(f)*a(g) 4- fl(g)£i(/)* = (/, g)/ , 

for f g G L ( —oo, oo) and where 

/*oo 

Let co0 be the Fock state of ÛU. This state is determined by the requirements 
that 

«o(*(/)*a(/) ) = 0 for all / G L 2 ( - œ , oo). 
Let (77, Jgf S0) be a cyclic ^representation induced by co0 with cyclic unit 
vector Œ0 Œ Jtfso that 

TT(Û(/) )Q0 = 0 for all / G L 2 ( - O O , 00). 

Since the Fock state is pure the representation 77 is irreducible. We define 
a one parameter unitary group of translations on L ( — 00, 00) given by 

(Stf)(x) = /(JC - 0 for / G L 2 ( -oo , 00) and / real. 

Let {/?,} be the group of *-automorphisms of °U determined by the 
requirement that 

Pt(a(f) ) = a(Stf) for all / G L 2 ( - O O , 00). 

Note the Fock state co0 is invariant under /?, (i.e., co0(v4) = co0(fit(A) ) for 
all A G <%). Then on the representation space Jfwe can define a strongly 
continuous one parameter unitary group {V(t) } by the relation 

V(t)7r(A)a0 = ir(Pt(A))Q0 for A G %. 

Let 

at(A) = V(t)AV(t)~l foralM G ^ p f ) . 

Let ^ + be the C*-subalgebra of ^generated by the a(f) with /hav ing 
support in [0, 00) and let M + - TT(^ + )" . Since /?,(*+) c ^ + for / > 0 it 
follows that at(M+) c M + . We show M + is a type / factor. 

We begin by determining the commutant of M + . Let E+ be the 
projection of L ( — 00, 00) onto L (0, 00) given by 
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(£+/ ) (*) = f(x) for x ^ 0 and 

(£+/ ) (*) = 0 for x < 0. 

Let # be the *-automorphism of ^l determined by the requirement that 

0(a(f) ) = * ( ( / - 2 £ + ) / ) for all / G L 2 ( - œ , oo). 

Since 6 leaves the Fock state co0 invariant there is a unitary operator W on 
^def ined by the relation 

HM>*)Q0 = TT(0(A))% for all v4 G <& 

Since # is the identity automorphism we have W = I. We claim 
W G M + . This may be seen as follows. Let {/•; / = 1, 2, . . . } be an 
orthonormal basis for L2(0, oo) = E+L2( — oo, oo). Let 

W£ = * ( ( / - 2a(fxya(fx)){I - 2a(f2)*a(f2)) 

. . . ( / - 2a(f„)*a(fn))). 

Let {gz; / = 1, 2, . . . } be an orthonormal basis for 

L 2 ( -oo , 0) = (/ - E+)L\-co, oo). 

From the commutation relations one can compute that if p is a polynomial 
in the a{ft), a(gt), a(ft)* and a(gt)* then for n sufficiently large 

Wn7T(p)20 = W<rr(p)iï0. 

Since the set of such vectors 7r(/?)fi0 is dense i n l a n d the Wn are uniformly 
bounded it follows that Wn —> W strongly as n —> oo. Since Wn G M + it 
follows that PT G Af+. 

For / G L2(0, oo) we define ,4(7) = <n(a(f) ) and for / G L 2 ( -oo , 0) 
we define £ ( / ) = 7r(a(f) )W. Note that ^ ( / ) and /?( /) each satisfy the 
CAR relations and note that the A(f) and their adjoints commute with 
the B(f) and their adjoints. Let M be the von Neumann algebra generated 
by the A(f) and B(f). Since W G M + and M+ c M we have H ^ G M . 
Hence, 

7T(a(/) ) - fl(/)JP G M for all / G L 2 ( -oo , 0) 

and, hence, 

iT(a(f) ) G M for all / G L 2 ( -oo , oo). 

Since the representation TT is irreducible we have M = £8 (34?). Hence, M+ 
and its commutant generate ^(J^). Hence, M + is a factor and since the 
vector state (fi0, 4̂S20) restricted to M + is pure it follows that M+ is a type 
loo factor. 

Next we show at is a shift of M + for all t > 0. To this end suppose / > 0 
and 
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oo 

Z = | n i aJM+) 

and C ^ Z. Since the involutive * -automorphism A —> WAW* maps each 
«„/(M+) onto itself it follows this automorphism maps Z into itself. Let 

Cj = (C + WCW*)/2 and C2 = (C - WCW*)/2. 

Then we have C,, C2 G Z, C = Cx + C2 and JPCjJP* = Cx and 
WC2W* = — C2- Note that if /? is an even polynomial in the a(f) 
and "<*(/)* with / e L2(0, oo) then Wn(p)W* = ir(p) and if/? is an odd 
polynomial then Wir(p)W* = — 7r(p). It follows that for each positive 
integer n, Cx can be approximated in the strong operator topology by even 
polynomials p in the a(f) and a(f)* with / e L («/, oo) and C2 can be 
similarly approximated by odd polynomials. Hence, it follows that if 
/ e L2(0, nt) then ir{a(f) ) commutes with Cj and anticommutes 
with C2. Since this is true for all positive n it follows Q G M+ and, 
hence, Cj = XL Note WC2 G M + commutes with all the ir(a(f) ) with 
/ e L2(0, w/) and since ^ is arbitrary we have WC2 ^ M+. Hence, 
IKC2 = A/ so C2 = AIT but since WC2W* = - C 2 we must have A - 0. 
Hence C = A/, and at is a shift of M + for f > 0. 

Thus, we have shown that {at\ t ^ 0} is a continuous flow of 
shifts of M + and M + is isomorphic to ^pf 7 ) . Note the state (fi0, v4£20) for 
A G M + is pure on M + and «^-invariant. To obtain an irreducible 
representation of M + one need only restrict M + to the closed span of 
{M+20}. In this way we obtain a flow of shifts of â8(3V) with Jt?= the 
closure of {M+Œ0}. We will call this example the CAR-flow of â8(3f). 

We note the CAR-flow at of &3(Jlf) has the property that there exists a 
strongly continuous one parameter semigroup {U(t)\ 0 ^ / < oo} of 
isometries having the property that 

U(t)A = at(A)U(t) for all A e= .^pf7). 

Note the U(t) are just the restrictions of the V(t) previously constructed to 
the subspace spanned by {M+fi0}. If at is an Z^-semi group of 3S(34f) with 
a pure normal at invariant state co0(co0(A ) = (/0, Af0) ) then such a 
strongly continuous semigroup of isometries can be constructed by the 
defining relation, 

U(t)Af0 = at(A)U 
Question 4.1. If {at\ t â 0} is an J^-semigroup of ^ p f ) does there 

always exist a strongly continuous one parameter semigroup { U(t)\ / = 0} 
so that 

U{t)A = at(A)U(t) for all A e J p f ) and / ^ 0? 

If a, is an i^-semigroup of âiïffl) then one can construct for each t > 0 an 
isometry U(t) so that 
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U(t)A = at(A)U(t) for alM e ^ p f ) . 

The question is can one choose the U(t) so as to have a strongly 
continuous one parameter semigroup. We remark without giving a proof 
that the existence of such a strongly continuous semigroup U(t) is 
equivalent to the existence of a rank one projection e0 having the property 
that 

'~ W^oM) ~ eo) 
converges in norm to a bounded operator as t —> 0 + . 

If such a semigroup U(t) exists then one can define an index for at as 
the next theorem will show. 

THEOREM 4.2. Suppose {at\ 0 = t < oo} w 0/? E0-semigroup of 38(3^) and 
there is a strongly continuous one parameter semigroup of isometries U(t) oj 
3^so that 

U(t)A = at(A)U(t) for all t ^ 0. 

Let Jt'he the subspace of 34?of vectors f so that U(t)*f = e~ffor t ^ 0 and 
let E be the projection onto Jt. Let 8 be the * -derivation of 38 (34?) dejined 
by 

8(A) = lim (at(A) - A)/t 

where the domain &(8) of 8 is the set of A e 3iï(34?) so that the above limit 
exists in the sense of norm convergence. Then the mapping 

A -> I V ) = E(A + -8(A))E 

is a *-representation of 3/)(8) onJi. Furthermore this * -representation has a 
unique norm continuous extension to 3iïa the C* -algebra oj all A e 38(3^) so 
that 

\\at(A) - A\\ ^0 as / - > 0 + . 

Proof. Suppose at is an ^-semigroup of 3iï(34?) satisfying the hypothesis 
of the theorem. Let — d be the generator of U(t). More specifically we 
define 

of = lim (/ - 1/(0/)/* 

where the domain 33(d) of d is the set of all / G J f so that the limit exists 
in the sense of norm convergence. Let d* be the hermitian adjoint of d. 
Note that since the U(t) are isometric d is skew-hermitian so —J* is an 
extension of d (i.e., — d* z> d). 

Then it follows from the theory of hermitian operators (see e.g. [5] 
Chapter XII Section 4) that each / e 3iï(d*) can be uniquely expressed in 
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the form / = / 0 + /+ + / _ where d*f± = ±f± and f0 G 3>(d). There 
are no solutions to the equation d*f_ = —f_ since this would imply for 
g G 3>(d) that 

4(/- , U(t)g) = -(/_, </I/(f)g) = "W*/-, t/(0s) 

= (/_, U(t)g). 

Hence, 

(/_, l/(/)g) = e'(Jl, g) for g e <&(</) 

and this contradicts the fact that the U(t) are isometric. Hence, each 
/ G @(d*) can be uniquely expressed in the form f = f0 + / + with 
f0 G ^(rf) and /+ G ^(d*) with d*f+ = /+ . Note that the space of such 
vectors / + is precisely the space Jt of vectors f Œ Jf? so that 

1/(0*/+ = *"'/+ for / > 0. 

We define a bilinear form ( , ) on @(d*) as follows: 

</ #> = \(f, d*g) + l-(d*f, g). 

A straightforward computation shows that if / = f0 -f / + and g = 
g0 + g + with /0 , g0 G ^(rf) and /+ , g+ G Jt then (/, g> = (/+, g + ) . 
Hence, the bilinear form ( , ) is positive on @(d*). 

Let ô and @(8) be as given in the statement of the theorem. First we will 
show that if A G 3>(S) then 

ASf(d) c ^ ( J ) and dAf = -8(A)f + ^ . 

To this end suppose A G @(8) and / G 3){d). Then we have 

/ " ' ( / - U(t))Af= r \ l - at(A)U(t))f 

= - r ! ( a r ( ^ ) - A)U(t)f 

+ r^( / - t/(o)/. 
-> - ô ( / * ) / + ^ J / a s / - > 0 + . 

Hence, ^ / G D(d) and d 4 / - -8 (^4) / + Adf. Now if / G ^(d*), 
^ G ^(S) and g G ^(8) then we have 

(Al dg) = (/, ^*rfg) = (/, ^ * g ) + ( / 8(A*)g) 

= ( ( ^ * / + 8( / l ) / ) ,g) . 

Hence, we have for A G ^(8) that ^ ( d * ) c 3>(d*) and for / G ^(J*) 

(*) J * 4 / = 4</*/ + 8(A) f. 
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Using (*) we will show that the mapping A —» A gives us a 
^representation of 2(8) on 2(d*) with respect to the bilinear form (• , •). 
To this end suppose / , g G 2(d*) and A <= 2(8). Then we have 

< / ^£> = ^ / > ^2 ) + ±(/, rfMg) 

= ^(A*d*f, g) + ^ ( / , Ad*g) + ^ ( / S(/()g) 

= ^(rfM*/, g) + ^ * / , </*g) = (A*f, g>. 

If / (= S(J*) and </, / > = 0 then / e ^(rf). Hence, the mapping 
A -^ A gives a ^representation of i^(ô) on the quotient space 2(d*) 
mod .@(d) with inner product (• , •). Given an / e 2(d*) it has 
a unique decomposition / = f0 + / + with / 0 G «^(d), / _ G 2(d*) and 
d*/+ = / + . The vector / + uniquely determines the image of / i n the 
quotient space 2(d*) mod ^(d) . Given / Œ 2(d*) then / + is given by 

/+ = \E(J + d*f). 

Since A —* A is a *-representation of ^(8) on the quotient space and 

/ = ^E(f + d*f) mod 3>{d) 

we have 

/I -> -E(I + J*)^£ 

is a ^representation of ^(ô) o n ^ . Hence, from equation (*) we have 

A -> -E(I + d*)AE = E(A + -8(^4) W = ira(A) 

is a *-representation of 2(8) oxiJt. 
Since ^(ô) is not norm closed we can not immediately conclude that 

7Ta is norm continuous. We show 7Ta is norm continuous. Suppose 
A = A* <= 2(8) and 11,411 ^ 2/3. Since / ( / ) = / + i(\ - t2)]/2 is twice 
differentiable in the interval [ — 2/3, 2/3] it follows from the functional 
calculus of the domain of a *-derivation (see [2] Theorem 3.3.32 page 239) 
that 

U = A + i(I - A2)]/2 <= 2(8). 

Since U is unitary and TTa is a ^representation we have 
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\K(U)\\2 = \K(u*u)\\ = lk(/) | | = l. 

Hence, 

\K<A) II = \\K(U) + 7Ta(u*) H g I + I = i. 

Hence, \\ira(A) \\ ^ 3/2 \\A\\ for all hermitian A (= ®(8). Hence, 7ia has a 
unique norm continuous extension to the norm closure of @(8). (Note the 
existence of this extension shows us lka04) || ^ |U|| for A G @(8).) 

We claim 38a is the norm closure of @(8). Since &(8) c <%a we have that 
&a contains the norm closure of &(§). Conversely, suppose A e $&a. Let 

r\/n 
An = n J at(A)dt for « = 1, 2, . . . . 

We have An <E ^(ô) and An —> 4̂ in norm as « —» oo. Hence, &a is the norm 
closure of S(8). 

Definition 4.3. Suppose {a,; 0 ^ / < oo} is an ^-semigroup of 
&(Jf) and there is a strongly continuous one parameter semigroup 
{£/(/); 0 ^ / < oo) of isometries so that 

U(t)A = at(A)U(t) for all A G &(jt?) and / g 0. 

Let 77a be the ^representation of ^ constructed in Theorem 4.2. The 
/Wex i(at) is defined as the multiplicity of 7Ta (i.e., /(a r) is the maximal 
number of non-zero mutually orthogonal projections in the commutant of 

*„(#«) )• 
Note the representation fna is unchanged if the generator 8 is perturbed 

by a bounded derivation, i.e., if fit is a second /^-semigroup of &(Jf) with 
generator 8{ and 

^(.4) = 8(A) + / [ / / , ,4] for ,4 G 0(8) 

and H is a bounded hermitian operator then 77a and 77̂  will be unitarily 
equivalent. 

LEMMA 4.4. Suppose for k = 1, 2 (L£(f); 0 = * < °°} ^re strongly 
continuous one parameter semigroups of Jfk and U(t) = £/j(0 ® ^ ( 0 *s 

the tensor product of these semigroups acting on J^{ ® J^. Let —dk be the 
generator of Uk(t) and — d be the generator of U(t). Then 

Q)(dX) ® 3>(d2) 0 Sf{d{) 0 3>(d%) 

is a core for d*. 

Proof Suppose the hypothesis and notation of the lemma are satisfied. 
Since Uk(t) is a strongly continuous one parameter group of isometries the 
Hilbert s p a c e d and the Uk(t) can be decomposed as follows (see e.g. page 
328 of [9]): 
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(4.1) j?k = Jf°k ® ÇTk ® L2(0, oo) ), Uk(t) = Vk(t) ® Sk(t) 

where Vk(t) is a unitary group on 3fé\ and 

(Sk(t)f)(x) = /(x - 0 for x i= t and 

(£*(/)/)(*) = 0 for x < ? 

for / ( x ) an JÇ valued function so that 

/"oo 

J 0 (/(*),/(x))dx<oo. 

We now show 

% = 9)(dX) ® @(d2) 0 2>(dx) ® 3>(d$) 

is a core for d*. Suppose this is not the case. Then there is a point 
{F0, d*F0} in the graph of d* which is orthogonal to {G, d*G} for all 
G e < 0̂. Then we have 

(4.2) (F0, g, ® g2) + (</*F0, (rffg, ® g2 + g, ® </2*g2) ) = 0 

for g, e ^ (J f ) , g2 e S>(J2) or for g, e 0(rf,), g2 e W&). Since -d* ^ d 
we have 

(̂ o> Si ® &) - (d*F0, d(gx 0 g2) ) = 0 

for gj G S(Ji) and g2 <= ^(d2). Since 

U(t)@(dx) ® @(d2) c @(dx) ® ^(rf2) 

we have ^(^j) ® <^(d2) is a core for d (see e.g. Corollary 3.1.7 page 167 of 
[2] ). We have F0 GE £)(d*) and 

( ^ g\ ® g2) = (^*^o> Si ® &) 

for all g1 e ^(J j ) and g2 e @(d2). 

Hence, d*d*F0 = F0. Let 

F± = I(F0 ± rf*F0)-

We have 

J*F ± = zbiv, F0 = F + + F_. 

Since the equation d*F = — F has no solution we have F_ = 0. Hence, 
d*F0 = F0. 

We can express F0 in the form 

^0 = ^00 + *01 + ^10 + F\\ 

with 

^0 0 G 3féf\ ®Jf°2, Fox <E 2?\ ® X2 ® L2(0, oo), 

F10 G J ^ ® ^ ® L2(°> °°) a n d 

Fu G i f ® ^ ® L 2 ( (0, oo)2). 

https://doi.org/10.4153/CJM-1988-004-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1988-004-3


108 ROBERT T. POWERS 

Since U(t)*F0 = e lF0 for t ^ 0 we have 

F00 = 0, Fox(x) = e-\Vx(x) 0 /)F01(0), 

Fxo(x) = e-x(I®V2(x))FlQ(0) and 

with 

Fxx(x, y) = e~yFu(x — y, 0) for x ^ y 
(4.3) and 

F u (x , j ) = e xFu(0,y - x)fovx ^ y. 

Suppose G = gx ® g2 with 

gx <E Jï?°x n @>(dx) and g2 e ^(rf*) 

with d\g2 = g2- Then from equation (4.2) and the facts that d*F0 = F0 

and dxgx = ~dxgx we have 

2(F0, g, 0 g2) = (F0, dxgx 0 g2). 

Let L be the linear functional 

Hf) = ( F o , / 0 g 2 ) 

defined for / G Jf0. By the Riesz representation theorem we have 
L(f) = (/z, f) with h E J^0. From the equation for F0 we have 

2(A, g l ) = (/*, rflgl). 

This equation implies h e 3)(d\) and Jf/z = 2/z, but this is only possible if 
h = 0 since 

@(df) n JTQ = ^(rf,) n ^ 

(i.e., Jj restricted toJf0 is skewadjoint). Hence, /z = 0 and 

(^V gi ® g2) = « 
for all g, G Jf^ and g2 G ^(<i|) with df g2 = g2. As F0 was decomposed 
into four vectors F00, F0l, etc., G = gi 0 fo c a n be decomposed into four 
vectors G = G00 -f Gox + G10 + Gxx and for the form of G under 
consideration we have G00 = G10 = Gxx = 0 and G01 is of the form 

Goi = Goi(^) = e-\kx®gx) 

with kx any vector in 3tf[. Then we have 

(F0, G) = (F01, G01) 

= J 0 e~2x( (K,(x) ® /)F0,(0), kx ® g])dx = 0 

for all A:, e J^ and g, e ^ ^ Since the operator 
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/ ; 0 ^2xVx(x)dx = ( ( 2 / + dx)W\Yx 

maps only the zero vector to zero and since kx and gx can be freely chosen 
in their respective spaces it follows that Fox = 0. A similar argument 
shows F I 0 = 0. Hence we have F00 = Fox = Fxo = 0. 

It remains only to show that Fxx = 0. To see this suppose gx e @(dx) 
and gj is orthogonal to 3tifv Then in the decomposition (4.1) we can 
represent gx = gx(x) where gx(x) e i j " is a differentiable function of x 
(strictly speaking, gx is absolutely continuous and, thus, differentiable 
almost everywhere) whose derivative is square integrable and satisfies the 
boundary condition gx(0) = 0. Suppose g2 ^ @(d2)

 a n d Si *s orthogonal 
to J^^- Then g2 can be represented in the form g2(x) where g2(x) e J^ is a 
differentiable function whose derivative is square integrable and g2 need 
not satisfy a boundary condition at x = 0. Then from equation (4.2) and 
the fact that d*F0 = F0 we have 

/ ; 0 (Fn(x9y), (gx(x) 0 g2(y) - — gx(x) ® g2(y) 

d 
- gx(x)®--g2(y))dxdy 

dy 
Making a change of variable to new variables £ = (x + y)/2, r\ = —x + y 
and noting that in the new variables 

FH(£ + Ui\) = e-'Fu&ii) 

we find, integrating by parts, that the above expression becomes 

J o 0 (Fxx(x,0lgx(x)®g2(0))dx = 0. 

Hence, Fu(x, 0) = 0 almost everywhere. Interchanging the roles of gx and 
g2 we find Fu(0, y) = 0 almost everywhere. The function Fu is 
determined by its values on the boundary lines y = 0 and x = 0. In fact, 
one may calculate from the form for Fxx(x, y) given in equations (4.3) 
that 

1 f°° 
ll^iill2 = 2 J o l l f i i ( ' .0)H2 + l lf , i(0,Oll2A. 

Since Fu(t, 0) = Fxx(0, t) = 0 almost everywhere it follows that Fxx = 0. 
Hence, F0 = 0 and, therefore, ^ 0 is a core for J*. 

THEOREM 4.5. Suppose {a^\ 0 ^ t < oo} are E0-semigroups of &(J%) 
and suppose there are strongly continuous one parameter semigroups (Uk(t)\ 
0 ^ t < oo} so that 

Uk(t)A = af\A)Uk(t) for k = 1,2. 
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Then a{
t
l) ® a<2) is an E0-semigroup of 98{$[ ® J^2) of index i ^ ix + i2 

where ik is the index of a) \ 

Proof. Suppose {a\^} satisfy the hypothesis and notation of the 
theorem for k = 1, 2. One easily checks that at = a) ) ® a) ' is an E0-
semigroup of &(J^ ® J%) and U(t) = Ux(t) 0 U2(t) is a strongly 
continuous one parameter semigroup of isometries so that 

U(t)A = at(A)U(t) for all A G #(j*f ® ̂ ) and / ^ 0. 

Let (• , •) be the bilinear form on 0(<i*) constructed from d* as in 
Theorem 4.2 and let (• , •>, and (• , -)2 be the bilinear forms constructed 
from df and d\ as in Theorem 4.2. Suppose F = f® f2 G jg> ® ̂  and 
G = g, ® g2 with / „ g, G 0(Jf ) and /2 , g2 G 0(</2). Suppose ^ G 0(8,) 
and 5 G 0(82) where 8, and 82 are the generators of a) ) and a) \ re­
spectively. Then A ® 5 G 0(8) where 8 is the generator of «r and 

8(A ® B) = 8,04) ® B + A® 82(B). 

Then we have 

(F, A®BG) = l(df/, ® g„ ,4g, ® Bg2) 

+ ±(/, ® </2*/2, ,4g, 0 £g2) 

+ ^(/,®g„«*Mg, ®*g2) 

+ \(fx ® f2, M\ ® J2*5g2). 

Note that since / 2 G 0(d2) the second and fourth terms cancel in the 
above equation. Hence, we have 

(F,A®BG) = (fl9Agl)l(f29Bg2y 

Similarly, if F = f ® / 2 and G = g, ® g2 with / , , g, G 0(d,) and 
/2 , g2 G 0(d*) then for ^ G ^(8,) and 5 G 0(82) we have 

<F,.4®i?G> =(/„>lgi)</2,5g2>2-

If F = / , ® / 2 and G = g]®g2 with / , G 0(</,), f2 G 0(</*), g, G 0(</f ) 
and g2 G 0(d2) then for A G 0(8,) and B G 0(82) we find 

<F, .4 ® £G> = 0. 

Similarly, if / , G 0(df ), / 2 G 0(d2), g, G 0(d,) and g2 G 0 ( 4 ) then 
again we find (F, v4 ® £G) = 0. Let tna be the ^representation 
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constructed from {at} as in Theorem 4.2 and let SSQ be the C*-algebra 
generated by elements of the form A 0 B with A <= ^($x) and B <E ^(<52). 
Since the linear span of elements of the form j \ 0 f2 with fx e @(df) and 
f2 ^ g$(d2) or / j G ^(J j ) and / 2

 G <®(d2)
 a r e dense in the representation 

space of 7Ta by Lemma 4.4 we have that the representation ina restricted to 
^o is t n e direct sum of the representations ITX 0 <p2 and q>{ 0 772 where 77z is 
the *-representation constructed from {a\^} and «p, is the identity repre­
sentation of <%(Jtf) for / = 1, 2. It follows that the multiplicity of ITJ&Q is 
the sum of the multiplicities of ITX and TT2 (i.e., / = ix + i2). Since ^ 0 c 38a 

it follows that the multiplicity of rna is less than or equal to ix + i2. 

We believe that ira{aS^) is weakly dense in 7Ta(&a) so the index / of at 

is, in fact, the sum of ix + z2. This would mean that the index of 
£Q- semi group s is additive rather than subadditive. 

Suppose {at} is the CAR-flow constructed earlier. One finds that if 
Fx = ir(a(f0) )*S20 with f0(x) = V2 e~x then Fx e 2(d*) and 

(7T(a(f) )F„ 77(^(/) )^> = 0 for all / e L2(0, oo) 

with / ' G L2(0, oo) and / (0 ) = 0. Hence, we find 

(F, , ^Fj> = (Q0, AQ0) for A e ^(8). 

Using the argument of Lemma 4.4 one can show Fx is cyclic for the 
representation 7Ta. Hence, for the CAR-flow rna is unitarily equivalent to 
the identity representation of &a so 77a is normal and irreducible. Hence, 
the CAR-flow is of index one. If one forms the tensor product of 
CAR-flows one finds that the index is additive. 

Question 4.2. Suppose {at} is an i^-semigroup of &(J^) and 7ra is the 
representation constructed from {at} as in Theorem 4.2. Does 7Ta always 
have a normal extension to ^(Jf7)? 

If the answer to this question is yes it means that /^-semigroups can be 
essentially classified up to outer conjugacy by the index of {at} and the 
CAR-flows are up to outer conjugacy the only examples of i^-semigroups. 
On the other hand if there are E0- semi group s of &(J{?) so that fna has no 
normal extension to 38(3?) it means there are ^-semigroups which are not 
outer conjugate to CAR-flows. Note we have not defined outer conjugacy 
for ^-semigroups. There are a number of possible definitions and we feel 
it would be wise not to choose among them until the theory of 
E0- semigroup s is better understood. 

5. Semigroups of *-endomorphisms of the hyperfinite IIx factor. In this 
section we consider E0-semigroups of the hyperfinite II! factor R and 
show that one can define an index i for such semigroups. We begin by 
giving an example of a flow of shifts of R. Let °llc be the Clifford algebra 
over L (0, oo). Specifically °U is generated by elements u(f) defined for 
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real functions / in L2(0, oo). The u(f) satisfy the Clifford algebra 
relations, 

u(af + g) = au(f) + n(g), n ( / )* = u(f) 

and 

u(f)u(g) + u(g)u(f) = 2 ( / g) / 

for a real and / a n d g real functions in L2(0, oo). It is well known that 6UC is 
isomorphic to the CAR algebra °U discussed before. Let r be the unique 
trace on °UC and let (77, S20,34?) be a cyclic ^representation induced by r on 
a Hilbert space Jfwith cyclic vector £20. We have R = ir(%)" is the 
hyperfinite II, factor. We define St on real functions in L (0, 00) as in 
the last section (i.e., (Stf(x) = f(x — t) for x â t and (Stf)(x) = 0 for 
JC < 0- If 

p = p(u(f\u(f2\...,u{fn)) 

is a polynomial in the u(f) we define 

at(7T(P) ) = <P«Stfx\ u(Stf2), . . . , i / (S,/J ) )• 

One checks that ar is weakly continuous and, therefore, has a weakly 
continuous extension to ir(%) and this extension (which we also denote by 
at) is a continuous flow of shifts of R. We will call this flow the Clifford 
flow of R. 

For the case of £0-semigroups of type II x factors the existence of a 
semigroup [U(t): t ^ 0} is assured since the trace is invariant under 
endomorphisms. Using the following theorem one can define an index for 
EQ- semigroup s of type II x factors. 

THEOREM 5.1. Suppose {at\ t = 0} is an E0-semigroup of a type II ! factor 
M. Let T be the normalized trace on M and34f= L (M, r) be the completion 
of M with respect to the inner product (A, B) = T(A*B) coming from the 
trace. For F e J^and A e M we denote the left and right actions of A on F 
by AF and FA. Let {U(t); t = 0} be the strongly continuous semigroup of 
isometries of J^given by 

U(t)A = at(A) for all A G M and t ^ 0. 

LetJfbe the subspace of vectors F <E J^so that U(t)*F = e~lF for t ^ 0 
and let E be the projection onto Jt. Let 8 be the * -derivation of M given by 

8(A) = lim (at(A) - A)/t 

where the domain @(8) is the set of A e M so that the limit exists in the sense 
of norm convergence. For F e Jt and A G Q)(8) let 7ra(A )F and FiTa{A ) be 
given by 
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•na(A)F = E((A + -8(A) I F ) and 

Fnra(A) = E[F(A + ^ 4 ) ) ) -

Then A —» 7ra(y4) g/ves a ng/z/ tf«d left *-representation of 0(d) on Jl. 
Furthermore these right and left representations have a unique extension to 
&a the C*-subalgebra of M of elements A e M so that 

\\at(A) - A\\ ->0 as / ^ 0 + . 

Proof The proof for the left action is the same as the proof of Theorem 
4.2 and taking adjoints (or just going through the proof again) gives the 
proof for the right action. 

Definition 5.2. Suppose {at\ t ^ 0} is an ^-semigroup of a IIT factor M. 
Let <na be the right and left representations of &a as constructed in 
Theorem 5.1. Then the index i of {at} is the multiplicity of ira as a 
birepresentation of &a (i.e., the index / is the maximum number of 
mutually orthogonal non-zero projections which commute with both the 
right and left action of iTa). 

Note that as in the last section the representation tna is unchanged if the 
generator 8 of at is perturbed by an inner derivation. 

Following the proof of Theorem 4.5 one obtains the following 
theorem. 

THEOREM 5.3. Suppose {a, ; t = 0) are E^-semigroup s of type \\x 

factors Mk of index i^for k = 1, 2. Then at = ort'®ay is an E0-semi-
group of Mx ® M2 of index i ^ z'j + i2. 

We remark that the Clifford flow discussed at the beginning of this 
section has index one. In fact, one has for F0 = u(f0) with f0 = \fïe~x 

and (• , •) defined from U(t) as in Theorem 4.2 

(5.1) (F0,AF0B) = tr(A6(B)) 

where 6 is the *-automorphism of R given by 

0(7r(u(f) ) ) = —ir(u(f) ) for all / e L2(0, oo). 

By using Lemma 4.4 recursively one can show that F0 is cyclic in @(d*) 
mod Q)(d) with respect to the (• , •) inner product for both the right and 
left actions of 3(8). 

Note that both the right and left actions of rna are normal. This leads 
one to wonder. 

Question 5.1. Suppose {at\ t i^ 0} is an £0-semigroup of a II] factor. Is 
the left representation ma always normal? 
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We remark that for the case of continuous flows of shifts of the 
hyperfinite IIj factor R of index one there appear to be flows which are 
not outer conjugate (given any reasonable definition of outer conjugacy). 
This may be seen as follows. Consider the Clifford flow described at 
the beginning of this section. Let R} be the subfactor of R generated by 
even polynomials in the 7T{u{f) ) for / e L2(0, oo). Restricting at to 
R} one obtains a continuous flow of shifts of Ri which we will denote 

i i 

by at. One easily sees that <xt and at are not conjugate since 

Aa){B) - a](B)A -> 0 

strongly as t —» oo for all A, B e R} and for A = B = 7r(u(f) ) one sees 
the same statement is false for at. We suspect that at and at are not 
outer conjugate given any reasonable definition of outer conjugacy. 
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