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We study density and partition properties of polynomial equations in prime
variables. We consider equations of the form aih(z1) + -+ + ash(zs) = b, where the
a; and b are fixed coefficients and h is an arbitrary integer polynomial of degree d.
We establish that the natural necessary conditions for this equation to have a
monochromatic non-constant solution with respect to any finite colouring of the
prime numbers are also sufficient when the equation has at least (1 + o(1))d?
variables. We similarly characterize when such equations admit solutions over any set
of primes with positive relative upper density. In both cases, we obtain lower bounds
for the number of monochromatic or dense solutions in primes that are of the correct
order of magnitude. Our main new ingredient is a uniform lower bound on the
cardinality of a prime polynomial Bohr set.
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1. Introduction

An influential theorem of Szemerédi asserts that sets of positive integers A with
positive upper density, meaning that

An{L,2,...,N
o A0 1.2, V]
N —o0 N

>0,

must contain arbitrarily long arithmetic progressions. Green and Tao [7] famously
established a version of Szemerédi’s theorem for the primes. Specifically, writing
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2
P :={2,3,5,...} for the set of prime numbers, Green and Tao showed that sets
A C P satisfying
Jim sup |[AN{1,2,...,N}|
Nooo |[PNA{1,2,...,N}|
contain arbitrarily long arithmetic progressions. In particular, the primes them-
selves contain arithmetic progressions of any finite length.

One can consider configurations other than arithmetic progressions. We call a
system of Diophantine equations density reqular if it has non-constant solutions
over all sets of positive integers with positive upper density. For example, consider
a linear homogeneous equation

>0 (1.1)

a1T1 + -+ agxg 107 (12)

where s > 3 and ay, ..., as are non-zero integers. Roth [20] showed that this equa-
tion is density regular if and only if a; +- - - +as = 0. Green [6] subsequently proved
that Roth’s theorem holds over the primes; Eq. (1.2) has non-constant solutions
over any set of primes A C P satisfying (1.1) if and only if a; +--- + as = 0.

A related, weaker notion of regularity is that of partition regularity, which refers
to systems of Diophantine equations, which admit monochromatic non-constant
solutions with respect to any finite colouring of the positive integers. By the pigeon-
hole principle, density regularity implies partition regularity. A foundational result
in arithmetic Ramsey theory is Rado’s criterion [18, Satz IV], which completely
characterizes partition regularity for finite systems of linear equations. In particu-
lar, Rado’s criterion reveals that Eq. (1.2) is partition regular if and only if there
exists a non-empty set I C {1,...,s} such that >, ;a; = 0.

Lé [11] observed that Green and Tao’s work provides a characterization of par-
tition regularity for systems of linear homogeneous equations in shifted primes.
For single equations, Lé proved that Eq. (1.2) admits monochromatic non-constant
solutions with respect to any finite colouring of P+1:={p+1:p€ P} or P—-1if
and only if there exists a non-empty set I C {1,...,s} such that ), _; a; = 0. Note
that there are divisibility obstructions that prevent such a result holding over the
set P + ¢ for integers ¢ ¢ {—1,1}. For example, the equation x + y = z is partition
regular, but if we partition P + ¢ into residue classes modulo ¢ for any prime ¢
dividing ¢, then there are no monochromatic solutions to x +y = z.

The purpose of this article is to obtain a complete classification of partition and
density regularity over primes for equations in sufficiently many variables of the
form

arh(z1) + -+ ash(zs) = b, (1.3)

where ay,...,as are non-zero integers, b is an integer, and h is a polynomial with
integer coefficients. We say that (1.3) is partition regular over the primes if every
finite colouring of the prime numbers produces a monochromatic non-constant solu-
tion to (1.3). Similarly, we call (1.3) density regular over the primes if (1.3) has a
non-constant solution over any set of primes A C P, which satisfies (1.1). For b =0,
observe that Lé&’s result [11] asserts that Rado’s condition characterizes partition
regularity over primes for (1.3) whenever h(x) = £ 1.

In our previous work [2], we established necessary and sufficient conditions for
partition and density regularity (over N) for all equations (1.3) in sufficiently many

https://doi.org/10.1017/prm.2024.96 Published online by Cambridge University Press


https://doi.org/10.1017/prm.2024.96

Arithmetic Ramsey theory over the primes 3

variables. We observed that it is necessary for partition regularity that h satisfies
a certain ‘intersectivity condition’ in order to avoid divisibility obstructions, as
alluded to above. For partition regularity over primes, we use the following defini-
tion, previously introduced in [12, 19]. An integer polynomial & is intersective of the
second kind if for each positive integer n, there exists an integer  which is coprime
to n such that n divides h(z). Observe that any polynomial h satisfying h(1) = 0 or
h(—1) = 0 is intersective of the second kind. However, one can construct numerous
polynomials, such as (22 — 13)(2? — 17)(2? — 221) and (2® — 19)(2? + 2 + 1), which
are intersective of the second kind but do not have rational zeros (see [13, §2]).
Our main result is the following:

THEOREM 1.1 Let d > 2 be an integer. There exists a positive integer so(d) such
that the following is true. Let h be an integer polynomial of degree d, and let s >
so(d) be an integer. Let aq,...,as be non-zero integers, and let b be an integer.

(PR) Equation (1.3) is partition regular over the primes if and only if there
exists a non-empty set I C {1,...,s} with Y ,.;a; =0 and an integer m
with b = (a1 + - -+ as)m such that h(x) —m is an intersective polynomial
of the second kind.

(DR) Equation (1.3) is density regular over the primes if and only if b = a; +
cidas=0.

Furthermore, we have so(2) =5, s0(3) <9, and
so(d) <d*> —d+2[V2d+2]+1  (d=4). (1.4)

REMARK 1.2. The integer so(d), which is defined explicitly in §2, was previously
introduced in [2] to study partition and density regularity of equations (1.3).

REMARK 1.3. The “only if” parts of both statements are true without any assump-
tion on the number of variables s (see lemma 2.4). The above theorem asserts that
these necessary conditions are sufficient provided s > so(d).

REMARK 1.4. The conditions in the partition regularity statement are trivially
satisfied when b = a3 +- - -+ a5 = 0. Indeed, in this case, we can take I = {1,...,s}
and m = h(1). It then follows that h(x) — m vanishes at x =1, whence h(xz) —m is
trivially intersective of the second kind.

In our previous work [2], we obtained lower bounds for the number of solutions
to (1.3) lying in dense or monochromatic subsets of the positive integers, which are
sharp up to the leading constant. Our second main result is the following analogous
counting version of theorem 1.1 for subsets of Py := {p < N : p prime}.

THEOREM 1.5 Let d > 2 be an integer, and let so(d) be as given in theorem 1.1. Let
h be an integer polynomial of degree d. Let s > so(d) be an integer. Let aq, ..., as
be non-zero integers, and let b be an integer. Given a set of integers A, write

S(A) =A{(z1,...,x5) € A% s x; # x; for all i # j, and arh(xq) + - - - +ash(zxs) = b}.
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(PR) Suppose there exists a non-empty set I C {1,...,s} with ) ,.;a; =0 and
an integer m with b = (a1+- - -+as)m such that h(x)—m is an intersective
polynomial of the second kind. Then, for any positive integer r, there exists
a positive real number ¢ = ci(h;aq,...,as,b;7) and a positive integer
Ny = Ni(h;aq,...,as,b;r) such that the following is true for any positive
integer N > Ni. Given any r-colouring Py = Cy U --- UC,., there exists
ke {l,...,r} such that |S(Cr)| = ctN~4(N/log N)*.

(DR) If a1 + -+ + as = b = 0, then for any positive real number § > 0, there
exists a positive real number ca = co(h;ay,...,as;0) and a positive integer
Ny = Ny(h;ay,...,as;0) such that the following is true for any positive
integer N > Na. Given any set A C Py satisfying |A| = 6|Pn|, we have
|S(A)| = caN~4(N/log N)*.

1.1. Methods

Our goal is to find many monochromatic/dense solutions to

Ly(h(x)) = L2(h(y))

for some linear forms Ly and Lo, where Lq(1,...,1) = 0. Here, we have used the
slight abuse of notation h(x) = (h(z1),...,h(zs)). In Fourier space, after normal-
ization and accounting for small prime moduli (the W-trick), the image of h can
be shown to behave like N for our count. The upshot is that it suffices to count
solutions to an equation

L1 (Il) = L2<hD (Z))7

where hp is a related polynomial that is intersective of the second kind. This
Fourier-analytic transference principle was introduced by Green [6] to show that
relatively dense sets of primes contain three-term arithmetic progressions and is
based on Fourier decay and restriction (from harmonic analysis). The transference
argument is sketched in further detail in the next section and formalized in the five
sections afterwards. It can be regarded as a version of the Hardy—Littlewood circle
method and estimates for prime Weyl sums feature prominently in our work.

To count monochromatic/dense solutions to our linearized equation, we use an
arithmetic regularity lemma. This enables us to decompose the indicator functions
of our colour classes into three parts, the first of which exhibits quasi-periodic
structure and ultimately dominates the count. Using this quasi-periodicity to obtain
a large count requires us to show that polynomials evaluated at primes are dense in
Bohr sets, in a suitably uniform sense. The colour class that we choose maximizes
this density.

Our main novelty is to uniformly bound from below the density of a ‘prime poly-
nomial Bohr set’. This is accomplished by induction on the dimension, beginning
with a result of Harman [8] from Diophantine approximation. The latter brings
prime Weyl sums into play. The requisite data for these come partly from the anal-
ysis in the earlier sections, partly from Lucier’s pioneering work on intersective
polynomials [15], and partly from the investigations of Lé-Spencer [14] and Rice
[19] into polynomials that are intersective of the second kind.
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1.2. Organization

We begin in §2 with some preliminary results. We prove the ‘only if’ parts of
theorem 1.1 by establishing necessary conditions for (1.3) to be partition or density
regular over the primes. We synthesize both the density and partition statements
presented in theorem 1.5 into a single result, theorem 2.6, on counting solutions to
certain linear form equations. We also recall the ‘auxiliary intersective polynomials’
of Lucier [15] and use them to state theorem 2.8, which is a ‘linearized’ version of
theorem 2.6. Finally, we provide a sketch of the subsequent transference argument
we will use to deduce theorem 2.6 from theorem 2.8.

In §3, we introduce formally the ‘linearization’ procedure, which we will use
to infer theorem 2.6 from theorem 2.8. We apply the W-trick and introduce the
majorant v, the latter of which is the focus of our investigations in §5 and §6. To
expedite this process, we record in §4 some general results on exponential sums
over primes. These will later be used in §5 and §9.

In §5, we study the Fourier transform of our majorant v by using the
Hardy—Littlewood circle method. We follow this in §6 by investigating the restric-
tion properties of v and a related majorant pp. The Fourier decay and restriction
estimates we obtain in these sections are then applied in §7 to execute the trans-
ference principle. This completes the deduction of theorem 2.6 from theorem
2.8.

The focus of the final two sections is to prove theorem 2.8 using an arithmetic
regularity lemma. In §8, we begin this argument by first modifying theorem 2.8
into a new result (theorem 8.1), which is more amenable to arithmetic regular-
ity methods. This reduces matters to counting primes in ‘polynomial Bohr sets’.
Finally, in §9, we prove theorem 8.1 by establishing density estimates for these
prime polynomial Bohr sets.

1.3. Notation

Let N denote the set of positive integers, and write P for the set of prime numbers.
For each prime p, let Q, and Z,, denote the p-adic numbers and the p-adic integers,
respectively. Given a real number X >0, we write [X] = {n € N: n < X} and
Px =PN[X]. Set T = [0,1]. For each d € N and & = (a1, .., aq) € R%, we define

la]] = max min |a;; — n| = min ||a — n||s-
1<i<d n€Z nezd

For ¢ € N and x € R, we write e(z) = €™ and e,(z) = e(z/q). For h(z) € Z[z]
and x = (z1,...,%s), where s € N, we abbreviate h(x) = (h(x1),...,h(zs)). If L
is a polynomial with integer coefficients, we write gcd(L) for the greatest common
divisor of its coefficients. The letter ¢ denotes a small, positive constant, whose
value is allowed to differ between separate occurrences.

We employ the Vinogradov and Bachmann—Landau asymptotic notations: for
complex-valued functions f and g, we write f < g or g > f or f = O(g) if
there exists a constant C' such that |f(z)| < C|g(x)| holds for all z. We indicate
the dependence of the implicit constant C' on some parameters Aq,...,\; using
subscripts, for example, f <x;,..x, gor f = Ox;,..z(9). Wewrite f <gif f <g
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and g < f both hold. In any statement in which € appears, we assert that the
statement holds for all sufficiently small € > 0. R

For a finitely supported function f : Z — C, the Fourier transform f is defined
by

fl@):=)_ f(n)e(an)  (a €R).

nez

Given a real-valued function G, which is bounded over a closed interval [a, b], we
write

IGl Loofay) = sup [G(t)].

a<t<h

If G is continuously differentiable on an open interval containing [a,b], then we
define

Gl sta = lIGllLofa,p) + 11(b— a)G' || Loora,p)-

2. Preliminaries

2.1. Useful ingredients

We will make repeated use of the Siegel-Walfisz theorem [10, lemma 7.14], which
we now state for convenience. Recall that the logarithmic integral is given by

Todt

Li(z) = —
i(@) 5 logt

(x > 2).

THEOREM 2.1 (Siegel-Walfisz theorem). Let P > 2, and write L = log P. Let
A> 0. Then, there exists c = ¢(A) > 0 such that the following is true. Let n,q,a € Z

with
1<n<P 1<qg< LA
Then,
Li(n) —eyIogT
#{p<n:p=a(modq)} = () + O(Pe &5,

We will also make repeated use of [19, lemma 9], which we state below. Owing
to an inaccuracy in the published version of Rice’s article, we cite a later arXiv
version. This is also explained in a remark immediately following [19, lemma 9].
The fact that C' only depends on the degree comes from the proof.

LEMMA 2.2. For any integer k > 2, there exists C = C(k) > 0 such that the
following holds. Let g(v) = axz® + -+ + a1x + ag € Z[z], and let W,b € Z. Let
a € Z and q € N be coprime. Let w(q) denote the number of distinct prime factors
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of q. Let ¢ = q1q2, where qz is the greatest divisor of q that is coprime to W, and
let cont(g) = ged(ay, ..., ar). Then,

eq(ag())] < C¥@ (ged(cont(g), q1) ged(ax, g2)) ' * ¢~ 1/%.

We note from its proof that the general epsilon-removal lemma [21, lemma 25]
holds with || — a/q||" in place of ||a — a/q||, and for complex-valued f, with the
notation therein. For convenience, we state this version below.

LeEmMA 2.3. (Epsilon-removal lemma). Let k,e >0, Ne N, K > 1, u > 2/k, and
v>u-+e Let ¢:[N]—[0,00) and f : [N] = C with

lf(m)I < ¢(n)  (n€[N)).
Let C be a large, positive constant, and let
Q> C 4 K'H2/(xe), T > 2Q°.
Let O be the union of the sets
M(g,a) ={a € [0,1]: [ —a/q| <1/T}

over coprime integers 0 < a < ¢ < Q. Assume that

Y on) <N, |flE < KN
n<N
Assume, further, that
n qiﬁN —2/e
ola) K + o(K N aeM
(a) 15 Mo —a/ql" ( ) )
and
$la) = o(K*/N)  (a ¢ M)
Then,

I1£115 <o N1

Here, o( K~2/¢N) denotes any quantity X such that if ¢ >0 and N is sufficiently
large, then

X < cK~%/¢N.

This quantity may differ between instances.
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2.2. Necessary conditions

We now provide necessary conditions for Eq. (1.3) to be partition or density regular
over the primes. To state our results, we recall that an integer polynomial b is
called intersective (or intersective of the first kind) if, for each n € N, there exists
x € 7Z such that h(z) = 0 (modn). We call h intersective of the second kind if
this statement holds under the additional condition such that an z can be found,
which is coprime to n. The following lemma demonstrates that intersectivity is a
necessary condition for partition regularity of general polynomial equations.

LEMMA 2.4. Let s € N and let F € Z[z1,. .. ,xs]. Consider the equation
F(zq,...,x25) =0. (2.1)

(PR) If (2.1) is partition regular (over the primes), then the single-variable
polynomial F(x,...,x) € Z[x] is intersective (of the second kind).

(DR) If (2.1) is density regular or density regular over the primes, then
F(z,...,x) is the zero polynomial.

Proof. Suppose (2.1) is partition regular. Let n € N and consider the n-colouring
of N defined by partitioning N into distinct residue classes modulo n. The existence
of a monochromatic solution to (2.1) with respect to this colouring implies that
F(t,...,t) =0 (modn) holds for some ¢ € [n]. As n was arbitrary, it follows that
F(z,...,z) is intersective.

Now suppose (2.1) is partition regular over the primes. Let n € N. As before,
we partition into residue classes modulo n and infer the existence of ¢t € [n] and
primes p1,...,ps, which are not all equal, with p; = ... = p; = ¢ (modn) such
that F'(p1,...,ps) = 0. If we take n to be a prime power, then, since the p; are not
all equal, at least one p; is coprime to n, whence ¢ and n are coprime. Applying
the Chinese remainder theorem, we conclude that F(z,...,x) is intersective of the
second kind.

Finally, suppose (2.1) is density regular or density regular over the primes. Let
m € N. By the Siegel-Walfisz theorem (in the case of density regularity over the
primes), for each prime p t m, we can find an integer/prime solution (x1,...,z)
to (2.1) with z; = -+ = z; = m (mod p). By reducing (2.1) modulo p, we deduce
that F'(m,...,m) is divisible by infinitely many primes, whence F(m,...,m) = 0.
As m was arbitrary, we conclude that F(z,...,z) is the zero polynomial. O

We now apply this lemma to (1.3) to establish the ‘only if” parts of theorem 1.1.
By working modulo |u|n for any n € N, we see that if u # 0 and ph is intersective
of the second kind, then so too is h. Note also that the following result does not
impose any restriction on the number of variables:

COROLLARY 2.5. Let s € N and let h be an integer polynomial of positive degree.
Let aq,...,as be non-zero integers, and let b be an integer.

(PR) If (1.3) is partition regular over the primes, then there exist a non-empty

set I C{1,...,s8} with ), ;a; =0 and an integer m with b = (ay +---+
as)m such that h(xz) —m is an intersective polynomial of the second kind.
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(DR) If (1.3) is density regular or density regular over the primes, then b =
a1 +---+as=0.

Proof. Throughout this proof, we write p = a3 + -+ + a5 and H(x) = ph(z) — b.
First suppose (1.3) is partition regular over the primes. Applying lemma 2.4 to the
polynomial F(x1,...,2s) = a1z1+ -+ + aszs — b, we find that H(z) is intersective
of the second kind. By considering solutions to H(xz) = 0 (modd) for any d | y,
we observe that p | b. If ;1 #0, then there is a unique m € Z with b = pum such
that H(xz) = u(h(xz) — m), whence h(z) — m is intersective of the second kind. If
1 =0, then b=0, and so, upon taking m = h(1), we have b = pm, and h(z) —m is
trivially intersective of the second kind. In both cases, Eq. (1.3) becomes

Zai(h’(‘xi) - m) = 07

for some m € Z such that h(xz) — m is intersective of the second kind. As this new
equation is partition regular, we infer from [2, proposition 2.1] the existence of a
set I C {1,...,s} with the desired properties.

Finally, suppose that (1.3) is density regular or density regular over the primes.
Then, lemma 2.4 implies that H(x) = ph(z) —b is the zero polynomial. Since h has
positive degree, we conclude that b = p = 0. O

In view of these necessary conditions, theorem 1.1 is now an immediate
consequence of theorem 1.5.

2.3. Linear form equations

Having dispensed with the necessary conditions for partition and density regular-
ity, we focus on finding monochromatic or dense solutions to (1.3). The necessary
conditions we have established, therefore, inform us that (1.3) takes the shape

D ailh(w) —m) == > a;(h(z;) —m),

i€l J€[s]\1

where I C [s] is non-empty with » ,;a; = 0, and m € Z is such that b =
(a1 + -+ as)m and h(z) —m is intersective of the second kind. Upon replacing
h(z) with h(z) — m, we can therefore reduce to the case where b =0 and h(z) is
intersective of the second kind.

To find monochromatic or dense solutions to (1.3) with b =0, we study equations
of the form

Ly(h(x)) = L2(h(y)), (2.2)

for some linear forms L; and Ls. To avoid trivialities, we only consider non-
degenerate linear forms, where L(x) = ajx1 + - - - + asxs is non-degenerate if a; # 0
for all ¢ € [s]. For this new equation, the necessary conditions for partition and
density regularity become L;(1,...,1) = 0. Following the recent works [2, 5], we
address both density and partition regularity for (2.2) simultaneously by seeking
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solutions where the x; variables are sourced in a dense subset of Px, while the
remaining y; variables come from a colour class C;, C Px.

Before proceeding to our results, we require some notation. We begin by providing
an explicit description of the threshold sg(d) for the number of variables required
in our main theorems. Let T'= T'(d) € N be minimal such that if h(z) € Z[z] has
degree d, then

h(z1) + - + h(zp) = h(zpy1) + - - - + h(zar)

has Oy, «(X?T=9+¢) solutions x € [X]?T. Equivalently, by orthogonality, T = T(d)
is the smallest positive integer such that the moment estimate

2T

T

<X

holds for any integer polynomial h of degree d. The quantity so(d) appearing in
theorem 1.1 is now defined to be so(d) := 27'(d) + 1.

It follows from Hua’s lemma [9, equation (1)] that 7(2) < 2 and T(3) < 4. In
general, the proof of [23, corollary 14.7] delivers

d(d—1
T(d) < % + [V2d +2].
These observations verify the bound (1.4) for so(d). Finally, by considering solutions
with z; = x;4r for i =1,2,...,T, we record the lower bounds
T(d) > d, so(d) > 2d+ 1. (2.3)

We can now state our main result on partition and density regularity over primes
for linear form equations (2.2).

THEOREM 2.6 Let r and d > 2 be positive integers, and let 0 < § < 1. Let h be an
integer polynomial of degree d, which is intersective of the second kind. Let s > 1
and t > 0 be integers such that s +1t > so(d). Let

Li(x) € Z[zxq, ..., x4, Lo(y) € Zy1, - .,y
be non-degenerate linear forms such that L1(1,...,1) = 0. Then, there exist
XO = XO((s) h,’)", Lla LQ) € N) TO((S) = TO(ha r7L17 LQ; 5) € (Oa 1)

such that the following is true for all X > Xo. Suppose Px =Cy U---UC,. Then,
there exists k € [r] with |Cx| = 10(0)|Px| such that if A C Px satisfies |A| = 6|Px]|,
then

Xs+t—d

#{(x,y) € A* x C, : L1(h(x)) = La(h(y))} > (log X)*+"

The implied constant may depend on h, L1, La,T,0.
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REMARK 2.7. In the case t =0, we have a linear form Ly in zero variables, and we
are counting solutions x € A® to the equation

Li(h(x)) = 0.

Note that when ¢t=0, all linear forms Lo in ¢ variables are vacuously non-
degenerate.

By harnessing a combinatorial ‘cleaving’ argument of Prendiville [17], we can
swiftly deduce theorem 1.5 from theorem 2.6.

Proof of theorem 1.5 given theorem 2.6. Following the argument given at the begin-
ning of this subsection, we may reduce to the case where b =0 and h is intersective
of the second kind. Combining [2, lemma 3.2] with (2.3), for N sufficiently large,
the number of solutions x € [N]° to (1.3) such that x; = x; holds for some 7 # j
is O.(N*~%+=1/2) Therefore, by setting ¢t =0, we see that the density regular-
ity statement in theorem 1.5 follows directly from theorem 2.6. Similarly, given a
colouring Py = C; U---UC,, provided N is sufficiently large, it remains to show
that there are at least ¢; N~¢(N/log N)* monochromatic solutions to (2.2) with

Ll(x) = Zaﬂ% and Lg(y) = — Z a;yj.

el i€[s]\I

For each 6 >0, let 79(d) € (0,1) be as given in the statement of theorem 2.6.
By making minor adjustments, we may assume that 79(d) < 4. Set 0o = 1/r,
and for each i € [r], let &; := 79(d;—1), whence 0 < §, < ... < §y < 1. Take
N > Xo(6y,h,7, L1, L3) as in theorem 2.6, and suppose Py = C; U---UC,. For
each 0 <4 < r, let k; € [r] be the index given by applying theorem 2.6 with § = §;.
By the pigeonhole principle, we can find k£ € [r] and 0 < ¢ < j < r such that
k; = k;j = k. Therefore,

|Cx|
|PN| To( ) +1 J
and
1] s—|1| N
#10y) € A1 €7 L (1) = La(hY)} 5,1 02 ooy

holds for any A C Py with |A| > ¢;|Pn|. Taking A = C}, finishes the proof. O

2.4. Auxiliary intersective polynomials

The next step of our argument is to use a version of Green’s Fourier-analytic trans-
ference principle [6] to obtain solutions to (2.2) by ‘transferring’ solutions from a
‘linearized’ equation. To make this precise, we first need to introduce the auxiliary
intersective polynomials of Lucier [15], which emerge during the execution of this
process.

Let h be an integer polynomial of positive degree d, which is intersective of the
second kind. Thus, for each prime p, we can find a p-adic unit z, € Z,’ such that
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h(zp) = 0. Throughout this article, we fix a choice of z, for each prime p and let
my, be the multiplicity of z, as a zero of h. For each prime p and positive integer
D, let ord,(D) denote the largest non-negative integer n such that p™ divides D.
We can then define the completely multiplicative function

A(D) = [[pmrorr™® (D eN). (2.4)

By noting that 1 < m, < deg(h) = d for all p, we have
D | \X(D) | D% (2.5)

For each prime p and non-negative integer k, reducing z, modulo p* reveals that
there exists a unique residue x € Z/p*Z such that = = z, (modp*Z,). By the
Chinese remainder theorem, we can therefore find a unique integer rp in the range
(=D, 0], which satisfies

rp = 2, (mod p°rdr(P)7,)

for all primes p. As h is intersective of the second kind, we have (rp, D) = 1.
Finally, with this notation in place, we define the auxiliary intersective

polynomial

h(rp + Dx)

hD(ac) = /\(D)

€ Zlx].

These polynomials and the surrounding notation were introduced by Lucier [15],
who also showed that hp is indeed a polynomial with integer coefficients [15, lemma
21]. The most important property of these auxiliary polynomials is that the greatest
common divisor of the non-constant coefficients of hp is bounded uniformly in D.
Specifically, for all D € N, [15, lemma 28] states that

ng(hD — hD(O)) <y 1.

As in [2, §6], this bound is crucial to our investigation of exponential sums involving
intersective polynomials (see §7 and §9).
We can now state our linearized version of theorem 2.6.

THEOREM 2.8 Let r and d > 2 be positive integers, and let 0 < 6 < 1. Let h be an
integer polynomial of degree d which is intersective of the second kind. Let s > 1
and t = 0 be integers such that s+t > so(d). Let

Li(x) € Z[z1,. .., x4, Lo(y) € Zlya, - - ., 44
be non-degenerate linear forms such that Li(1,...,1) = 0. Then, there exists
ZO = ZO(Dv ha r, 57 Ll; LQ) eN and n= n(da 6,L17 LQ) € (07 1)

such that the following is true. Let D, Z € N satisfy Z > Zy, and set N := hp(Z).
Suppose

mz,ZIn{ze[Z]:rp+DzeP}=C,U---UC,.
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Then, there exists k € [r] such that if A C [N] satisfies |A| = 6N, then
#{(n,z) € A°* x C! : Li(n) = Ly(hp(z))} > N*! __bz t
’ ke 2P o(D)logZ ) -
The implied constant may depend on h, L1, La,7,0.

REMARK 2.9. The quantity 7 is introduced for technical reasons concerning cer-
tain weight functions vp we employ when applying the transference principle. For
further details, see the remarks preceding lemma 8.3.

The proof of theorem 2.8 is deferred to the final two sections of this article. As in
[2], we prove this ‘linearized’ result by applying an arithmetic regularity lemma. To
streamline this forthcoming argument, we require the following proposition, which
is a minor variation of [2, proposition 3.10] and is proved in the same way.

PROPOSITION 2.10. Suppose that theorem 2.8 is true in the cases where ged(Ly) =
1. Then, subject to altering the quantities Zo(D,r,d, L1, La, P), n, and the implicit
constant in the final bound, theorem 2.8 holds in general.

2.5. Sketch of the transference argument

In this subsection, we outline how the transference principle allows us to deduce
theorem 2.6 from theorem 2.8. Fix an integer polynomial h that is intersective of
the second kind, as well as a pair of linear forms L; and Ly as in the statement of
theorem 2.6. We begin by recalling that theorem 2.6 concerns the equation

Li(h(x)) = L2(h(y)), (2.6)
while theorem 2.8 considers, for some parameter D € N, the ‘linearized’ equation
Li(n) = Ly(hp(2)). (2.7)
Suppose we have a finite colouring Px = C; U---UC, and a set A C Px with
|A] = 6|Px]|. For the convenience of this sketch, assume that X = rp (mod D).
Choosing Z € N such that X = rp 4+ DZ, we can define an r-colouring

{ze[Z]:rp+DzeP}=CU---UC,

by
Ci:={z€|Z]:rp+DzeC}.
Let N := hp(Z). By pigeonholing, we find a ‘dense’ set A C [N] such that

for some integer b.
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Theorem 2.8 now informs us that there are many solutions (n,z) € A® x C~}; to
(2.7) for some k € [r]. Given such a solution, our construction of A and Cj, furnishes
a solution (x,y) € A* x C}. to (2.6) satisfying

h(zi) — h(b)

n; =

Since the map (n,z) — (x,y) is injective, this argument allows us to obtain many
solutions to (2.6). However, observe that the number of solutions to (2.6) given in
theorem 2.6 is X*~4T*+°(1) which is far fewer than the number of solutions to (2.7)
provided by theorem 2.8, namely X #—4+t+o(1) This shortfall is handled by instead
considering weighted counts of solutions to (2.6). Our task is then to construct an
appropriate weight function v, which is supported on the set

[N]n{W:b<x<X}.

The key utility of the transference principle is that, provided our weight function
is suitably ‘pseudorandom’; we can find a ‘dense model’ g : [N] — [0, 1] such that
v ~ §. Applying theorem 2.8 to a set of the form A = {x € [N] : g(x) > ¢}, our
argument above allows us to prove theorem 2.6.

To ensure our weight v is sufficiently pseudorandom, we have to contend with
the fact that the set h(P) is not equidistributed in residue classes. This issue pre-
vents one from simply taking v to be a scaled version of the indicator function of
h(P). Fortunately, there is a standard technical manoeuvre, known as the W-trick,
developed by Green [6] to account for equidistribution modulo small primes. In the
setting discussed above, this amounts to demanding that our weight v is supported
on a set of the form

[N]ﬂ{m:b<x<X, x—b(modW/i)},

for some W, k € N such that W is divisible by all primes p < w for some sufficiently
large w € N. If we choose D, W, k appropriately, then we can ensure that the set

{h(x))\(_Dl;(b):b<$<X, be(IHOdWFL)}

equidistributes over congruence classes modulo p for any prime p < w. The contri-
bution of the remaining primes is then subsumed by the error term emerging from
the transference of solutions from the ‘dense model’ g to v. The appearance of the
additional parameter x € N here, resulting in a ‘double W-trick’, was the main
innovation of our previous work [2]. Its purpose is to ensure that A(D) precisely
accounts for all common divisors of the values of h(z) — h(b), as z ranges over the
arithmetic progression b modulo Wk.
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3. Linearization and the W-trick

In this section, we execute the ‘double W-trick” and construct the weight function
v needed for our application of the transference principle. Throughout this section,
we fix the parameters

57h7T7L1aL27

which appear in theorem 2.6.

3.1. The W-trick

Consider a set A C Px with |A| > §|Px|. Let C € N be large with respect to the
fixed parameters, and let w € N be large in terms of C. Define

100dw
M = Cd*10*, W = Hp , V =vW
pPLwW
and
X—T‘D h(X)
D=Ww? 7 = N =hp(2) = —=L.
w7 D (Z) A(D)

Henceforth, we take X € N sufficiently large in terms of C,w, and the fixed
parameters. We also assume that D | (X — rp), whence Z € N.
For R € N and b € [R], we write

Ayp={x€A:2=>b(modR)}.

We denote by (H, W), the greatest m € N for which m? | (H,W). By [2, lemma
A.5] and the Siegel-Walfisz theorem, we have

S|Px| <|A| < Apw +0(1owWM—1/2).
Px| < |4 [ZW] [Asw] e X

(b,W)=1
(W (0),W)g<M

Since w is large relative to C' and d, we have M < 25°%_ Hence, if (h'(b), W)q < M,
then there cannot exist a prime p < w, which divides (h'(d), W) with multiplicity
greater than 50dw. It follows that if (h/(b),W)s < M, then (W'(b),W) | V. By
incorporating the crude estimate

DY e

pSw
we find that
0X

A .
log X < Z | b’Wl

be[W]:

(b,W)=1

(h' (b),W)|V
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Thus, there exists by € [W] such that

0X

Segx: oM=L (W(b) W) V.

| Apy,w | >

Define k € N by
Wr(h'(bo), W) = X(D).

Note that (2.4) implies that s is w-smooth, whence p(W)x = ¢(Wk). By
pigeonholing, we can then find b € [Wk] such that

60X B 60X
(W)klogX  o(Wk)log X~

b= by (mod W), |Ab,w,§| > -
Since (' (b), W) = (h'(bo), W) | V, we also have

(R (b), Wk) = (h'(b), W).

3.2. The weight function

Our next task is to construct an appropriately ‘pseudorandom’ weight function. Let
w, W, and & be as defined in the previous subsection. Fix some b € [Wk], which

satisfies
(W (b), W) |V =VW. (3.1)
We then define
v:Z —[0,00), v(n) = V[/((‘ij((bwg,)ﬂ/) b<;X R (p) log p. (3.2)

p=b (mod Wk)
h(p)—h(b)=nA(D)

Observe that v is supported on the set

h(p) — h(b)

{nEN:nz \D)

,pEPx,p=b (modW/i)} C [N].

Recall from the previous subsection that we are considering a fixed set A C Px
with |A| > 0|Px]|, and that we made a judicious choice of b € [IWk] so that |Ap |
is suitably dense. For this specific choice of b, let

/\(D) IpeE Ab,Wn} . (33)

LEMMA 3.1. Let A,v be as defined above. If X is sufficiently large in terms of
h,d,w, then

Z v(n) >s N.

neA

Proof. Let ¢ be a small, positive constant, and let

D wee(X)={p<cdX: p=b(modWk)}.
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For X sufficiently large, the Siegel-Walfisz theorem implies that |Apw.| >
1%, wk,c(X)]. It follows that there exists an injective map ¥ : Qp w .o (X) = Apwr
such that p < ¢(p) for all p € Qp wy,(X). This implies that

> pTogp< Y e log(w(p) < Y p*Hlogp.
p<c6X p<es X PEAL W
p=b (mod Wk) p=b (mod Wk) ’

Invoking the bound h'(z) < 2971, we deduce that

> Wplogp> Y pllogp.
PGAb,Wﬁ p:bp(fncfcf{ch)

By the Siegel-Walfisz theorem again, we thus have

d
Z h'(p)logp >s )
penwn e(Wk)
Therefore,
W (R (b), W) i1 / X
_— v(in)=0(Wk logW) + h(p)logp >5 ————.
S o O s W) S W lown e i
bWk

Thus, for our choice of k and b, the desired bound now follows from the equalities

WH'(6), W) _ AD) _ AD)

(W) rp(W) — o(Wk)

4. Exponential sums

In this section, we record some results on exponential sums of the form

> e(F(p)Gp), (4.1)

p<t
p=b (mod m)

where F' is a real polynomial, and G : (1,00) — R is a continuously differentiable
function. We apply these results in §5 to study the Fourier transform 2 of our weight
function v. The results of this section are also used in §9 to establish density bounds
for ‘prime polynomial Bohr sets’.

A standard observation in analytic number theory, going back over a century
to Hardy and Littlewood, is that such exponential sums can only be large if their
phases exhibit ‘major arc’ behaviour. In the case of (4.1), this means that the
leading coefficient of the polynomial F must be very close to a rational number
with small denominator. To elucidate this further, we record the following lemma
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from [10], which considers the situation where the leading coefficient of F' is rational.
In what follows, and throughout this section, for all £ € N, let o, be large in terms
of k and put Cy = 28%¢,.

LEMMA 4.1. Let m € N and b € Z be coprime. Let F(y) € Rly] have degree k, and
suppose a/q is its leading coefficient, where a,q € 7 are coprime and

Pk

log P)%k < ¢ < ———r.
(log P)™k < g (og P)OF

Assume that P is sufficiently large in terms of m. Then,

P
F —_—.
> elF0) < o
p<P
p=b (mod m)

Proof. This follows immediately from [10, theorem 10]. O

Using this lemma, we can show that (4.1) is small when the leading coefficient
of F' is ‘minor arc’, meaning that it is not well-approximated by a rational number
with denominator at most polylogarithmic in P.

LEMMA 4.2. Let m € N and b € Z be coprime. Let F(y) € Rly] have degree k, and
let 0 be its leading coefficient. Let G : (1,00) = R be a continuously differentiable
function. Assume that P is sufficiently large in terms of m, and that

max{q, P*[|gb]|} > (log P)*°* (g €N).
Then,
F G(p)l P G
Z e(F(p))G(p)logp < w NGlls[2,p)-

p<P
p=b (mod m)

Proof. By Dirichlet’s approximation theorem, there exist coprime ¢ € N and a € Z

such that . .
qg(logpp)%‘k’ |q9_a|<(logp#.
By our assumption, we also have
q > (log P)*Ck.
Thus, § := 6 — a/q satisfies
18] < P7*.

Let f(y) = F(y) — By*. By partial summation [22, lemma 2.6], we have

P
S e(F(p)Glp) logp = A(PYH(P) / AW (1) dt,
p<P
p=b (mod m)
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where

Y(t) = e(B)G()logt,  At):= Y e(f(p)).
p<t
p=b (modm)
We deduce from lemma 4.1 and the trivial bound |A(¢)| < ¢ that
P

A< o Py

(2<t<P). (4.2)
This implies that

A(P)¢(P)(log P)°k <, PG(P).

It, therefore, remains to estimate

P
K/A@W@m25+b+h+%
2

where
P P
I =/ A()G (t)e(Bt*)logtdt, I :Bk/ th=LA(t)G(t)e(BtF) log t dt,
P/(log}i)ak P2
I = / (A()/OGDe(pt)dt, 1, = / (A()/DG(L)e(B) dt.
2 P/(log P)%k

The bound (4.2) gives
o 2 !
I(log P)°k < P 02, |G'(2)].

—k

Similarly, since |3] < P~%, we see that

Iy(log P)°k <« PQmax |G(¢)].

St

Using the trivial bound |A(t)| < ¢, we have

Is(log P)°k < P max |G (%)
2<t<P/(log P)%k

Similarly, we deduce from (4.2) that
P

I,(log P)%k <</ |G(t)|dt < P max |G(t)].
P/(log P)k 2stsP
Combining these estimates completes the proof. O

The above two lemmas suffice to handle ‘minor arc’ behaviour. As is typical in
applications of the circle method, we treat the major arcs by establishing asymptotic
formulae for the exponential sums (4.1).
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LEMMA 4.3. (General major arc asymptotic). Let f(y) € Z[y] have degree k, and
let G: (1,00) = R be a continuously differentiable function. Let b € Z and m € N
be coprime, and let Q@ € N with

f(b+ mz) - f(b)
Q

Let 6 € R and P > 2, and suppose (q,a) € N X Z with (a,q) = 1 and

€ Z[z). (4.3)

Q(log P)*“k

Pk '
Let ¢> 0 be constant, small in terms of Cy, and put 8 = 0 —a/q. If P is sufficiently
large relative to m and @, then

q < (log P)*“k, lq0 — a| <

S(g,a;m —elos P
> eq8f(p)G(p)logp = If,G(B)L) + O (Pe VPG |52, p),
= p(mq)
p=b (mod m)
where

P
e = [ coBf®)C0d  S@am= 3 eouef(o)
2 t (mod mq)
(t,q)=1
t=b (mod m)

REMARK 4.4. The condition (4.3) holds if f(b+ mx)/Q € Z[x].

Proof. Writing g(z) € Z[x] for the integer polynomial appearing in (4.3), if u € Z,
then
fo+m(utqu) = f)  guw) _ glut+qv) —g(u)
- = € Zv).
Qq q q

This implies that

€Qq(f(b+m(u+qv))) = eqq(f(b+mu))  (vEZ).

Hence, for n < P,

Swi= Y eqiaf()=0(ma)+ Y eqlaf(t) Y L

p<n t (mod mq) PN
p=b (mod m) (t,q)=1 p=t (mod mq)
t=b (mod m)

By the Siegel-Walfisz theorem (theorem 2.1), the inner sum is

Z 1= Ll(”) _i_O(Pe—Z’;c\/log;P)7

= p(mq)
p=t (mod mq)
whence
Li
S, = i(n) S(q,a;m) + O(Pefzcm).
¢(mq)
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Writing ¢ (t) = eq(8f(t))G(t) logt, summation by parts gives

> e (F(p)G(p)logp=> (S — Su1)tb(n)
pzbzzifd m) <P

= Spp(P+1)+ ) Su(t(n) —v(n+1)).
n<P

By hypothesis, for P sufficiently large,

1 PQCkZ 1 P20k+1
QUog P)*k - (log P) .

|5|:‘9_Q/Q|<< qu Pk

Hence, for all z,y € [2, P] with z <y, the mean value theorem yields

< t:;lp]{\G(t)/ﬂ +1G'(t) logt| + [Bf'(H)G(t) log ¢}
z,Y

‘w(y)—w(x)’
y—1

1 (log P)?(Ck+D)

< Wolmiar (54 SED5= ) + 16 iy tos P, (0

In particular, this shows that

S b(n) — d(n+1)] < [[Gllpsops,p) | (log PYXCrHD 4 37 %

n<P n<P
+ |G || oo (2, p P log P
< (log P)2(Ck+l)||G||S[2,P]-

As Li(t) = 2223 " %, summation by parts now gives

ST eq (F(p) Gp)logp + O(Pe VI P||G| 12, 1)
p<P

p=b (mod m)
S(q, a; . i

= S@EI) [ pyy(p 1) + 3 L)) — v+ 1)
p(mq) n<P

_ Sa.am) ACO ¥
@(mQ) 3gngp /N1 log &

Note that
Y Sy S
3gngp /1 (n - 1) log x 3<ngp /! vloga
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Thus, using (4.4) to replace each ¥ (n) by ¥ (z), we obtain

> 1 lo(gaz dz = It c(B) + O((log P)* k™D |G| s12,p))
3<ngP Y

which completes the proof. O

5. Fourier decay

Returning to the study of our weight function v, we need to show that it is suitably
‘pseudorandom’. This will then allow us to ‘transfer’ solutions from the linearized
equation (2.7) to our original equation (2.6). As in [2, 4, 5, 17], we accomplish this
via a Fourier decay estimate (together with the restriction estimates from the next
section).

LEMMA 5.1. Let v be as defined in (3.2), where b € [Wk]| satisfies (3.1), and
assume that X is sufficiently large in terms of w. Then, for all a € T,

() — Ipny(a)] <ne w™ VN, (5.1)

REMARK 5.2. As in [2, §5], the above lemma does not rely upon nor make any
reference to sets A C Px or A C [N].

We study the Fourier transform 2 using the Hardy—Littlewood circle method and
the exponential sum estimates established previously. We define the set of minor
arcs

m:= {a € T : max{q, X%||ga|} > (log X)*“dfor all ¢ € N}.

The set of major arcs M := T \ m, therefore, consists of all & € T for which there
exist a,q € Z such that

1<g< (logX)*,  (qa)=1,  X%ga—a| < (log X)*“d. (5.2)

For convenience, we recall that

o e() / h(p) — h(b)
v(a) = W b<§<:X h'(p)logp-e (a) (e T).

p=b (mod Wk)

We, therefore, observe that the results of the previous section may be applied to
estimate ©(«) upon taking

0=ca, f(y)=hy)—hb), G=K, Q=XXD), m=Wk, P=X. (53)

With this choice of parameters, we compute that

G| sp2,p) < X471 (5.4)
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and

Iy (8) = / e(Bh(x)/ (D)W (x) dz = A(D) <0h<1>+ / ewy)dy). (5.5)

Our proof of lemma 5.1 for a € m proceeds by the same strategy as in [4, §4]: we
show that 7(a) and 1;yj() are both far smaller than the required upper bound.
This is encapsulated in the following corollary of lemma 4.2.

COROLLARY 5.3. (Minor arc estimate). If « € m, then

v(a) <, X (log X)~od and 1/[;](04) < X%(log X)~2C,

Proof. In view of (5.3) and (5.4), the first estimate follows immediately from lemma
4.2. For the second estimate, we deduce from the definition of m that

N
Inj(a) =Y e(an) < [laf| ™t < X¥(log X) ™% (a €m),

n=1
as required. O

We similarly establish an asymptotic formula for 7(a) on the major arcs by
invoking lemma 4.3. Define

S(ga):= > 6q<ah(t)h(b)), I(B):/ONe(By)dy-

A(D)
t (mod Wkq)
(t,q)=1
t=b (mod Wk)

COROLLARY 5.4. (Major arc asymptotic). Suppose (a, q,a) € RxNxZ with (5.2),
and put B = a— a/q. Let ¢> 0 be constant, small in terms of Cy. Then,

5a) = o(Wk)

a e—cviog Xy

Proof. Recall that A(D)N = h(X) =5, X< Thus, by combining (5.3) with (5.4)
and (5.5), the desired formula is provided by lemma 4.3. O

To elucidate this formula further, we estimate S(q,a).

LEMMA 5.5. Let a,q € Z with ¢ > 2 and (¢,a) = 1. Then,

(W rq) wa—l/d} .

: e—1/d
S(0.a) e min {7 pte),

Furthermore, if (¢, W) > 1, then S(q,a) = 0.
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Proof. Write q = q1q2, where g1 € N is w-smooth and ¢5 is w-rough. Observe that

S(g;a) = Z eq(ag(z)),
z (mod q)
(Wka+b,q)=1

where

_ h(Wkx +0b) —h(b)  h(Wkz +b) — h(b)
9(w) = D) = W), W) ©

by Taylor’s theorem. As (¢1,¢2) = 1, a standard calculation reveals that

S(q,a) = S(q1,A1)S(qe, A2),

where

q q1 q2

A A
a:71+ 2

)

as is noted in the proof of [19, lemma 9]. Observe that (A1,q1) = (A2, ¢2) = 1.
As ¢ is w-smooth and (b, W) = 1, we always have (Wkx +b,q1) = 1. Let

H:(qlaW>7 QI:HQL W:HW/7
so that (¢}, W') = 1. Writing * = y + ¢}z and
g(x) =gt 4+ oz

gives

S(q1, A1) = Z Z qull(Alej(y+q/12)j)-

y (mod q’l) z (mod H) Jj<d
As

(W), W) | V=VIW, W&l ©b),W),

we must have (h'(b), W) | V| k. Thus, for 2 < j < d, we have

v; = 00 (b)) =0 (mod W)
Now
W (b)
S(qr, A1) = Z €q1 (A19(y)) Z er(A1v12), U1 (W (b), W)
y<q} z<H ’
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For each prime p < w, we have ord,(h/(b)) < ord,(W), and so ordp,(vi) = 0.
Therefore, (v1, W) =1, so (H, Ajvy) = 1, whence

1, ifq =1
0, ifg >2.

S(qr, A1) =

This completes the proof of the assertion that S(g,a) = 0 whenever (¢, W) > 1.
In view of this result, we may henceforth assume that ¢y =1 and ¢o = ¢ > 2. In
particular, we have ¢ > w. Let us denote by ¢}, the leading coefficient of h. Then

. gh(Wﬁ)d71

Ud—Wy (¢, W) =1,

$0 (v4,q) <p 1. Now lemma 2.2 provides a constant C' = C(d) > 1 such that

_ _ Wkq) ._
_ A w(q) ,1—1/d e—1/d o( e—1/d
S(q,a) = S(q, A2) < C*'¥q <de q e(g) < o) Y :

as required. O
These two results allow us to establish our Fourier decay estimate.

Proof of lemma 5.1. Corollary 5.3 gives (5.1) for all & € m. We henceforth assume
that o € 9. We begin by considering the case where (5.2) holds with ¢=1. As
demonstrated in [4, § 4], Euler-Maclaurin summation delivers the bound

Tnj(@) = I(a) < (log X)*“d.

Applying the triangle inequality and corollary 5.4, therefore, gives

|9(0) = Tnp(@)] < [2(e) = ()] + [T (@) = T(e)] < Ne™ VB X,

Finally, suppose that (5.2) holds with ¢ > 2. We note from [4, equation (4.3)]
that

Tin)(@) < ¢ < (log X)2“.

Thus, in view of the trivial estimate [I(8)] < N, the desired result follows by
combining corollary 5.4 with lemma 5.5. O

Before moving on, we record the following consequence of corollary 5.4 and lemma
5.5, which we use in the next section.
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COROLLARY 5.6. (Major arc estimate). Let o € T and q € N. If (5.2) holds for
some a € Z, then

D(@) <ne ¢ Y min{N, | — a/q|| '} + O(Ne Ve X)),

Proof. Integrating by parts delivers the standard estimate

I(8) < min{N,[|B|7'}  (BeT). (5.6)
Incorporating the elementary inequality ¢(Wk)p(q) < ¢(Wkq) and lemma 5.5
delivers
e(Wk) —1/d - -1
———=S(q,a)I (0 — a/q) <ne ¢° min{N, ||a — a/q )
S S(a.a)l(a - a/a) < (.l — /gl ™'}
The required result now follows from corollary 5.4. g

6. Restriction estimates

Recall from §3 that v is supported on the set

{nE[N]:n:W,pepx,pzb(modw,ﬁ)}.

After linearizing, we wish to solve (2.7) with the n; drawn from a dense subset A
of the above set. This leads us to the study of functions ¢ : Z — C, such as the
indicator function of 14, which are majorized by v, meaning that |¢| < v.

The purpose of this section is to establish two restriction estimates. These will
then be used in the next section to execute the transference argument. The first
restriction estimate is for the weight v and is needed to transfer between ‘dense
variables’ z; and n; in equations (2.6) and (2.7), respectively. Our second restriction
estimate concerns an auxiliary weight function v p and is required for interpolation.

Throughout this section, we define v as in §3.2 for a fixed choice of b € [Wk]
satisfying (3.1). We also let T'= T'(d) be as in §2.

6.1. Restriction I

We begin with the following restriction estimate for v.

PROPOSITION 6.1. Let E > 2T, and let ¢ : Z — C with |¢| < v. Then,

/ 1$(@)|P da <pp NE1.
T

This is easily bootstrapped to the following restriction estimate for v + 1y, see
the deduction of [2, lemma 6.2].

https://doi.org/10.1017/prm.2024.96 Published online by Cambridge University Press


https://doi.org/10.1017/prm.2024.96

Arithmetic Ramsey theory over the primes 27

PROPOSITION 6.2. Let E > 2T, and let ¢ : Z. — C with |¢| < v + 1[ny. Then,

/ 16(0)[F da <5 NF-L.
T

To prove proposition 6.1, we proceed in stages. We introduce the auxiliary
function

1
p:Z — [0,00), p(n) = o), W) Z (@),
’ b<z<X
z=b (<m0d Wk)
h(z)—h(b)=nA(D)

noting that v < (log X)u pointwise. We compute that

lulls = ('), W)™ > W(x)
b<z<X
z=b (mod Wk)

< (W), W) > Wyt
y<X/ Wk
X x4

S W), w) ~ ap) <N

We begin with an epsilon-slack restriction estimate for p.

LEMMA 6.3. (Epsilon-slack estimate). Let ¢ : Z — C with |¢| < u. Then,

/|1/A)(CX)‘2T da <<h,5 N2T71+E.
T

Proof. By orthogonality,

/T [0() P do = 3 $(m) - pnr)plnren) - Plzr).

nitetnp=nppqtetngr
As [[1]|oo < ||pt]loo < X1, and since ¥ is supported on

So]

we obtain

[ 1P da
< (Xd_1)2T#{X S [X]QT : h(ZL‘1) + -+ h(.’ET) = h<$T+1> + -+ h(l’QT)}

Finally, using that T'= T'(d), we find that

/ ()27 da <« X2T(A-D+2T—dte o N2T—142¢
T
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O

Our next goal is to largely remove ¢ from the exponent in this restriction estimate
for p, obtaining a log-slack estimate by passing to a slightly higher moment. To
accomplish this, we require some bounds on

X 1 h(zx) — h(b)
af) = ——o B (x)e (9 .
O=Gom 2, "0 Tm)
2=b (mod Wk)
The triangle inequality and partial summation yield

del
1) € ————= [ 1+ max 0;P)| |,
ale) (h'(b), W) ( x1/2¢<pgx o€ )>

where

o (@) = h(®)
) =g, 5 ()

b<x<X+b
z=b (mod Wk)

Writing x = Wky + b gives

h(x) — h(b) Cd(Wﬁ)d
w7 () )
=b (wgfiw ) < MP) > y@%w,g) ( A(D) e )

where ¢4 is the leading coefficient of h and f;(y) € Z[y] is monic of degree d.
Suppose X1/2 < P < X. The exponential sum

gi(a;P)i= Y elafa(y))

y<P/(Wk)

can be treated using Roger Baker’s estimates [1]. We apply the formulation [3,
lemma 2.3], noting from its proof that the quantity o(d) therein can be replaced
by 2'=?. This delivers the following conclusion.

LEMMA 6.4. If |g1(a; P)| > (P/(W/—i))lle_dJrg, then there exist coprime r € N
and b € Z such that

g1(a; P) L qgc rs_l/dP(W/f)_l(l + (P/(W/-@))d|oz — b/r|)_1/d.
LEMMA 6.5. Let

—d
n={0ecT:|u0) <X2 "}
If 6 € T\ n, then there exist coprime ¢ € N and a € Z such that

f1(0) <a4,- N(log X)g* /(1 + N —a/q|)~*/".
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Proof. Let P € [X'/2, X] maximize

o ()|

By (6.1),

o (A op )| > iy e

By lemma 6.4, there exist coprime r € N and b € Z such that

¢ Pk ¢ k)4 —1/d
o (d%))) 0. P) < =P ) (1 +(P/(Wr))! d%))) 0- b/r>
o _ ca(Wk)? —1/d
< rfVAX (Wk)! (1 + (X/(Wk))? dA(iD)e —b/r ) .
With
. b ¢ = req(Wr)4/\N(D)
(0, ca(Wr)?/N(D))’ (b, ca(Wr)?/N(D))’

we now have

d X Xd -1/d
o (Cd(WKf) Q,P) < 7=5—1/d7 (1 + ‘9 _ a/ql)

(D) Wk (D)
—1/d
Xlog X X4 !
e—1/d _
< q W <1+ )\(D)|9 a/q|> ,

since X is large in terms of w. Finally, recall that

Xd X4

N=X0) = Wrtw o), W)

and

_ d—1 c P d
X2 o 1(0)] < X1 ¢ (h’)((b),W)gl( diEVD)) 9;P>.

O

By passing to a slightly higher moment, we are now able to obtain a log-slack
analogue of lemma 6.3.
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LEMMA 6.6. (Log-slack estimate). Let v > 2T be real, and let ¢ : Z — C with
|| < p. Then,

/ ()] da <y N*~L(log X)°.
T

Proof. Inserting lemmas 6.3 and 6.5 into lemma 2.3 gives

/T (19(a)]/ log X)" da < N*~1.

0

Proof of proposition 6.1. Let v € (2T, E). Applying lemma 6.6 to ¢ = (log X)~t¢
gives the log-slack restriction estimate

/ |§Z)(O‘)|v da <Lhw Nvfl(log X)2U.
T

We can choose o4 to be large in terms of F and v. Thus, in view of corollaries 5.3
and 5.6, the desired result follows from lemma 2.3. O

6.2. Restriction II
Define the auxiliary weight function vp : Z — [0, 00) by

D
i) =5 X Hioes
<X
p=rp (mod D)
h(p)=nA(D)
p(D) /
= W (Dz+rp)log(Dz+rp).
>
(Dz-‘r'f‘D)E'PX
hp(z)=n

Observe that vp is supported on hp([Z]) C [N]. By the Siegel-Walfisz theorem,

we have
D
ol =55 X W@z
psX
p=rp (mod D)
gﬁ% Y H(X)logX < N.

<X
p=rp (mod D)

One can be more precise using partial summation, but we do not need to.
In this subsection, we establish the following restriction estimate for v p.
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PROPOSITION 6.7. Let E > 2T be real, and let ¢ : Z — C with |¢| < vp. Then,

/ 16(0)[F da < NF-L.
T

Our approach is similar to that of proposition 6.1, so we will not repeat all of
the details. We introduce the auxiliary function

ND
MD:Z_>[0)OO>7 MD(”):7 Z 1,

z2<Z
hp(z)=n

noting that vp < (log X)up pointwise. As a special case of [2, lemma 6.3], we have
the following sharp restriction estimate for up.

LEMMA 6.8. Let E > 2T, and let ¢ : Z — C with |¢| < up. Then,

/ [h(a)|F da < g NEL.
T

The upshot is that if v > 2T and |¢| < vp, then

/T|¢3(a)|v da <y N*(log X)°, (6.1)

To apply the general epsilon-removal lemma, we require major and minor arc
bounds for

aD<a>—f((§)) S H(p)logp - e(ah(p)/A(D)).
pEer%rfodD)

On the minor arcs, we infer the following analogue of corollary 5.3, by essentially
the same argument:

ip(a) < X4logX)™?d  (a €m). (6.2)

On the major arcs, we have (5.2), for some ¢, a € Z. Define

Sp(g,a)= Y eqah(t)/ND)).
t (mod Dq)

(t,q)=1
t=rp (mod D)

We infer the following analogue of corollary 5.4 by essentially the same proof.
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LEMMA 6.9. Let ¢ be a small, positive constant, small in terms of Cq. Suppose
(o, q,a) € R x N X Z with (5.2), and put f = o — a/q. Then,

ooy _ 2D —c/Tog
VD(a) - QD(DQ) SD(qva)I(ﬂ) +O(N6 m)

It follows from lemma 2.2 that
Sp(g,a) <ne ¢ (q).
Thus, by incorporating (5.6), we arrive at the following variant of corollary 5.6:
7p(a) <ne ¢V min{N, la — a/q|| '} + O(Ne Ve X)), (6.3)
Equipped with the bounds (6.1), (6.2), and (6.3), proposition 6.7 now follows from
the general epsilon-removal lemma (lemma 2.3).
7. The transference principle

In this section, we are finally ready to use transference to deduce theorem 2.6 from
theorem 2.8. We start with some notation and a preparatory lemma.
For finitely-supported fi,..., fs,91,---,9: : Z — R, define

O(fr, oo fsigung) = Y. fi(n) - fo(ng)gi(ma) -+ gi(my).

L1(n)=Ly(m)
We frequently make use of the abbreviations

O(fr,-s fs39) =@(f1,-- - fs395---59)s O(f;9)=2(f,-- - fi9,---59)

Given finite sets of integers A and B, we also write ®(A; g) = ®(14;g), and similarly
for the expressions ®(f; B) and ®(A4; B).

LEMMA 7.1. (Fourier control). Let f1,...,fs,g:Z — R be finitely supported. If

Ifil <v+1ln (1<j<s), lg < vp,

then

(I)(fl, .. .,fs;g) < Nstt-1 H(I|fj”oo/N)1/(23+2t)~

j<s

Proof. Following the proof of [2, lemma 7.1] yields
t/(s+t)
#(f1ve fig)l < ( [ o)+ aa)
T

1/(s+1)
11 (nfjnéf / |fj<a>|s+f—1/2da) |

J<s
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Propositions 6.2 and 6.7 now give

B(f1, ..., fo:g) < NEH=DL/(s+0) H (Hfj‘|(1>é(2s+2t)N(s+t73/2)/(s+t))

J<s

_ N8+t71 H(||fj||oo/N)1/(23+2t)-

j<s
O

Proof of theorem 2.6 given theorem 2.8. Fix §,h,r, L1, and Ls. The implied con-
stants are henceforth allowed to depend on all of these parameters. Let & be small
in terms of the fixed parameters, and let w € N be large in terms of them. We
insist that 4 is an integer power of 2, and that 6 > 1, so that dependence on 8 is
subsumed by dependence on the fixed parameters.

Given sufficiently large X € N, we define D, N, W, Z as in §3. For the purposes of
proving theorem 2.6, we may assume that Z € N. Indeed, assuming X is sufficiently
large relative to D, any A C Px with |A| > §|Px| must satisfy |[AN[X — D]| >
(0/2)|Px|. Thus, by replacing (4, A, X) with (§/2, AN [X — a],X — a) for some
a € [D] such that D | (X —a — rp), we can assume that D | (X — rp), whence
Z e N.

Set

Ci={z€[Z]:rp+DzeC} (1<j<r).
By theorem 2.8, there exists k € [r] such that every A C [N] with |A| > 0N satisfies
#{(n,z) € A* xC. : Li(n) = La(hp(z))} > N~} bz t
’ L e(D)logZ )

By a simple counting argument, the number of solutions counted here for any given
value of z is O(|Cx|N*~Y(Z/log Z)'1), whence |Cx| > Z/log Z. Thus,

- Z X
Crl = |C — —.
ICel > ICkl > log Z > log X
Define A by (3.3), and define
Np(D)log Z .
f=vla, gi(n):T Z I 1<i<r).
ZGCZ‘
hp(z)=n

By lemma 5.1 and the dense model lemma [16, theorem 5.1], there exists a function
fo such that

0< fo<1, If = folloo < (logw)~/2N.
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For ¢ € [s], we write ul®) = (ugz), e ,uge)), where
fo, ifj <¢
RO
7 —Jo, j]=
f, if 5> 0.

The telescoping identity and lemma 7.1 now give

O(f;9:) — (fo;00) = Z‘I’(u(@;gi) < (logw)~3/@sH40 NsH=1 (1 < < 1),
1<s
(7.1)
By lemma 3.1, we have

> f(n)> N.
nez
Since £(0) — fo(0) < (logw)~3/2, and w is large, we also have
> fo(n) > N.
nez

Let ¢ be a small, positive constant that depends only on the fixed parameters.
Setting

A={neZ: fo(n) > c} C[N],

we observe that

N« Z fo(n) + Z fo(n) < |A|+ ¢eN.

neA ne[N)\A
Taking c sufficiently small, therefore, allows us to extract the lower bound |A| > 6N.
Now theorem 2.8 gives ®(A; gx) > N*T'1 Since 0 < ¢l < fo, it follows that
®(fo; 9x) > N*Tt~1 Taking w sufficiently large, we infer from (7.1) that
D(f;gr) > N
Finally, since N < h(X) =< X9, we conclude that

#{(x,y) € A* x Cj. : Li(h(x)) = La(h(y))}

el - NlogX\ ° [NlogX\ " ..,
>|f||w||gk||osq><f;gk>>>w( ) ( ) Nl

X X
Xs+t7d
By specifying that w = Os pr,1,,1,(1), this completes the proof. O
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8. Arithmetic regularity

Our only remaining task is to prove theorem 2.8. We are, therefore, interested in
counting solutions to the linearized equation (2.7). We seek a colour class Cj, such
that there are many solutions (n,z) to (2.7) with n € C} and z € A* for some
arbitrary dense set A C [N].

Following [17] and [2], we begin by weakening the statement of theorem 2.8.
Rather than assert the existence of a colour class C; which gives many solutions
with respect to all dense sets A, we instead consider a finite collection of dense sets
Aij, ..., A, C [N] and seek a colour class Cy such that, for all i € [r], there are
many solutions to (2.7) with (n,z) € A x C}. This leads to the following version
of theorem 2.8.

THEOREM 8.1 Let r and d > 2 be positive integers, and let 0 < 6 < 1. Let h be an
integer polynomial of degree d, which is intersective of the second kind. Let s > 1
and t > 0 be integers such that s +1 > so(d). Let

Li(x) € Z[xy, ..., x4, Lo(y) € Zlyr, - - -,y

be non-degenerate linear forms such that L1(1,...,1) =0 and gcd(L1) = 1. Then,
there exists n = n(d, d, L1, La) € (0,1) such that the following is true. Let D, Z € N
satisfy Z > Zo(D, h,r,0,L1,La), and set N := hp(Z). Suppose Ay,..., A. C [N]
satisfy |A;| = 6N for alli € [r]. If

nz,Z\n{z€[Z]:rp+DzeP}=CU---UC,,

then there exists k € [r] such that

#l(n2) € ATxCh: L) = Lalho @)} > N7 (o) (i<

The implied constant may depend on h, L1, La,7,0.

Proof of theorem 2.8 given theorem 8.1. In view of proposition 2.10, it is enough to
prove theorem 2.8 under the assumption that ged(L;) = 1. We claim that theorem
2.8 holds with the same quantities Zo(D, h,, 6, L1, L2), n(d, 8, L1, L2), and the same
implicit constant C' = C(h, L1, Lo, r, ) appearing in the final bound. Suppose for
a contradiction that this is false. For each k € [r], we can then find Ay, C [N] with
|Ak| = 6N such that

#{(n.2) € A} x €. La(n) = La(hp(x))} < ON*7! (w(zal;lZgZ) |

Applying theorem 8.1 to the collection of dense sets Aj,..., A, delivers a
contradiction. O
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By taking Z sufficiently large relative to 7 in theorem 8.1, we may assume that
hp is positive and strictly increasing on the real interval [nZ, Z]. We can then define
a function Qz = Qzny, 1 Z — R by

z, if z € [nZ, Z] satisfies t = hp(z
00) (12.2] n(2)

0, otherwise.

Notice that Qy is supported on hp([nZ, Z]) C [N], and the restriction of Qyz to
hp([nZ, Z]) defines a bijection from hp([nZ, Z]) to [nZ, Z]. Hence, given functions
fis-+-, fs : Z — R supported on [N], and ¢ : Z — R supported on [nZ, Z], we have

Q(f1,..., fs590Qz) = Z Ji(na) -+ fs(ns)g(z1) - g(2)-

L1(n)=Lg(hp(z))

LEMMA 8.2. (Arithmetic regularity lemma). Let r € N, >0, and let F :
R>o — Rxo be a monotone increasing function. Then, there exists a positive integer
Ko(r;0,F) € N such that the following is true. Let N € N and fy,..., fr : [N] =
[0,1]. Then, there is a positive integer K < Ko(r;0,F) and a phase 8 € TX such
that, for every i € [r], there is a decomposition

fi= £+ Fh+ 5k
of f; into functions ftr,fsml, f(il)f : [N] = [—1, 1] with the following stipulations.

(I) The functions f ) and fbt]r + fsiﬂ take values in [0, 1].
(II) The function f m1 obeys the bound Hfsml||L2(Z) UHl[N]HLz(Z).
(IIT) The function F9 nf obeys the bound ||f‘£nf\|oo < | llso/F(K).

(IV) The function ftr satisfies Zm=1(fi — fStr)( ) =0.
(V) There exists a K-Lipschitz function F; : TX — [0,1] such that F;(26) =

fstr( ) for all x € [N].

Proof. This is [2, lemma 8.3]. O

Applying this to a given function f allows us to write ®(f;g) as the sum of
D(fstr + fsmi;g) and 2° — 1 terms ®(f1,..., fs;9), where at least one of the f;
equals funs and the rest are equal to fsir + fsm1. As is typical in applications of the
arithmetic regularity lemma, we expect the term ®( fst,+ fsmi; ) to provide the main
contribution, while the remaining terms should be asymptotically negligible. This
prediction is verified by combining Property (III) of lemma 8.2 with our Fourier
control result (lemma 7.1).

To carry out this strategy of removing the contribution of funf, we need to
perform a minor technical manoeuvre. Applying lemma 7.1 requires us to bound the
function g appearing in ®(f; g) in terms of v p. To achieve a strong asymptotic lower
bound for the number of solutions, we desire a bound of the form g||vp|lec < Vp.
This is the method we used in [2, lemma 8.4], only with up in place of v p. However,
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this relied on the fact that pp is constant on its support, while vp is not. In
particular, if g is the indicator function of a colour class, then g(2)||vp|leo could be
asymptotically larger than vp(z) for small z.

To overcome this issue, we restrict attention from [Z] to [nZ, Z], for some suffi-
ciently small 1 > 0. On this latter interval, the function vp does not vary too much.
This is made precise by the following lemma, which is a variation of [2, lemma
8.12].

LEMMA 8.3. Let P be a real polynomial of degree d € N with positive leading
coefficient. Then, there exists a positive integer My(P) such that the following is
true. For all n € (0,1), if x € R satisfies x > n~tMy(P), then

1 P(x) < 3P(nx) < 9n?P(x).

Proof. Let £p > 0 be the leading coefficient of P. We can then find My(P) € N
such that

tpx® < 2P(x) < 3lpz?

holds for all real > My(P). In particular, if x > n~'My(P), then

<

n' _ P(nz)
3

y
3
&

U
LEMMA 8.4. (Removing funf). Let f: Z — [0,1] be supported on [N]. Let n,o > 0,
and let F : R>9 — Ry be a monotone increasing function. Let far, fomi, funs be

the functions obtained upon applying lemma 8.2 to f. Then, for any g : Z — [0,1]
supported on the set

{z€[Z):rp+ DzeP}tnnz, 7,

we have

DZ t
1D(f;90Qz) — B(fuor + fomt; 90 Q)| Knopp N1 (SD ) F(K)~1/@s+20),

(D)log Z

Proof. Note that |f| < 1jy] and | fllsc < N. Thus, by using a telescoping identity,
as in the derivation of (7.1), lemma 7.1 informs us that

‘(I)(f, G) - (I)(fstr + fsml; G)l < Ns+t_1-7:(K)_1/(2s+2t)

holds for any G : Z — R such that |G| < vp. Taking G = {(go Q) for some £ >0,
we deduce that

[©(f190Qz) — ®(fotr + fomi; 90 Qz)| < N THN/E)' F(I) =1/ (22D,
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To complete the proof, it remains to find £ >0 with £|g o Q7| < vp such that

Dz

N < S D)ig 2

Set

B={nehp(nZ,Z|NN):n=hp(z), rp+ Dzec P}
Observe that, for all n = hp(z) € B, we have

AD)vp(n) = o(D)h' (DnZ + rp)log(DnZ + rp).
By lemma 8.3, if Z is sufficiently large relative to h, i, and D, then
DZh (DnZ +rp)log(DnZ +rp) > h(X)log Z = \(D)N log Z.

Since g o Qz is supported on B and takes values in [0, 1], we conclude that there
exists ¢ > 1 such that ¢ := ¢(DZ)"1¢(D)N log Z has all the required properties.
O

9. Prime polynomial Bohr sets

The final step of the proof of theorem 8.1 is to obtain a lower bound for the main
term @ (fstr + fsm1; g © Qz). Using our assumption that the coefficients of Ly are
coprime, Bézout’s lemma provides us with some v € Z®, which depends only on
Ly, such that Li(v) = 1. We can therefore write

O(fio o fs590Qz) = Y g(z1)---9(z)Valfr, - fo), (9-1)

z€[nZ, 2]t

where we have introduced the auxiliary counting operator

Uo(fi,nfs)i= Y [ filni+vila(hn(2))).

Ly(m)=0i=1

Our goal is to show that there is a large supply of z € Z! for which W, ( fstr + fsm1)
is asymptotically as large as possible. This is accomplished by choosing the z; to lie
in a set of ‘almost-periods’ for fs,. These are known as polynomial Bohr sets and
take the form

K

{neN: Q)| < p} = (){neN: [Qnal < p}.

i=1
for some p>0, K € N, a € TE and Q(x) € Z[z].

LEMMA 9.1. (Lower bound for W, (fstr + fsmi)). For all § > 0, there exist positive
constants ¢1(8) = ¢1(L1, L2;0) and no = no(d, L1, La,8) < 1 such that the following
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is true. Suppose f :Z — [0,1] is supported on [N] and satisfies ||f]|l1 = ON. Given
o € (0,1] and a monotone increasing function F : Rso — Rxo, let fsir, fom1, K,
and 0 be as given by applying lemma 8.2 to f. If z € [noZ]" satisfies

lhp(2:)0;]| <o/K  (1<i<t, 1<j<K),
then
\Ilz(fstr + fsml) 2 (01(5) - OL1>L2 (0')) Ns_l.
In particular, if o is sufficiently small relative to (d, Ly, La,0), then
\Ilz(fstr + fsml) >>L1,L2,5 Ns_l-
Proof. This is [2, lemma 8.13] with p = 0/K. O

Recall that we seek solutions to the linearized equation (2.7) with rp+Dz; prime
for all 5. In view of lemma 9.1, we are therefore interested in sets of the form

By (a,p):={p€P:p=rp (modD), |[ah(p)/\(D)| < p}. (9.2)

The main purpose of this section is to establish the following density bounds for
these prime polynomial Bohr sets.

THEOREM 9.2 Let K,D,d € N, 0 < p < 1, and let h be an integer polynomial
of degree d which is intersective of the second kind. Then, there exists a positive
integer Py = P1(D, h, K, p) and a positive real number A(p) = A(h, K;p) < 1 such
that the following is true for all P > Py. If oo € T, then

> logp> A(%P,
e p(D)

where B = [P] N Br(e, p). Moreover, we may take

A(h, 1;p) >y pPT3TeE,

2
Alh,K:p) Sppce p*HEEA (h, K- 1; 2’;{2) (K > 1).

We demonstrate the utility of this result by using it to complete the proof of
theorem 8.1.

Proof of theorem 8.1 given theorem 9.2. As usual, we fix the parameters
67 h7 T, L17 L2

appearing in the statement of theorem 8.1. Unless specified otherwise, we allow
all forthcoming implicit constants to depend implicitly on these parameters. Let
o,n € (0,1) and let F : Ryyg — R>( be a monotone increasing function, all three
of which depend only on the fixed parameters. Let D € N, and assume throughout
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this proof that Z € N and N := hp(Z) are sufficiently large with respect to all of
these quantities.
For each i € [r], let A; C [N] with |4;| > 6 N. Suppose we have an r-colouring

{z€nZ,Z):rp+DzeP}=C,U---UC,.

In the notation of the previous section, our goal is to find k € N such that

DZ i
D(1a;ile, 0Qz) > N1 ( ) (1<i<r).
®

(D)log Z
Lemma 8.2 provides us with decompositions
L, = F+ S+ 1 <<,

along with a positive integer K <, 7 1 and a phase 8 € TX with the properties
described therein. Let 19 = no(d, L1, L2, ) be as defined in lemma 9.1, and let

Q:={zemZnZ :rp+DzeP, |hp(2)0] <o/K} CCiU---UC,.

By choosing o sufficiently small, lemma 9.1 and (9.1) inform us that

B(fS)+ fShi1e; 0 Qz) > N*THaNgt (1<i <),

We now claim that, for an appropriate choice of 1 < 19, the set €2 satisfies

DZ
QU >k " (9.3)

(D)log Z~

Assume for the moment that this is true. By the pigeonhole principle, we can choose
k € [r] such that 7|2 N Cg| > |92|, whence

i i o DZ ¢ .
S + fils le, 0 Qz) >k N°7F (W) (1<i<r).

Incorporating lemma 8.4 furnishes the bound

t
B(14;i1¢, © Qz) >>NS‘1< bz > () - Py
2

(D)log Z
for some positively-valued function ¢(K) > 0 whose value depends only on the

fixed parameters and K. Specifying F : R5o — R>( to be a monotone increasing
function which obeys

2F(y) V2 Le(y) (yeN)

then finishes the proof of theorem 8.1, subject to our claim.
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It remains to establish (9.3). Let
P=nDZ+rp.
Let p = 0/K, and for each £ € (0,1) put

D¢ =PN{p€[(P,P]:p=rp (mod D), [0r(p)/AD)|| < p}
= [§P,P] mBh(eap)'

By theorem 9.2 and the Siegel-Walfisz theorem, there exists & € (0,1) with £ >
A(p) such that

AP _ P
logp > > .
2 @ " (D)

Choosing 7 = 19€/2, we ensure that the injective function y — (y — rp)/D maps
[P, P] into [nZ,n0Z] C [nZ, Z] and maps D¢ into 2. Since p = Ok (1), we therefore
conclude that

log p DZ
€2 > >K ,
vep; log P w(D)log Z

as claimed. O

9.1. Exponential sums

To study prime polynomial Bohr sets, we are interested in exponential sums over
primes of the form

h(p)8
E —— 1
‘ (A(D)) e
psP
p=rp (mod D)

where 6 € T and & is intersective of the second kind. Lé and Spencer [14] analysed
properties of sums of this form to obtain estimates for the smallest element of a
prime polynomial Bohr set (9.2), showing in particular that these sets are always
non-empty. Our goal is to obtain a lower bound for the densities of these Bohr sets
which does not depend on the choice of phase .

Following [14], our argument begins with the observation that if the prime poly-
nomial Bohr set (9.2) has few elements, then we can construct a corresponding
exponential sum which is particularly large. This is elucidated by the following
lemma, which is a consequence of a much more general result of Harman [8].
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LEMMA 9.3. Let D, K, P € N. Let h be an integer polynomial of degree d € N which
is intersective of the second kind. Define rp and A(D) as in §2.4. Let p € (0,1),

acTX, and
h(p)
> .
A<D>O‘H g ”}

Then, there exists m € ZX with 0 < ||m||o < Kp~! such that

C =Ch(a,p) :—Pﬂ{péP:pzrD (mod D),

(2K + 1)K Ze(%) logp| > 4K2 Zlogp

peC

Proof. If p > 1/2, then C is empty and both sides of the desired inequality equal
zero. If p < 1/2, then the result follows from the contrapositive of [8, corollary to
lemma 5] and the pigeonhole principle. O

For the purpose of proving theorem 9.2, we may assume that the Bohr set
Br(a, p) has too few elements, in a manner that will be clarified in due course.
Then we can apply lemma 9.3 to find some L < p~% and m € Z¥ of bounded
size such that 0 = m - a satisfies

h(p)0 P
2 (5)) #7| > oy (94)
P=Tp TmodD)

Our next task is to investigate the consequences of (9.4). As discussed in §4,
an exponential sum being large is indicative of the phase 6 exhibiting ‘major arc’
behaviour, meaning that 6 is well-approximated by a rational number with small
denominator. This is made precise in the following lemma.

LEMMA 9.4. (Low major arc). Suppose L, P € N and 8 € R satisfy (9.4). Assume
that P is sufficiently large relative to D, h and L. Then, there exists g € N such that

q<ne L7, ||gf|| <n qLIN(D) /P

Proof. By (9.4) and lemma 4.2, we can find » € N and b € Z such that

max {r, Py

/\(9 - b'} < (log P)?“d.

Let ¢ € N and a € Z with

Then

A(D)(log P)?Ca

gsr < (1OgP)QCd, |q9 - a“ < |’I“0 - )‘(D>b| < pd
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Put 8 = 0 — a/q. Applying lemma 4.3 with (f,G,b,m,Q) = (h,1,rp, D, A\(D))

gives
e M o _ S(Q7a‘aD) e—c\/@
> (553 ) 10w = 16) 2220 1 0, (pemevie?),
p=rp (mod D)
where
_ (" (Bh() D) — ah(t)
0= () o swari= 3 o).

t (mod Dq)
(t,g)=1
t=rp (mod D)

Thus, by (9.4), we have
15(q, a; D)I(B)| > To(D)
In light of the trivial bound |I(8)| < P, we now have

¢(Dq) > »lq)

By [15, lemma 28], the GCD of the non-constant coefficients of

h(rp + Dx)

hD(.T) = )\(D)

€ Z[z]
is Op(1). Now lemma 2.2 yields

S(qv a; D) <<h,6 q1+5_1/d7
and we conclude that

q <ne LY.

It remains to bound ||¢6||.
Observe that

¢ : (Z/DqZ)* — (Z)DZ)*
[t] = [t]

defines a surjective group homomorphism, and that ¢»~1(rp) is a coset of ker(¢)) <
(Z/DqZ)*. Therefore,

S(q,a; D)| < [~ (rp)| = | ker()| =
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Pairing this with (9.5) yields

[1(B)| > P/L.

A change of variables gives

P/D
I6)=D [ e(shn(2)dz+0(D).
0
and now [22, theorem 7.3] yields

1(8) < (181/AD)) "4+ D.
Consequently,

B < (L/P)'A(D),
and finally,

lg8|l < qLIN(D)/P?.

9.2. Proof of theorem 9.2

Let K € N. Writing B = Bp(a,p) and C = Cp(a,p), we deduce from the
Siegel-Walfisz theorem (theorem 2.1) that

Zlogp—l—Zlogp: Z logpx%.

pEB peC PSP
p=rp (mod D)

Suppose a € TX is such that

0, )KP
Zl gp < D)

for some suitably small ¢(X) > 0. If no such o were to exist, then theorem 9.2
would hold with A(h, K, p) >k p® which, since we demand that A(h, K,p) < 1
is stronger than the bound we require. For this choice of «, we infer from lemma
9.3 the existence of some m € Z¥ with 0 < ||m||,, < Kp~! such that

h(p)m~a) p" P
e| ——— | logp| > ——.
2 ( A(D) ¥ 4(D)
We also have

h(p)m - o c(K)pKP
Ze(m> logp| < Zlogp<< ( )

peEB
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Choosing ¢(K) sufficiently small, the triangle inequality furnishes some L < p~ %

such that (9.4) holds with # = m - a. By increasing the value of L if necessary—
which only weakens the bound (9.4) that we have obtained—we may assume that
L = Cp~— ¥ for some suitably large constant C' = C(h, K) > K to be specified later.
Applying lemma 9.4 supplies us with some ¢ € N such that

LIX(D)

B q
q <pe LT, lgm - o < pd (9.6)

To complete the proof, beginning from the above deductions, we proceed by
induction on K. First, suppose that K =1 and write m € Z in place of m € Z¥.
As h is intersective of the second kind, any integer n = rg,,p (mod gmD) satisfies

h(n) = 0 (mod A(gmD)), (n,gmD) = 1.

Further, by the Siegel-Walfisz theorem and (9.6), we have

5 | PII? P
o = - .
07 plqmb) M TAFEE(D)
p<P/L?
P=TgmD (mod gmD)

Since r¢mp = rp (mod D), every prime p appearing in the sum on the left is
congruent to rp modulo D. Using (2.5), we have

gmA(D) | Mgm)A(D) = A(gmD) | h(p)
for each prime p in the sum, whence

(P/L?)% qLI\(D)
o\D) P

h(p

Y — L= (p/C)".

7| < i <

Taking C sufficiently large, we deduce that p € B. We conclude that

P pd+3+5P
Z logp > Z logp > ¢ >,
© La3te (D D)
e e ¢(D) p(D)
P=TgmD (mod gmD)

as required.

Now suppose K > 2 and assume the induction hypothesis that theorem 9.2 holds
with K —1 in place of K. Write m = (m’,mg) and a = (&, ax). The induction
hypothesis, applied to

)‘(qu) o
mg

)

informs us that the set

A= {p <P/L?:p= Tqmy D (mod gmg D),

‘ h(p)

2
p
< 2K2}
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satisfies

Y logp > P Ahk-1. 2
0gp > 5 A B K =15
8P 2 T2 o(qmy D) N

2
3+K (d+e) A (h,K _1; P) )

>hKe K2

¢(D)”

Let a € Z be such that

lgm - af| = [gm - o —al.

For each p € A, we have h(p) < (P/L?)? so, by (9.6),

h(p) a/q—m' o h(p) ' _ ‘ h(p)
KX(D) mrx  AD)|  |mxA(D)

"|m'a—a/q| < L4

As in the previous case, we have gmgA(D) | h(p), whence

a/g—m’-o' h(p) | _||h(p)m’-a'| _p
mE AXD)|| || mrA(D) 2
Thus, by the triangle inequality,
h(p) P —ay_ P CKh\—d
— = L %)== .
a3 | < § + OuL = § +Oul(Co )

By taking C' sufficiently large, we find that p € B. Therefore

> logp =Y logp k.
pEB peA

2
3+K (d+e) A K _1: 14
p (h7 ) 2K2 b

(D)

as required.
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