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Abstract

The characterization of a separable polynomial over an indecomposable commutative ring (with no
idempotents but 0 and 1) in terms of the discriminant proved by G. J. Janusz is generalized to a skew
polynomial ring R[X, p] over a not necessarily commutative ring R where p is an automorphism of R
with a finite order.

1980 Mathematics subject classification (Amer. Math. Soc): 16 A 05.

1. Introduction

Let R be a ring with 1, p an automorphism of R of order n for some integer n, and
R[X, p] a skew polynomial ring in an indeterminate X. A monic polynomial
f(X) = Xm — am_1X

m~1 — • • • — a1X — a0 for some ai in R and an integer m
such that Xf(X) = f(X)X is called a separable polynomial if the cyclic extension
R[x, p] (= R[X, p]/(f(X))) is a separable ring extension of R with a free basis
{1, *,...,x"1"1} where rx = xp(r) for each r in R, x = X + (f(X)) and (f(X))
is an ideal generated byf(X). In the present paper, we assume that the order n of
p is equal to the degree m off(X). When R is commutative and indecomposable
with p equal to the identity automorphism, /(X) is separable if and only if the
discriminant (= the determinant of the matrix [f/+1 7+1] where f,-+1>y+1 = trace
of x'xJ for i, j = 0 ,1, . . . ,n — 1) is a unit in R (DeMeyer and Ingraham (1971),
Theorem 4.4, page 111, or Janusz (1966)). Our purpose is to generalize this
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characterization to skew polynomial rings over a not necessarily commutative
ring. Let Bk be the set {s in R: rs = sp'k(r) for each r in R). We shall show that
if T ( = [ti+1 J+1]) is invertible with the (/ + 1, j + l)th entry of T'1 in Bi+J, then
/ ( X) is separable, and that the converse holds in case R is finitely generated and
projective over its center C.

The present paper was written during the author's sabbatical leave at the
University of Chicago. The author wishes to thank Professor I. N. Herstein for his
excellent lectures on Galois theory and Professor R. Swan on projective modules.
The author would like to thank the referee for his valuable corrections and
suggestions.

2. Preliminaries

Let R be a ring with 1 and S a subring with 1. Then R is called a separable
extension over S if there exist elements a0 bt in R such that H?L1aibi = 1 for
some integer m and «(Ea, ® bt) = (Ea, ® bt)u for each u in R. Such an element
E a, ® bt is called a separable idempotent for R [DeMeyer and Ingraham (1971)],
and { a,-, bt} is called a separable set for R. Throughout, we assume that R[x, p] is
a cyclic extension ( s R[X, p]/(f(X)) where x" = OM_1JC""1 + • • • + axx + a0.
We denote the ith projection map by w, such that w,(w) = ^(Ll-o r***) = rtm ^>
Then u = Y,i ^ ( H ) * 1 . The trace t at u, t(u) = E, W,(MX') [DeMeyer and Ingraham
[1971], page 91]. It is easy to see that w, and / are left ^-module homomorphisms
of R[x, p].

3. A necessary condition

In this section, we shall show that if R[x, p] is separable over R, then T
( = Ui+hj+ii) n a s a left inverse with the (/ + 1, j + l)th entry in Bi+j for
i, j = 0,1,. ..,n — 1, and T is invertible in case R is finitely generated and
projective over its center C.

PROPOSITION 3.1. Let R" = {r in R such that p(r) = /•}. / / Xf(X) =f(X)X
where f(X) = X" - a^^"'1 - • • • - axX - a0, then atare in R".

PROOF. Since {1, X, X2,...} is free over R, the proposition is clear.

PROPOSITION 3.2. The matrix T (= [ti+1 J+1], i, j = 0,1,...,w - 1) is a sym-

metric matrix over Rp.
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PROOF. Since x" = an_1x"~1 + • • • + axx + a0 with a, in Rp by Proposition
31, ',+i,,+i = t(x'x') = t(xJx') = LlZ.lirk(x

l+Jxk) are in R" such that T is
symmetric.

Now we obtain a "nice" separable set for the separable extension R[x, p].

LEMMA 3.3. / / R[x, p] is separable over R, then there exists a separable set {yt,
x'\ i = 0 ,1 , . . . ,n — 1}, where yt are in R[x, p] such thatyi = ££l j dikx

k where dik

isinBi+k.

PROOF. Since R[x, p] is separable over R, there exists a separable set {x,, z, in
R[x, p]: i = 0,1, . . . ,m for some integer m} such that E, x,z; = 1 and H(Ex, ® z,)
= (Ex, ® Z,)M for each u in /?[x, p]. Let x; = EjJ ' i /^x* and z, = Y,nkZ\ qikx

k for
some pik, qik in *. Then E *,. ® z,. = E,m_o^lJ />,*«* ® E,"!^ ?,sx

s) =
E,(E*(E, /»/4p-*(?to))** ® xJ). We let d,k = E, Pikp-k(qis) and^ = ZZ=0 rf,*^*.
Then E^o ^, ® ̂ , = £"=o >i ® *'• Thus 1 = £,- -^,z, = £, >i*J» a n d «ff, ^ ® **)
= K(E,X, ® z,) = (E,x, ® Z,)M = (E^j ® xs)u for each M in R[x, p]. Taking
w = r, we have that r(£sI,kdskx

k ® x1) = (LsI,kdskx
k ® x > ; and so rrfjA: =

dskp~s~k(r) for each r in /?. Thus djyt is in Bs+k.

LEMMA 3.4. / / /?[x, p] « separable over R, then for each u in R[x, p], u =

PROOF. The lemma is immediate by the proof of Theorem 2.1 in [DeMeyer and
Ingraham (1971), page 92].

THEOREM 3.5. If R[x, p] is separable over R, then the matrix T has a left inverse
A such that the (i + 1, j' + l)th entry of A is in Bi+J, i, j = 0,1, . . . ,n — 1.

PROOF. Let {yt, x'} be a separable set for R[x, p] obtained in Lemma 3.3.
Then, by Lemma 3.4, xJ = E^o yA*'xJ) = Z?-o (£1=1 dlkx

k)t(x'xJ) =
E,(Efc</,fcr(x'xy)x*) (for t(x'xj) are in R" by Proposition 3.2). Hence irp(x

J) =
E,E^ dikt(x

ixJ)irp(x
k) for each j , p = 0,1,...,« - 1 (for IT/**) = 5^ = 1 when

j = k, or 0 wheny" ¥= k). Thus 8pj = T.idipt(x
ixj). Let spi = dip. Then AT = /,

the ident i ty mat r ix , where 4̂ = [sp+i<i+1], a mat r ix wi th the (/>, i ) t h en t ry

LEMMA 3.6. Lef S be a ring with 1, and finitely generated and projective as a left
module over a commutative subring K with 1. / / ab =~1 /or some a, b in S, then
ba = 1.

PROOF. We define a map/ft: KS -* KS by fb(r) = rb for each r in S. Then it is
easy to see that/ft is a left module homomorphism of 5 to S. Since fb(a) = ab = 1,
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fb(ca) = cab = c for each c in S. Hence fb is an onto map. But then the sequence
0 -• ker(/6) -» S -» S -* 0 of left ^-modules is exact. By hypothesis, S is finitely
generated and projective as a left K-module, so 5 = ker(/6) ffi S. Noting that
Km ®KS = Km ®Kfb(S) as free /^-modules over the local ring Km at each
maximal ideal m of K, we have Km ®^ker(/6) = 0m. Hence ker(/fr) = 0. Thus/;,
is a one-to-one map. Therefore, fa is also a right inverse of fb from the fact that
ab = 1. Thus ba = 1.

THEOREM 3.7. £ef R be finitely generated and projective over its center C. If
R[x, p] is separable over R, then T is invertible such that the (i + 1, j + l)th entry
of T1 is in Bi+Jfor i, j = 0,1, . . . ,n - 1.

PROOF. Since YioxaR(R[x, p], R[x, p]) is a free module as a left .R-module, it is
finitely generated and projective over the commutative subring C. Thus the
theorem is an immediate consequence of Theorem 3.5 and Lemma 3.6.

4. A sufficient condition

In this section, we are going to show a sufficient condition for the separability
of R[x, p]. That is, if T is invertible such that the (i + 1, j + l)th entry of T'1 is
in Bj+J for i, j = 0 ,1, . . . ,n — 1, then R[x, p] is separable over R. We begin with
some properties of the inverse of T when T is invertible.

LEMMA 4.1. If T is invertible such that the (i + 1, j + l)th entry ofT'1 dtj is in
Bi+J for i, j = 0,1,...,« - 1, then (1) t(y(x

j) = t(xjyt) = w,(x>) = 8tj, where
y, = Z"k-

l
0 dikx

k, and (2) dtj = t(ytyj) = t^y,) in R» (hence T"1 is symmetric).

PROOF. Let M = [m,y] be a matrix over R. We denote the matrix with entries
P(mu) by p(M). Clearly, p(TT-') = p(T'lT) = p(T-l)p<J) = p(T)p(T-1) =
I. Since T is over R" by Proposition 3.1, p(T'l)T = I = Tp{T'1). Hence p(T~l)
= T'1 by the uniquenss of T'1. Thus T'1 is over /?". Again, by Proposition 3.2,
71 is symmetric. Now let d^ be the (i + 1, j + l)th entry of T'1 and let
>», = HlZo dikx

k. Since T^T = /, T.k dikt(x
kxJ) = 6,y. This imphes that

r(Lk dikx
kxJ) = 8,7; and so t(y,XJ) = 8y. Since rfrt are in R", t(ytxJ) = t&y,) =

w,(xy), /, 7 = 0 , 1 , . . . ,n — 1. This proves part (1). But then t(yiyj) =
t(ylLk dJkx

k) = t(JLk yidjkx
k) = t(Lk yiXkdJk) (for dJk are in R"). This is equal to

Y.kt(yix
k)dJk = T.k8ikdJk = djt from the above result. Similarly, t(yjyi) =

t(Lk djkx
k
yi) = Lk djkt(x

k
yi) = Hk djk8ki = dJt. Thus t(y,yj) = t(yjyi). And,

'(J',^) = K^E*<•***) = I.kt(yjxk)dik = Lk6Jkdlk = d,7. Therefore,
'(.V/.y,) = ^,7 = <*,, for all /, 7 = 0,1, . . . ,n - 1. Thus part (2) holds.
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LEMMA 4.2. By keeping the hypotheses and notations of Lemma 4.1 and for each

i,k = 0,l,...,n- 1, we have that (1) TT,(M) = t(uyt) for all u in R[x, p], and (2)

'yi) = tiyix'yk) andt(xykyt) = t(xytyk).

PROOF. (1) Let u = T.nkZ\rkx
k for some rk in R. Then W,-(M) = Y.krk-ni(<xk) =

Zkrkt(x
k
yi) by Lemma 4.1-(1). Thus ir,(«) = Lkt(rkx

kyt) = t<X.krkx
kyt) =

(2) Since yk = E"~o rf^x7' with d^ in R", we have that
tGljdkJx'+iy,) = £,</fc,f(*>+'>,) = ZjdkJt(yix'^). Similarly,
t<£jytdkJxJ+i) = t(X.jy,x^'dkj) = Zjt{yixJ+l)dkj. We note that </„ is in (** n
5*+y) and that a, is in Rp for j , j , k = 0 ,1 , . . . ,n - 1, so atdkj = dkjp~ki{ai) =
dkjai and xyt — ytx. Since x" = fln.jjc""1 + • • • + aYx + a0, /(j,xy + ') is a sum
of some aks by using the linear property of t and the fact that t(ytx

j) = 5,7 for
i,y = 0 , l , . . . , n - l (Lemma 4.1-(l)). Hence dkjt(x^'yi) = dkjt(y,x'+J) =
t(yiXi+J)dkj. Thus r(^jc>,.) = f(x-jc%). Also, since oqy,- = ^JC and
= '(yiXJ+1)dkJ, we have that /(xyfc^) = t(xy,yk).

THEOREM 4.3. ///lie matrix Tis invertiblesuch that (i + I, j + l)th entry ofT'1

is in Bi+j, then R[x, p] is separable over R, where i, j = 0 , 1 , . . . ,n — 1.

PROOF. Keeping the notations of Lemmas 4.1, 4.2, we first show that, for an
element u in R[x, p], if t(uyt) = 0 for each / = 0,1, . . . ,n - 1, then u = 0. In fact,
« = E^0

1w,.(u)x' = Ei/(uyI-K by Lemma 4.2-(l). Since t(uyt) = 0 by hy-
pothesis, M = 0. Next, we claim that E yt ® x' is a separable idempotent for
R[x, p] by using the above result. Since /((I - E"^1 yjx')yk) = t(yk) -
t(£i yix'yk) = E, «,(ykx') - E, /(^(y*) = E, t^x'y,) - E, t(ylX'yk) by using
Lemma 4.1-(1), that E^C^JC'^, ) - E.-^ . -JC'^) = 0 by Lemma 4.2-(2) implies
that t((l - 1.1-0 yix')yk) = ° f o r e a c h ^- T"115 1 ~ S/^Jc1' = 0 by the above
result. So, E, ̂ ,x' = 1. We now claim that w(E, yt ® x') = (E, yt ® jc')wi for each
w in .R[;t, p]. In case w = x, x(E, >>, ® x') = E, xyt ® x' = E^E^. irk(xyt)x

k ® x')
= E,(E^/(xy,>'lt)x

A: ® x') by Lemma 4.1-(1). Since the coefficients of yt, yk and
x" are in Rp, so is ^(xy,^) for each / and k; and so t(xyiyk)x

k ® x' = ^
® x' = x* ® r(x>',^)x1. Hence x(E, yt ® x') = E,-(Et x*
Efc(x* ® E(-/(xyk^,-)Jc') by Lemma 4.2-(2). By Lemma 4.2-(l), this is equal to
E*(x* ® LfViixy^x') = Ek(x

k ® xyk) = (E^x* ® yk)x (for xjA = ykx). Thus,
x(E, j , ® x') = (E, x' ® yt)x. Also, we can see that the proof of this case holds
for w = 1, so E, y, ® x* = E,x' ® j , . Thus x(E, ^, ® x') = (E, yt ® x')x.
Moreover, in case w = r in R, r(E, >>, ® x') = Et((Lkrdikx

k) ® x')- Since dik is
in fi,+;t, this is equal to E,((E, dlkp-'-k(r)xk) ® x') = E,((Et dikx

kp-\r)) ® x')
= E,((E^,,x*) ® p-'(r)x') = E,(C:fc^kJcfc) ® x'r) = E,(j, ® x')r. Thus, from
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the above two cases, we conclude that w(L, yt ® x') = (E, yt ® x')w for each w in
R[x, p]. Therefore, R[x, p] is separable over R.

COROLLARY 4.4. Lef R be a commutative ring with 1. Then R[x, p] is separable
over R if and only if the discriminant off(X) ( = the determinant ofT) is a unit.

PROOF. Since R is commutative with 1, dtj is in Bi+J. Also, T'1 exists if Thas a
left inverse. Thus the corollary is immediate from Theorems 3.5 and 4.3.
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