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THE DUAL OF FROBENIUS' RECIPROCITY THEOREM 

G. de B. ROBINSON 

1. Introduction. In two preceding papers [2; 3] the author has studied 
the algebras of the irreducible representations X and the classes d of a finite 
group G. Integral representations {X} and {d} of these algebras are derivable 
from the appropriate multiplication tables [4]. It should be emphasized, how
ever, that the symmetry properties of the two sets of structure constants are 
not the same, and this leads to somewhat greater complexity in the formulae 
relating to classes as compared to representations. Nevertheless, it does seem 
possible to dualize Frobenius' Reciprocity Theorem in § 5 below. In § 6 we 
consider the important special case in which the subgroup G ~ G/H, utilizing 
the fact that no class of G splits in G so that <p (or F or il) has a left inverse. 
This makes it possible to invert the restricting and inducing processes as 
will be further explained in a subsequent paper. 

What ties the representations of the two algebras together is the use of the 
character table as a matrix, leading to the definitions: 

f\} = XD*X~i = (g0r*), 

\Ct) =X~1D,.X = (cwr)-

Here X is the character matrix over the complex field, Dx a matrix with the 
values of xx over the classes d of G in the diagonal with zeros elsewhere; 
similarly Dt is a matrix with values of the class multiplier yt over the repre
sentations X of G in the diagonal with zeros elsewhere. The idempotents of the 
dual algebras are particularly important: 

!̂ xî = Ç E {d\xï, {Si} = Ç L XÎM, 
g i & \ 

of which the first is well-known [4]. Since the representations of the two 
algebras are of the same dimension we may identify the idempotents |2] 

X-^S^X = X{T*}X-\ 

and this is the basis of what follows. 
The reader should be warned t ha t associated with the representation spaces 

described above are operators of two types: (a) intertwining operators which 
effect the restricting and inducing processes, and (b) operators on {X} and 
{d) considered as vectors. T o distinguish the lat ter they will be enclosed in 
brackets . 

When writing paper [3] the author was unaware of the work of Gamba [5] 
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who describes his approach to the duality problem in terms of the important 
special case mentioned above. In conclusion the author would express his 
thanks to R. C. King for much stimulating discussion and for several sugges
tions which simplified the presentation of these ideas. 

2. Technical preliminaries. Since the character table of G will be used as 
a matrix X we begin by relating it to the table of class multipliers T. We assume 
the irreducible representations a, /3, . . . of G are associated with the rows of 
X and T, while the classes d , C2, . . . of G are associated with the columns. 
It is usual to let a be the identity representation and C\ the identity class of G, 
but further explicit associations are not in general possible. We write %ix = / x 

so that 

X 

r = 

1 
8 

X2 . . . » 
g 

1 
£2 £2X2 

[1 g2 "1 sY -1 

1 g2X2* 

7s" ••• • - S 1 f'xf 

__• • • _ _• • • 
Thus 

(2.1) r ' = DigJX'D(l/f*) = Xc-iD(g/f>), 

where we denote the conjugate of X by J c and the transpose of X by X'. 
If now we write {X} and {S\ as column vectors with components {a}, {$}, . . . 

and {Si}, {S2}, . . . , and {C] and {7"} as row vectors with components {Ci}, 
{C2}, . . . and {Ta\, {T^\y . . . we have the important 

2.2 THEOREM, (i) {S} = (X-^X}) and (ii) {T} = ( (C j r - 1 ) . 

Proof. It is only necessary to recall the definitions of the idempotents given 
in the Introduction, replacing S, X, T, C by their representative matrices. 

As we have seen elsewhere [2; 3], 

(2.3) x-^sjx = & D Xi
x -x-'iwx = ^ Z x^x 

(2.4) XIT^X-1 =f- £ i i q r ' - x N ^ E DVXÏ 

are idempotents of the dual representation algebras with 1 in the ^(X) position 
of the principle diagonal and zeros elsewhere. 

Since it is desirable to illustrate these ideas in some detail we introduce 
a simple 

2.5 Example. We set G = S% so that: 
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X = 
1 1 1 
2 0 - 1 
1 - 1 1 

x-
1 2 1" 
3 0 - 3 , r = 
2 - 2 2_ 

1 3 2 
1 0 - 1 
1 - 3 2 

1[3]} = 

with 

\Sv) = i 

where 

and 

X-l{S^}X = 

Again 

1 0 0 
0 1 0 
0 0 1 

• p - 1 = 1 
1 6 

[[2,1] I 

1 4 1"] 
1 0 - 1 j 
1 - 2 IJ 

0 1 0 
1 1 1 
0 1 0 

' 

1 2 1 
2 4 2 
1 2 1 

{S*,i} = 
1 0 - 1 
0 0 0 

- 1 0 1 

![i3]} = 

fs3} = | 

0 0 1 
0 1 0 » 
1 0 0_ 

1 - 1 r 
- 1 1 - 1 1 

1 - 1 l j 

1 0 0 
0 0 0 
0 0 0 

{Sl3\ + {S2,i} + {S3} = h 

, x-HstA}x = 

fC„} = 
1 0 0 
0 1 0 
0 0 1 

\C*.x] = 

0 0 
0 1 

_0 0 

0 
0 
0. 

0 
3 
0 

1 0" 
0 3 

2 0 
- iCs! = 

0 0 0 
X = 0 0 0 

_0 0 1. 

0 0 1" 
0 2 0 
2 0 1 

ith 

\rm _ 1 
"~ 6 

1 1 1 
3 3 3 
2 2 2 

2 0 - 1 
^[2,1]} =2 0 0 0 

_ - 2 0 1_ 

1 - 1 1" 
- 3 3 - 3 

2 - 2 2 

and 

X{TW)X~l 

[Ti 3]} + {̂ [2 

"1 0 0" 
0 0 0 

_0 0 0_ 

.1]} + {TEi»]} = 

, X{TU>V}X-1 _ 

1 
1 

o
 

o
 

o
 

O
 

T-H 
O

 

o
 

o
 

o
 

Ï{T^}X- -i = 

0 0 0 
0 0 0 
0 0 1 

1 
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3. Frobenius' Reciprocity Theorem. If G is a subgroup of G the process 
of restricting Q) and inducing (Î) can be described [3] relative to the irreducible 
representations by means of a matrix F, so that the Theorem takes the form: 

(3.1a) { X U ( F { \ } ) , JXSÎCF'IX}), 

or using 2.2 in the form 

(3.1b) {5} | (X-iFX{S}) = MS}), {S} Î (X-iF'X{S\) = (Vl{S\). 

The matrices <p, (pi are vital in what follows. Like F, F' they are operators 
on the vectors {S\ and {S}. Before proving Theorem 3.3 below we illustrate 
these ideas by taking G = Sz, G = Az in 

3.2 Example. If we denote the irreducible representations of A% by a, /3, 7, 
then 

with 

I (123) (132) 

x --
a 

= P 
Y 

"1 1 
1 P 
1 P2 

l n 

P2 

P _ 
= r, 

{SA = i 

where 

F = 

{5, (123)} 

X- 1 = * 

0 0 
1 1 t * > = 

0 oj 

1 0 
0 0 
0 1 

is, (132)J 

<£l 

= r-

2 0 0 
0 0 1 
0 0 1 

The importance of the matrix (p lies in the fact that it describes the splitting 
of the classes of G relative to G. The relation of <p to cpi is given in 

3.3 THEOREM, (i) The matrix <pi = X~lF'X has the same form as ç = 
(X~lFX)r except that the Vs in <p are replaced by integers associated with the 
classes of G. (ii) (pcpi is a matrix with the permutation character of G induced by 
the identity representation of G in the diagonal with zeros elsewhere: 

(PCP! = D(ggs
Ù/ggs) 

Proof. The proof of (i) is left to the reader. To prove (ii) we write an element 
of <pi in the form 

(3.4) 
, if 5 ~ R 

, if 5 00 R. 
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Note that F'X yields the representation induced by \x of G. S ~ R implies 
that S and R belong to the same class of G. Multiplying by <p adds these integers 
over the classes R of G which are conjugate to S in G, so yielding the permuta
tion character as claimed. 

We can look at 3.3 (ii) from another point of view writing 

(3.5) cpU, = D(ggi
â/ggi). 

If we consider / to be a sum of idempotents X~1{Si}X} we may write 

(3.6) ^ • X~l{S}X • *>! = (<PlX-1{S}X) 

which separates the contributions of the classes of G in 3.5. Transforming by X, 

(3.7) F{S\F' = (V1{S)). 

More generally, we may multiply each idempotent in 3.5 by the appropriate 
value of XiX to yield 

(3.8) vDtVl = D{£gM/tgi) = (P'DX). 

We illustrate this relation with reference to Example 3.2 above in 

3.9 Example. 
vD"?! = (F'DX) = D™ + £>[l3j 

ipD^vx = £>[2'1] = <pDv<p! 

as may easily be verified. 

4. Representation algebra. In the preceding section we have derived 
certain analogues of the inducing part of the Reciprocity Theorem from 3.3. 
In order to obtain the corresponding formulae for restricting we have to resort 
again to the idempotents X^IS^X, using <p as an intertwining operator as 
well as an operator on the vector space thus: 

(4.1) X-1{S}X -<p = v (<pX-^{S\X). 

The significance of this relation is brought out by the 

4.2 Example. From 3.2, 

[1 0 0" 
0 0 0 

Lo o o_ 
<p = <p 

1 
1 

o
 

o
 

o
 

o
 

o
 

o
 

' 

0 0 0" 
0 0 0 
0 0 1 

<p = 

0 0 0" 
0 0 0 
0 1 1 

= (p 

0 0 0 
0 1 0 
0 0 lj 

If now we transform 4.1 by X we have 

(4.3) {S}F= F(<p{S\). 

Substituting from 2.2 (i) 

(4.4) (Z-i{X})F= F(<pX-i{\}) 

or 
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(4.5) \\}F=F(F{\\) 

which corresponds to the restricting part of 3.1a. Note that the cp which 
survives in 4.4 is an operator on the vector space which is changed to F by 
the application of 2.2 (i). We derive the analogue of the inducing part of 3.1a 
by transforming 3.8 by X, which, along with 4.5 yields [3] 

4.6 FROBENIUS' RECIPROCITY THEOREM. 

\\}F= F(F{\}), F\\}F'= (F'{Xj). 

4.7 Example. One easily verifies that 

1 0 0 0 1 0 0 0 11 
0 1 0 . IP] = 0 0 1 . M = 1 0 0 

_0 0 1_ 1 0 0 0 1 0 

from 3.2 so that from 2.7 we have 

lffl\F=F{a), {[2,1]} F = F({p\ + { 7 } ) , {[V]\F=F{a] 

and 

F{a}F> = {[3]} + {[F]}, F\P}F' = {[2, 1]} = F\y}F', 

as in 4.6. 

5. Class algebra. We turn now to the algebra of classes and enquire to 
what extent the Frobenius Theorem can be dualized. Here we identify the 
idempotents first in 3.1b which becomes 

(5.1a) mi({fV), {î\ UlTWi') 

since by convention {T} is a row vector. Again using 2.2 this becomes 

(5.1b) {Ql({C}Q'), j C l t a q o / ) 

where 12r = r ~ V r and Q/ = r~Vi ' r . Analogously, we may identify the 
idempo tents in 4.1 and 3.6 to yield 

(5.2a) m^ = ,K{2V), 4if)*i = (WW) 

and again using 2.2 (ii) we have 

(5.2b) {c\t = M\C}&), HCUi = (iCW) 

where \p = X~lçX and \pi = X~lviX. 
Consider now the matrix Y'Xc which, in view of 2.1, we can write in the form 

(5.3) U = T'XC = X-'Dig/f^Xc = £ at{Ct.) 
i 

Proof. If we set at = ^ x XzX then 

g/fx = I ] aiyïX 

i 

for every X, so U = X^a*ÎCV} a s claimed. 
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We conclude from 5.3 that U{Ci\ = [d] U for all i, so that 

o = rvf'-1 = vxc • xc-\xc • X-'f'-1 = utû-\ 
Qi = î v r - 1 = £'xc • xc-^xc • i rT ' - 1 = ûhu-1. 

It follows that we can write 5.2b as a 

5.4. DUAL OF FROBENIUS' RECIPROCITY THEOREM. {C}U = U({ C}Q'), 12 {C}Qi = 
(!C}o/). 

5.5 Example. As before, G = S% with G = A, so that 

0 1 Ol [ 1 0 0" " - 1 2 2" 
{C2fi}0 = 3 0 3 - 1 2 2 = 9 0 0 

0 2 o l I 2 0 0 - 2 4 4 

and 

0 1 0 4 0 4 1 3 1 
0 0 1 1 

6 1 3 1 _ 1 
~ 6 

9 3 9 
1 0 0 1 3 1 2 6 2 

= 0 ( - { / } +2{(123)} +2{(132)}) 

r 1 0 o~ 
G{(123)}S2i = - 1 2 2 

L 2 0 0_ 
= ({CW) =*({Ci.} +3{C2>1) +{C 3}) 
= fl{(132})Qi. 

It is interesting to apply these ideas to relate the 'whole group' G to the 
subgroup G. In terms of representations, this implies relating the regular 
representation of G to that of G. If we denote the regular representation of G 
by {G} r, it is not difficult to show that 

(5.6) {G}rF g,F{G}r, F{Ô}rF= {G\r. 

In terms of classes, it is their sum over G which is in question. Denoting this 
by \G) c we have 

(5.7) {G}CSL = &Q{G}C, n\G}cVi= {G}e, 

utilizing the fact that the columns of fi sum to g/g and those of 0, to g. We 
illustrate the situation for classes with reference to Example 5.5: 

(5.8) 

and 

(5.9) 

( C L + C2ii + C3}tt = 2Q{J + (123) + (132)) 

12{7 + (123) + (132)}Oi = {Cl3 + C2.i + C3 

as may easily be verified. 
The author has tried to give an abstract description of Theorem 5.4 but 

with little success. We examine an important special case in the following 
section. 
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6. A special case. The example which we have studied in such detail to 
illustrate our argument does not have the special feature G c^ G/H which is 
of interest. In order to illustrate this case we take G = S± with G = Sz, 

H = I, (12)(34), (13) (24), (14) (23) 
and 

(I4) (22) (2, l2) (4) (3,1) 

[4] 1 1 1 1 
[3, 1] 3 — 1 1 - 1 0 

[22] 2 0 0 - 1 
[2, 1*] 3 — 1 - 1 1 0 

[I4] 1 - 1 - 1 1 _ 

: X , 

3 6 
- 1 2 

3 0 
- 1 - 2 

3 - 6 

6 
-2 
0 
2 

-6 

8 
0 

- 4 
0 
8 

r, 

so that 

F = 

<Pi 

Thus 

1 0 0 1 0 0 1 0 0 
1 1 0 0 0 0 3 0 0 
0 1 0 , <p = 0 1 0 , <A = i 0 2 0 
0 1 1 0 0 0 0 2 0 

_0 0 1_ _0 0 1_ 0 0 4 

14 0 0 0 0 
0 0 2 0 0 , 12i = - 1 

~ 24 
L0 0 0 0 1 

13 
9 
9 

13 
9 
2 

3 
15 
6 

3 
15 
6 

in, 

1 
9 

14 

(Cl4}0 = Q{Cis}, {C22}12 = 3S2{Ci«}, {C2)i2}£2 = 2Œ{C2)i}, 
{C4}0 = 20{C2,i}, {C8ii}Q = 40{C3}. 

To explain the significance of these restricting relations we write the coset 
splitting of G = 54 relative to H: 

S,= H + (12)H + (13)# + (23)H + (123) H + (132) H 
I (12) (13) (23) (123) (132) 

(12)(34) (34) (1234) (1342) (134) (234) 
(13)(24) (1324) (24) (1243) (243) (124) 
(14) (23) (1423) (1432) (14) (142) (143). 

Thus 5.4 describes the distribution of the classes in the cosets with the ap
propriate relative multiplicities,—for the restricting process only, — since the 
form of 12i would clearly lead to quite different results. 

In general when classes of G split in G the matrix <p has no left inverse. In 
this case, however, such an inverse exists and <p'<p = Iz so that 

0̂ = X-tyX = 
1 1 0 0 0 
0 0 1 1 0 
0 0 0 0 1 

= 412n 
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and \//o\l/ = Œ0Œ = la- Hence we have immediately from the restricting equation 
of 5.4 

(6.1) ÛO{C)Û = (fc}sy) 

in conformity with 5.1b. On the other hand, operating on the vector space 
with Q0' we have 

(6.2) ({CjQoOQ = a({c}£nv) = si{c\ 
so that 

(6.3) £2{C}a0 = (lCW)Wo = ({CjOoO, 

since Quo = 1{H} and {CH}\{H} = {CH}. We have in particular: 

412{C!3}OO = {Cl*} + {C22}, 

412{C2,iî^o = {C2,l2} + Id], 

412{C3}Û0 = {Cs.i}. 

Thus flo replaces 12i in 5.1b and we can state another 

6.4 DUAL OF FROBENIUS' RECIPROCITY THEOREM. If G ~ G/H, the equations 

120{C}fi = ({€}&), V\C}n0 = ({CW) 

describe the coset structure of G relative to H. 

We are utilizing here the inverse of the restricting process rather than inducing, 
since Çlç£l{C}%0, = \C\. 
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