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Abstract

In this paper, we first prove an existence theorem for the integrodifferential equationx ′(t)= f

(
t, x(t),

∫ t
0 k(t, s, x(s)) ds

)
x(0)= x0

, t ∈ Ia = [0, a], a ∈ R+, (∗)

where f, k, x are functions with values in a Banach space E and the integral is taken in the sense of
Henstock–Kurzweil–Pettis. In the second part of the paper we show that the set S of all solutions of the
problem (∗) is compact and connected in (C(Id , E), ω), where Id ⊂ Ia .
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1. Introduction

In this paper, we prove an existence theorem for the problemx ′(t)= f

(
t, x(t),

∫ t
0 k(t, s, x(s)) ds

)
,

x(0)= x0,

t ∈ Ia = [0, a], a ∈ R+, x0 ∈ E,

(1.1)
where f , k, x are functions with values in a Banach space E and the integral is taken
in the sense of Henstock–Kurzweil–Pettis [13].

The Henstock–Kurzweil integral encompasses the Newton, Riemann and Lebesgue
integrals [17, 19, 24]. A particular feature of this integral is that the integral of
highly oscillating functions such as F ′(t), where F(t)= t2 sin t−2 on (0, 1] and
F(0)= 0, can be defined. This integral was introduced by Henstock and Kurzweil
independently in 1957–58 and has since proved useful in the study of ordinary

c© 2009 Australian Mathematical Society 0004-9727/09 $A2.00+ 0.00

507

https://doi.org/10.1017/S0004972708000944 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972708000944


508 R. P. Agarwal, D. O’Regan and A. Sikorska-Nowak [2]

differential equations [4, 8, 9, 23]. In [12] the authors defined the Henstock–Kurzweil–
Pettis integral, which is a generalization of the Henstock–Kurzweil integral and the
Pettis integral.

The existence theorem presented in this paper is an extension of previous results,
for example [1–3, 14, 20, 21, 25, 27, 28].

Let (E, ‖ · ‖) be a Banach space and let E∗ be the dual space. Moreover, let
(C(Ia, E), ω) denote the space of all continuous functions from Ia to E endowed
with the topology σ(C(Ia, E), C(Ia, E)∗).

In this paper we prove that the set S of all solutions of the integrodifferential
equation (1.1) on Id = [0, d], 0< d ≤ a, is connected and compact in (C(Id , E), ω).
This problem was investigated by Cichoń and Kubiaczyk [11, 22], Szufla [30] and
others.

Let us recall, that a function f : Ia→ E is said to be weakly continuous if it is
continuous from Ia to E endowed with its weak topology. A function g : E→ E1,
where E and E1 are Banach spaces, is said to be weakly–weakly sequentially
continuous if for each weakly convergent sequence (xn)⊂ E , the sequence (g(xn))

is weakly convergent in E1. If a sequence xn tends weakly to x0 in E we denote it by
xn→

ω x0.
The fundamental tool in this paper is the measure of weak noncompactness

developed by DeBlasi [6] and Banaś and Rivero [5].
Let A be a bounded nonempty subset of E .
The measure of weak noncompactness β(A) is defined by

β(A)= inf{t > 0 | there exists C ∈ Kωsuch that A ⊂ C + t B0},

where Kω is a set of weakly compact subsets of E and B0 is a norm unit ball in E .
Some properties of the measure of weak noncompactness β(A) are:

(i) if A ⊂ B, then β(A)≤ β(B);
(ii) β(A)= β(Aw), where Aw denotes the weak closure of A;
(iii) β(A)= 0 if and only if A is relatively weakly compact;
(iv) β(A ∪ B)=max{β(A), β(B)};
(v) β(λA)= |λ|β(A) (λ ∈ R);
(vi) β(A + B)≤ β(A)+ β(B);
(vii) β(conv(A))= β(conv(A))= β(A), where conv(A) denotes the convex hull

of A.

LEMMA 1.1 [26]. Let H ⊂ C(Ia, E) be a family of strongly equicontinuous functions.
Let for t ∈ Ia , H(t)= {h(t) ∈ E, h ∈ H}. Then β(H(Ia))= supt∈Ia

β(H(t)) and the
function t→ β(H(t)) is continuous.

LEMMA 1.2 [11]. Let (X, d) be a metric space and let f : X→ (E, ω) be
sequentially continuous. If A ⊂ X is a connected subset in X, then f (A) is the
connected subset in (E, ω).
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Fix x∗ ∈ E∗ and consider the problem(x∗x)′ = x∗
(

f (t, x(t),
∫ t

0 k(t, s, x(s)) ds

))
,

x(0)= x0,

t ∈ Ia, x0 ∈ E . (1.2)

Let us introduce the following definitions.

DEFINITION 1.3 [29]. Let F : [a, b] → E and let A ⊂ [a, b]. The function
f : A→ E is a pseudoderivative of F on A if for each x∗ ∈ E∗ the real-valued
function x∗F is differentiable almost everywhere on A.

It is clear that the left-hand side of (1.2) can be rewritten in the form x∗(x ′(t))where
x ′ denotes the pseudoderivative.

DEFINITION 1.4 [17, 24]. A family F of functions F is said to be uniformly absolutely
continuous in the restricted sense on A (or uniformly AC∗(A) for short), if for every
ε > 0 there is η > 0 such that for every F in F and for every finite or infinite sequence
of nonoverlapping intervals {[ai , bi ]} with ai , bi ∈ A and satisfying

∑
i |bi − ai |< η,

we have
∑

i ω(F, [ai , bi ]) < ε where ω(F, [ai , bi ]) denotes the oscillation of F over
[ai , bi ] (that is, ω(F, [ai , bi ] = sup{|F(r)− F(s)| : r, s ∈ [ai , bi ]}). A family F of
functions F is said to be uniformly generalized absolutely continuous in the restricted
sense on [a, b] or uniformly ACG∗ on [a, b] if [a, b] is the union of a sequence of
closed sets Ai such that on each Ai , the family F is uniformly AC∗(Ai ).

2. Henstock–Kurzweil–Pettis integrals in Banach spaces

In this section we present a definition of the Henstock–Kurzweil–Pettis integral,
which is a generalization of both Pettis and Henstock–Kurzweil integrals. For basic
definitions we refer the reader to [17] or [24].

DEFINITION 2.1 [17, 24]. Let δ be a positive function defined on the interval [a, b]. A
tagged interval (x, [c, d]) consists of an interval [c, d] ⊆ [a, b] and a point x ∈ [c, d].
The tagged interval (x, [c, d]) is subordinate to δ if [c, d] ⊆ (x − δ(x), x + δ(x)).

Let P = {(si , [ci , di ]) | 1≤ i ≤ n, n ∈ N } be such a collection in [a, b]. Then:

(i) the points {si | 1≤ i ≤ n} are called the tags of P;
(ii) the intervals {[ci , di ] | 1≤ i ≤ n} are called the intervals of P;
(iii) if {(si , [ci , di ]) | 1≤ i ≤ n} is subordinate to δ for each i , then we write P is

sub-δ;
(iv) if [a, b] =

⋃n
i=1[ci , di ], then P is called a tagged partition of [a, b];

(v) if P is a tagged partition of [a, b] and if P is sub-δ, then we write P is sub-δ on
[a, b];

(vi) if f : [a, b] → E , then f (P)=
∑n

i=1 f (si )(di − ci );
(vii) if F is defined on the subintervals of [a, b], then

F(P)=
n∑

i=1

F([ci , di ])=

n∑
i=1

[F(di )− F(ci )].
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If F : [a, b] → E , then F can be treated as a function of intervals by defining
F([c, d])= F(d)− F(c). For such a function, F(P)= F(b)− F(a) if P is a
tagged partition of [a, b].

DEFINITION 2.2 [17, 24]. A function f : [a, b] → R is Henstock–Kurzweil inte-
grable on [a, b] if there exists a real number L with the following property: for each
ε > 0 there exists a positive function δ on [a, b] such that | f (P)− L|< ε whenever
P is a tagged partition of [a, b] that is subordinate to δ.

The function f is Henstock–Kurzweil integrable on a measurable set A ⊂ [a, b] if
f χA is Henstock–Kurzweil integrable on [a, b]. The number L is called the Henstock–
Kurzweil integral of f . We denote this integral by (HK)

∫ b
a f (t) dt .

DEFINITION 2.3 [7]. A function f : [a, b] → E is Henstock–Kurzweil integrable on
[a, b] ( f ∈ HK([a, b], E)) if there exists a vector z ∈ E with the following property:
for every ε > 0 there exists a positive function δ on [a, b] such that ‖ f (P)− z‖< ε
whenever P is a tagged partition of [a, b] sub-δ. The function f is Henstock–Kurzweil
integrable on a measurable set A ⊂ [a, b] if f χA is Henstock–Kurzweil integrable on
[a, b]. The vector z is the Henstock–Kurzweil integral of f .

Note that this definition includes the generalized Riemann integral defined by
Gordon [18].

DEFINITION 2.4 [7]. A function f : [a, b] → E is HL integrable on [a, b]
( f ∈ HL([a, b], E)) if there exists a function F : [a, b] → E , defined on the
subintervals of [a, b], satisfying the following property: given ε > 0 there exists a
positive function δ on [a, b] such that if P = {(si , [ci , di ] | 1≤ i ≤ n} is a tagged
partition of [a, b] sub-δ, then

n∑
i=1

‖ f (si )(di − ci )− F([ci , di ])‖< ε.

REMARK 2.5. We note that by the triangle inequality:

f ∈ HL([a, b], E) implies f ∈ HK([a, b], E).

In general, the converse is not true. For real-valued functions, the two integrals are
equivalent.

DEFINITION 2.6 [29]. The function f : Ia→ E is Pettis integrable (P integrable for
short) if:

(i) for all x∗ ∈ E∗, x∗ f is Lebesgue integrable on Iα; and
(ii) for all A ⊂ Ia , A-measurable, there exists g ∈ E for all x∗ ∈ E∗ such that

x∗g = (L)
∫

A x∗ f (s) ds.

Now we present a definition of the integral which is a generalization both Pettis and
Henstock–Kurzweil integrals.

https://doi.org/10.1017/S0004972708000944 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972708000944


[5] Solutions of integrodifferential equations in Banach spaces 511

DEFINITION 2.7 [13]. The function f : Ia→ E is Henstock–Kurzweil–Pettis inte-
grable (HKP integrable for short) if there exists a function g : Ia→ E with the
following properties:

(i) for all x∗ ∈ E∗, x∗ f is Henstock–Kurzweil integrable on Ia ; and
(ii) for all t ∈ Ia and all x∗ ∈ E∗, x∗g(t)= (HK)

∫ t
0 x∗ f (s) ds.

This function g is called a primitive of f and by g(a)=
∫ a

0 f (t) dt we denote the
Henstock–Kurzweil–Pettis integral of f on the interval Ia .

REMARK 2.8. Each function which is HL integrable is integrable in the sense of
Henstock–Kurzweil–Pettis. This notion of an integral is essentially more general than
previous notions (in Banach spaces).

(i) Pettis integral: by the definition of the Pettis integral and since each Lebesgue
integrable function is HK integrable, a P integrable function is clearly HKP
integrable;

(ii) Bochner, Riemann, and Riemann–Pettis integrals [18];
(iii) MsShane integral [16];
(iv) Henstock–Kurzweil (HL) integral [7].

We present below an example of function which is HKP integrable but neither HL
integrable nor P integrable.

EXAMPLE. Let f : [0, 1] → (L∞[0, 1], ‖ · ‖∞) and let f (t)= χ[0,t] + A(t) · F ′(t),
where

F(t)= t2 sin t−2, t ∈ (0, 1], F(0)= 0, χ[0,t](τ )=

{
1, τ ∈ [0, t],
0, τ /∈ [0, t],

t, τ ∈ [0, 1],

and A(t)(τ )= 1 for τ, t ∈ [0, 1].
Put f1(t)= χ[0,t], f2(t)= A(t) · F ′(t).
We show that a function f (t)= f1(t)+ f2(t) is integrable in the sense of

Henstock–Kurzweil–Pettis.
Observe that

x∗( f (t))= x∗( f1(t)+ f2(t))= x∗( f1(t))+ x∗( f2(t)).

Moreover, the function x∗( f1(t)) is Lebesgue integrable (in fact f1 is P
integrable [15], so is Henstock–Kurzweil integrable, and the function x∗( f2(t))is
Henstock–Kurzweil integrable by Definition 2.2.

For each x∗ ∈ E∗ the function x∗ f is not Lebesgue integrable because x∗ f2 is not
Lebesgue integrable. Thus, f is not P integrable. Moreover, the function f1 is not
strongly measurable [15] and the function f2 is strongly measurable. Thus, their sum
f is not strongly measurable. Then, by [7, Theorem 9], f is not HL integrable.

Now we list some properties of the HKP integral which are important in the next
sections of our paper.
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THEOREM 2.9. Let f : [a, b] → E be HKP integrable on [a, b] and let

F(x)=
∫ x

a
f (s) ds, x ∈ [a, b].

Then:

(i) for each x∗ in E∗ the function x∗ f is HK integrable on [a, b] and

(HK)
∫ x

a
x∗( f (s)) ds = x∗(F(x));

(ii) the function F is weakly continuous on [a, b] and f is a pseudoderivative of F
on [a, b].

THEOREM 2.10 [13]. Let f : [a, b] → E. If f = 0 almost everywhere on [a, b], then
f is HKP integrable on [a, b] and

∫ b
a f (t) dt = 0.

THEOREM 2.11 ([13] Mean value theorem for the HKP integral). If the function
f : Ia→ E is HKP integrable, then∫

I
f (t) dt ∈ |I | · conv f (I ),

where I is an arbitrary subinterval of Ia and |I | is the length of I .

THEOREM 2.12 [10]. Let f : Ia→ E and assume that fn : Ia→ E, n ∈ N are HKP
integrable on Ia . Let Fn be a primitive of fn . If we assume that:

(i) for all x∗ ∈ E∗, x∗( fn(t))→ x∗( f (t)) almost everywhere on Ia;
(ii) for each x∗ ∈ E∗ the family G = {x∗Fn | n = 1, 2, . . .} is uniformly ACG∗ on Ia

(that is, weakly uniformly ACG∗ on Ia);
(iii) for each x∗ ∈ E∗ the set G is equicontinuous on Ia;

then f is HKP integrable on Ia and
∫ t

0 fn(s) ds tends weakly in E to
∫ t

0 f (s) ds for
each t ∈ Ia .

3. An existence result for integrodifferential equations in the weak sense

In this section, we prove an existence theorem for problem (1.1).
Let

B = {x ∈ E : ‖x‖ ≤ ‖x0‖ + b, b > 0},

B̃ = {x ∈ (C(Ia, E), ω) : x(0)= x0, ‖x‖ ≤ ‖x0‖ + b, b > 0}.

https://doi.org/10.1017/S0004972708000944 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972708000944


[7] Solutions of integrodifferential equations in Banach spaces 513

Moreover, let

F(x)(t) = x0 +

∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz, t ∈ Ia,

K = {F(x) | x ∈ B̃},

K1 =

{ ∫ z

0
k(z, s, x(s)) ds | z ∈ [0, t], t ∈ [0, a], x ∈ B̃

}
.

We consider the problem

x(t)= x0 +

∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz, t ∈ Ia, (3.1)

where the integrals are taken in the sense of HKP.
To obtain the existence result and to investigate the structure of a solution set for

our problem it is necessary to define the notion of a solution.

DEFINITION 3.1 [29]. A function x : Ia→ E is said to be a pseudo-solution of the
problem (1) if it satisfies the following conditions:

(i) x(·) is ACG∗ function;
(ii) x(0)= x0;
(iii) for each x∗ ∈ E∗ there exists a set A(x∗) with Lebesgue measure zero, such that

for each t /∈ A(x∗),

(x∗x)′(t)= x∗
(

f

(
t, x(t),

∫ t

0
k(t, s, x(s)) ds

))
.

Here ′ denotes the pseudoderivative.

In the proof of the main theorem we shall apply the following result.

THEOREM 3.2 [22]. Let E be a metrizable locally convex topological vector space.
Let D be a closed convex subset of E, and let F be a weakly–weakly sequentially
continuous map of D into itself. If, for some x ∈ D, the implication

V = conv({x} ∪ F(V )) implies V is relatively weakly compact, (3.2)

holds for every subset V of D, then F has a fixed point.

THEOREM 3.3. Assume that for each uniformly ACG∗ function x : Ia→ E, the
functions k(·, s, x(s)), f (·, x(·),

∫ (·)
0 k(·, s, x(s)) ds) are HKP integrable and

k(t, s, ·), f (t, ·, ·) are weakly–weakly sequentially continuous functions. Suppose that
there exists constants c1, c2, c3 > 0 such that

β( f (I, A, C)) ≤ c1 · β(A)+ c2 · β(C) for each A, C ⊂ B, I ⊂ Ia, (3.3)

β(k(I, I, X)) ≤ c3 · β(X) for each X ⊂ B, I ⊂ Ia, (3.4)
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where

f (I, A, C) = { f (t, x1, x2) | (t, x1, x2) ∈ I × A × C},

k(I, I, X) = {k(t, s, x) | (t, s, x) ∈ I × I × X}

and β denotes the measure of weak noncompactness of DeBlasi.
Moreover, let K and K1 be equicontinuous and uniformly ACG∗ on Ia . Then

there exists a pseudo-solution of the problem (1.1) on Id , for some 0< d ≤ a,
0< d · c1 + d2

· c2 · c3 < 1.

PROOF. Fix an arbitrary b ≥ 0. Put

B = {x ∈ E : ‖x‖ ≤ ‖x0‖ + b, b > 0},

B̃ = {x ∈ (C(Id , E), ω) : x(0)= x0, ‖x‖ ≤ ‖x0‖ + b, b > 0},

where d is given below.
Recall that a continuous function F(x) ∈ K defined on [0, a] is equicontinuous on

[0, a], if for each ε > 0 there exists δ > 0 such that ‖F(x)(t)− F(x)(τ )‖< ε, for all
x ∈ B̃, whenever |t − τ |< δ and t, τ ∈ [0, a]. Thus, for each ε > 0 there exists δ > 0,
such that ∥∥∥∥ ∫ t

τ

f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz

∥∥∥∥< ε,
for all x ∈ B̃, whenever |t − τ |< δ and t, τ ∈ [0, a]. As a result, there exists a number
d , 0< d ≤ a, such that∥∥∥∥∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz

∥∥∥∥≤ b, t ∈ Id and x ∈ B̃.

We now show that the operator F is well defined and maps B̃ into B̃. To see this note
that, for any x∗ ∈ E∗, such that ‖x∗‖ ≤ 1, for any x ∈ B̃ and t ∈ Id

|x∗F(x)(t)| ≤ |x∗x0| +

∣∣∣∣x∗ ∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz

∣∣∣∣
≤ ‖x∗‖‖x0‖ + ‖x

∗
‖

∥∥∥∥∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz

∥∥∥∥
≤ ‖x0‖ + b,

so
sup{|x∗F(x)(t)| : x∗ ∈ E∗, ‖x∗‖ ≤ 1} ≤ ‖x0‖ + b

and as a result
‖F(x)(t)‖ ≤ ‖x0‖ + b,

so F(x)(t) ∈ B̃.
We shall show that the operator F is weakly–weakly sequentially continuous.

By [26, Lemma 9] a sequence xn(·) is weakly convergent in C(Id , E) to x(·) if
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and only if xn(t) tends weakly to x(t), for each t ∈ Id , so if xn
ω
−→ x in C(Id , E),

then k(t, s, xn(s))
ω
−→ k(t, s, x(s)) in E for t ∈ Id and by Theorem 2.12 (see our

assumptions on K1) we have

lim
n→∞

∫ t

0
k(z, s, xn(s)) ds =

∫ t

0
k(z, s, x(s)) ds

weakly in E , for each t ∈ Id . Moreover, because f is weakly–weakly sequentially
continuous,

f

(
t, xn(t),

∫ t

0
k(t, s, xn(s)) ds

)
ω
−→ f

(
t, x(t),

∫ t

0
k(t, s, x(s)) ds

)

in E , for each t ∈ Id . Thus, Theorem 2.12 (see our assumptions on K ) implies
F(xn)(t)→ F(x)(t) weakly in E , for each t ∈ Id , so [26, Lemma 9] guarantees that
F(xn)→ F(x) in (C(Id , E), ω).

Suppose that V ⊂ B̃ satisfies the condition V = conv({x} ∪ F(V )). We shall
prove that V is relatively weakly compact and so (3.2) is satisfied. Since V ⊂ B̃,
F(V )⊂ K . Then V ⊂ V = conv({x} ∪ F(V )) is equicontinuous. By Lemma 1.1,
t 7→ v(t)= β(V (t)) is continuous on Id .

For fixed t ∈ Id we divide the interval [0, t] into m parts: 0= t0 < t1 < · · ·< tm
= t , where ti = i t/m, i = 0, 1, . . . , m and for fixed z ∈ [0, t] we divide the interval
[0, z] into m parts: 0= z0 < z1 < · · ·< zm = z, where z j = j z/m, j = 0, 1, . . . , m.

Let V ([z j , z j+1])= {u(s) | u ∈ V, z j ≤ s ≤ z j+1}, j = 0, 1, . . . , m − 1. By
Lemma 1.1 and the continuity of v there exists s j ∈ I j = [z j , z j+1] such that

β(V ([z j , z j+1]))= sup{β(V (s)) | z j ≤ s ≤ z j+1} =: v(s j ).

By Theorem 2.11 and the properties of the HKP integral we have, for x ∈ V , that

F(x)(t) = x0 +

m−1∑
i=0

∫ ti+1

ti
f

(
z, x(z),

m−1∑
j=0

∫ z j+1

z j

k(z, s, x(s)) ds

)
dz

∈ x0 +

m−1∑
i=0

(ti+1 − ti )conv f

(
Ji , V (Ji ),

m−1∑
j=0

(z j+1 − z j )conv k(I j , I j , V (I j ))

)
,

where Ji = [ti , ti+1], i = 0, 1, . . . , m − 1.
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Using (3.3), (3.4) and properties of the measure of weak noncompactness we obtain

β(F(V )(t)) ≤
m−1∑
i=0

(ti+1 − ti )β

(
f

(
Ji , V (Ji ),

m−1∑
j=0

(z j+1 − z j )conv k(I j , I j , V (I j ))

))

≤

m−1∑
i=0

(ti+1 − ti ) · c1 · β(V (Ji ))

+

m−1∑
i=0

(ti+1 − ti ) · c2 · β

(m−1∑
j=0

(z j+1 − z j )conv k(I j , I j , V (I j ))

)

≤

m−1∑
i=0

(ti+1 − ti ) · c1 · β(V (Id))

+

m−1∑
i=0

(ti+1 − ti ) · c2 ·

m−1∑
j=0

(z j+1 − z j )β(k(I j , I j , V (I j ))

≤ β(V (Id)) · c1 · d +
m−1∑
i=0

(ti+1 − ti ) · c2 ·

m−1∑
j=0

(z j+1 − z j ) · c3 · β(V (I j ))

≤ β(V (Id)) · c1 · d + β(V (Id)) · c2 · c3 · d
2
= β(V (Id))(c1 · d + c2 · c3 · d

2).

Because V = conv({x} ∪ F(V )), then β(V (t))= β(conv({x} ∪ F(V (t)))), so
β(V (t))≤ β(V (Id))(c1 · d + c2 · c3 · d2), for t ∈ Id .

Using Lemma 1.1 we obtain

β(V (Id))≤ β(V (Id))(c1 · d + c2 · c3 · d
2)β(V (Id))≤ β(V (Id))(c1 · d + c2 · c3 · d

2).

Since 0< d · c1 + d2
· c2 · c3 < 1 we obtain v(t)= β(V (t))= 0, for t ∈ Id .

Using Arzela–Ascoli’s theorem, we have that V is relatively weakly compact.
By Theorem 3.2 the operator F has a fixed point. This means that there exists a

pseudo-solution of the problem (1.1). 2

THEOREM 3.4. Assume that for each uniformly ACG∗ function x : Ia→ E, the
functions k(·, s, x(s)), f (·, x(·),

∫ (·)
0 k(·, s, x(s)) ds) are HKP integrable and

k(t, s, ·), f (t, ·, ·) are weakly–weakly sequentially continuous functions. Suppose that
there exists a constant c > 0 and a continuous function c1 : Ia→ R+ such that

β( f (I, A, C)) ≤ c · β(C) for each A, C ⊂ B, I ⊂ Ia, (3.5)

β(k(I, I, X)) ≤ sup
s∈I

c1(s)β(X) for each X ⊂ B, I ⊂ Ia, (3.6)

where

f (I, A, C) = { f (t, x1, x2) | (t, x1, x2) ∈ I × A × C},

k(I, I, X) = {k(t, s, x) | (t, s, x) ∈ I × I × X}

and β denotes the measure of weak noncompactness of DeBlasi.
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Moreover, let K and K1 be equicontinuous and uniformly ACG∗ on Ia . Then there
exists a pseudo-solution of the problem (1.1) on Id , for some 0< d ≤ a.

PROOF. The first part of the proof is the same as in the proof of the previous theorem.
It remains to show the relative weak compactness of V , where V is defined in
Theorem 3.3. In this case note that for t ∈ Id and z j as in Theorem 3.3

β(V (t)) ≤
m−1∑
i=0

(ti+1 − ti ) · c · β

(m−1∑
j=0

(z j+1 − z j )conv k(I j , I j , V (I j ))

)

≤

m−1∑
i=0

(ti+1 − ti ) · c ·
m−1∑
j=0

(z j+1 − z j )β(k(I j , I j , V (I j )))

≤

m−1∑
i=0

(ti+1 − ti ) · c ·
m−1∑
j=0

(z j+1 − z j ) sup
s∈I j

c1(s)β(V (I j ))

≤ c · d ·
m−1∑
j=0

(z j+1 − z j ) · c1(p j )v(s j )

= c · d

(m−1∑
j=0

(z j+1 − z j ) · c1(p j )v(p j )

+

m−1∑
j=0

(z j+1 − z j )(c1(p j )(v(s j )− v(p j )))

)
,

for some p j ∈ I j . Fix ε > 0. From the continuity of v we may choose m large enough
so that v(s j )− v(p j ) < ε and so

β(V (t)) ≤ c · d

(m−1∑
j=0

(z j+1 − z j )c1(p j )v(p j )+

m−1∑
j=0

z

m
c1(p j ) · ε

)

≤ c · d

(m−1∑
j=0

(z j+1 − z j )c1(p j )v(p j )+ z · ε · max
0≤k≤m−1

c1(pk)

)
.

Since ε→ 0 and z ·max0≤k≤m−1 c1(pk) is bounded,

z · ε · max
0≤k≤m−1

c1(pk)→ 0.

Therefore

v(t)= β(V (t))≤ c · d ·
∫ t

0
c1(s)v(s) ds, t ∈ [0, d].
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Using the Gronwall’s inequality we have that

v(t)= β(V (t))= 0 for t ∈ [0, d].

Using Arzela–Ascoli’s theorem we deduce that V is relatively weakly compact.
By Theorem 3.2 the operator F has a fixed point. This means that there exists a

pseudo-solution of the problem (1.1). 2

4. Compactness and connectedness

In this section we show that the set S of all solutions of the problem (1.1) on Id is
compact and connected in (C(Id , E), ω).

THEOREM 4.1. Under the assumptions of Theorem 3.3 a set S of all pseudo-solutions
of the problem (1.1) on Id is weakly compact and connected in (C(Id , E), ω).

PROOF. Let S be a set of all solutions of the problem (1.1) on Id . As S = F(S), by
repeating the above argument, with V = S one can show that S is relatively weakly
compact in (C(Id , E), ω). Since F is weakly continuous on S(Id)ω, S is weakly
closed and consequently weakly compact.

Now we prove that S is connected. For any η > 0, denote by Sη, the set of all
functions u : Id → E satisfying the following conditions:

(i) u(0)= x0, u ∈ B̃,
(ii) supt∈Id

‖u(t)− x0 −
∫ t

0 f (z, x(z),
∫ z

0 k(z, s, x(s)) ds) dz‖< η.

The set Sη is nonempty as S ⊂ Sη.
Let η∗ < η. By the equicontinuity of K we can choose ρ such that∥∥∥∥∫

J
f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz

∥∥∥∥≤ η∗ < η,
for any x ∈ (C(Id , E), ω), J ⊂ Id and |J |< ρ.

For any ε ∈ (0, d), let v(·, ε) : Id → E be defined by the formula:

v(t, ε)=

x0 for 0≤ t ≤ ε

x0 +

∫ t−ε

0
f

(
z, x(z),

∫ z

0
k(z, s, v(s, ε)) ds

)
dz for ε < t ≤ d.

Clearly v(·, ε) satisfies (i) above. Furthermore, for 0< ε ≤min(ρ, d)= l∥∥∥∥v(t, ε)− x0 −

∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, v(s, ε)) ds

)
dz

∥∥∥∥
=


∥∥∥∥ ∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, v(s, ε)) ds

)
dz

∥∥∥∥ for 0≤ t ≤ ε∥∥∥∥ ∫ t

t−ε
f (z, x(z),

∫ z

0
k(z, s, v(s, ε)) ds

)
dz

∥∥∥∥ for ε < t ≤ d.

, z ∈ J

≤ η∗ < η,
thus v(·, ε) satisfies (ii) above.
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Now, we prove that Sη is connected. Let us define

vε(t)=

{
x0, 0≤ t ≤ ε

F(vε)(t − ε), ε < t ≤ d,

where vε = v(·, ε). We show that the mapping ε→ vε(·) is sequentially continuous
from (0, d) into (C(Id , E), ω).

Let 0< ε < δ ≤ d (when δ ≤ ε the argument is similar). Let x∗ ∈ E∗ be such that
‖x∗‖ ≤ 1. Now by the definition of vε(t), for t ∈ [0, ε]

|x∗(vε(t)− vδ(t))| = 0. (4.1)

Next, if t ∈ (ε, δ],

|x∗(vε(t)− vδ(t))| =

∣∣∣∣x∗[∫ t−ε

0
f

(
z, x(z),

∫ z

0
k(z, s, vε(s)) ds

)
dz

−

∫ t−δ

0
f

(
z, x(z),

∫ z

0
k(z, s, vδ(s)) ds

)
dz

]∣∣∣∣
=

∣∣∣∣x∗ ∫ t−ε

t−δ
f

(
z, x(z),

∫ z

0
k(z, s, vε(s)) ds

)
dz

∣∣∣∣
= ‖x∗‖

∥∥∥∥∫ t−ε

t−δ
f

(
z, x(z),

∫ z

0
k(z, s, vε(s)) ds

)
dz

∥∥∥∥
≤

∥∥∥∥∫ t−ε

t−δ
f

(
z, x(z),

∫ z

0
k(z, s, vε(s)) ds

)
dz

∥∥∥∥. (4.2)

Consequently

|x∗(vε(t)− vδ(t))| ≤

∥∥∥∥ ∫ t−ε

t−δ
f

(
z, x(z),

∫ z

0
k(z, s, vε(s)) ds

)
dz

∥∥∥∥ := Aδ.

Since K is equicontinuous, note that if δ→ ε, then Aδ→ 0.
Now, for t ∈ (δ, 2δ], we have

|x∗(vε(t)− vδ(t))|

=

∣∣∣∣x∗[∫ t−ε

0
f

(
z, x(z),

∫ z

0
k(z, s, vε(s)) ds

)
dz

−

∫ t−δ

0
f

(
z, x(z),

∫ z

0
k(z, s, vδ(s)) ds

)
dz

]∣∣∣∣
= |x∗(F(vε)(t − ε)− F(vδ)(t − δ))|

= |x∗[F(vε)(t − ε)− F(vε)(t − δ)+ F(vε)(t − δ)− F(vδ)(t − δ)]|

≤ |x∗(F(vε)(t − ε)− F(vε)(t − δ))| + |x
∗(F(vε)(t − δ)− F(vδ)(t − δ))|

≤ ‖x∗‖‖F(vε)(t − ε)− F(vε)(t − δ)‖ + ‖x
∗
‖‖F(vε)(t − δ)− F(vδ)(t − δ)‖.

(4.3)
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Let (δn) be a sequence such that δn→ ε(ε ≤ δn). By (4.1) and (4.2) it follows that
vδn (t) converges to vε(t)weakly uniformly for t ∈ [0, δ]. Thus, F(vδn )(t)→ F(vε)(t)
weakly on [0, δ]. Now, by (4.3) vδn (t) tends to vε(t) weakly for each t ∈ [0, 2δ].

By repeating the above argument and using induction, we obtain that
the map ε→ vε(·) from (0, d) into (C(Id , E), ω) is sequentially continuous
[26, Lemma 1.9]. Therefore, by Lemma 1.2 the set V = {vε(·) | 0< ε < d} is
connected in (C(Id , E), ω) (because the interval [0, d] is connected).

Let x ∈ Sη. Let us choose ε > 0 such that 0< ε < d and

sup
t∈Id

∥∥∥∥x(t)− x0 −

∫ t

0
f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dzt

∥∥∥∥
+

∥∥∥∥∫
Iε

f

(
z, x(z),

∫ z

0
k(z, s, x(s)) ds

)
dz

∥∥∥∥< η. (4.4)

For any p, 0≤ p ≤ d, let y(·, p) : Id → E be defined by the formula:

[y(t, p)=


x(t), for 0≤ t ≤ p

x(p)+
x0 − x(p)

ε
(t − p), for p < t ≤min(d, p + ε)

x0 +

∫ t−ε

p
f

(
z, x(z),

∫ z

0
k(z, s, y(s, p)) ds

)
dz, for min(d, p + ε) < t < d


y(t, 0)= v(t, ε).

By repeating the above argument with y(·, p) in the place of v(·, ε) one can
show that y(·, p) ∈ Sη, for each p ∈ [0, d] and the mapping p→ y(·, p) from Id into
(C(Id , E), ω) is sequentially continuous (for more details see [22, 30]).

Consequently, by Lemma 1.2 the set Tx = {y(·, p) | 0≤ p ≤ d} is connected in
(C(Id , E), ω).

Now since y(·, 0)= v(·, ε) ∈ V ∩ Tx , the set V ∪ Tx is connected and therefore the
set W =

⋃
x∈Sη Tx ∪ V is connected in (C(Id , E), ω).

Moreover, Sη ⊂W , because x = y(·, p) ∈ Tx , for each x ∈ Sη. On the other
hand W ⊂ Sη, since Tx ⊂ Sη and V ⊂ Sη. Thus, Sη =W is a connected subset of
(C(Id , E), ω).

Now, suppose that the set S is not connected. As S is weakly compact, there exists
nonempty weakly compact sets W1 and W2, such that S =W1 ∪W2 and S =W1 ∪W2.
Consequently, there exist two disjoint weakly open sets U1, U2, such that W1 ∩W2
= ∅, W2 ⊂U2. Suppose that, for every n ∈ N , there exists un ∈ Vn \U , where
Vn = S

ω

1/n and U =U1 ∪U2. Note that Vn is a decreasing sequence of nonempty
weakly compact connected subsets of (C(Id , E), ω).

Let H = {un | n ∈ N }ω. Note that un − F(un)→ 0 in (C(Id , E), ω) as n→∞
and H(t)⊂ {un(t)− F(un)(t) | un ∈ H} + F(H)(t). By repeating the argument from
the proof of Theorem 3.3, one can show that there exists u0 ∈ H such that u0 = F(u0),
that is, u0 ∈ S.

Now since un ∈ Vn \U and U is weakly open we have u0 /∈U . This contradicts
u0 ∈ S ⊂U .
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Therefore, there exists m ∈ N such that Vm ⊂U =U1 ∪U2, U1 ∩U2 = ∅. Now
since S ⊂ Vm , we have that U1 ∩ Vm 6= ∅ 6=U2 ∩ Vm . Thus, Vm is not connected, a
contradiction with the connectedness of each Vn . Consequently, S is connected in
(C(Id , E), ω). 2
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