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(Media Data Space) and of a study on the national transposition of the Audiovisual 
Media Services Directive.

Gry Hasselbalch is an author and scholar with expertise in data and AI ethics and 
governance. She is the Cofounder and Director of academic research of the think 
tank DataEthics.eu, which has been active since 2015 in challenging the power of big 
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and Senior Key Expert (2018–20) for the EU’s International Outreach for a Human-
Centric Approach to Artificial Intelligence initiative (InTouchAI.eu, 2021–24).
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nology at TU Delft. He earned his PhD in philosophy from Utrecht University, 
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contexts. He coedited the Philosophy of Online Manipulation (2022) with Fleur 
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impacts corporate and financial law. She is a member of the German BaFin’s 
supervisory board, the German Federal Ministry of Finance’s working group on 
capital markets law, and the Conseil d’administration of the Fondation Nationale 
de Sciences Politique. Katja was a member of the supervisory board of Postbank 
(2014–18) and of the EU Commission’s High Level Forum on the Capital Market 
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machine learning and reasoning, AI, and anomaly detection technology to indus-
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Active and Assisted Living Smart Ageing Prize, Patient Room of the Future Award, 
and AAAI/IAAI Deployed Application Award).
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Intelligence at the Behavioural Science Institute at Radboud University in the 
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on technology-empowered innovations to optimize human learning and teaching. 
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ing unfolds over time is central to her work. AI offers a powerful way to measure, 
understand, and design innovative learning scenarios. Dr. Molenaar envisions 
hybrid human–AI learning technologies that augment human intelligence with AI 
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effective, and responsive.
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of AI and Director of the Centre for Philosophy and AI Research at FAU Erlangen-
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(2011–15) and Stanley J. Seeger Fellow at Princeton University (2005–06). Müller 
studied philosophy with cognitive science, linguistics, and history at the universities 
of Marburg, Hamburg, London, and Oxford. He works mainly on philosophical 
problems connected to AI, in both ethics and theoretical philosophy. Müller edits 
the Oxford Handbook of the Philosophy of Artificial Intelligence (forthcoming) and 
wrote the Stanford Encyclopedia of Philosophy article on the ethics of AI and robot-
ics (2020). He has a book forthcoming with Oxford University Press (Can Machines 
Think?) and with Cambridge University Press (Artificial Minds) with G. Löhr.

Laurens Naudts is a postdoctoral researcher at the AI, Media and Democracy Lab 
and Institute for Information Law (University of Amsterdam) and an affiliated senior 
researcher at the KU Leuven Centre for IT and IP Law (CiTiP). He is working on the 
political philosophy and governance of AI, focusing on relational dynamics, social 
justice, and the protection of fundamental rights within a digitally mediated society. 
In his doctoral research, Laurens examined the concepts of equality and nondis-
crimination and their function in the regulation of automated decision-making.

Ann-Katrien Oimann  is a researcher and PhD candidate at the Royal Military 
Academy of Belgium in collaboration with the KU Leuven Institute of Philosophy. 
Her research focuses on the ethical implications of AI in military applications, spe-
cifically delving into the morality of the use of (semi-)autonomous weapon systems 
and the challenges of attributing moral responsibility. Broadly, her primary research 
interests lie at the intersection of the ethics, law, and policy related to AI in military 
technologies. She has a background in philosophy (MA and BA at KU Leuven) and 
law (LLM in intellectual property and ICT law) and was selected in 2022 to be in the 
third cohort of the two-year Europaeum Scholars training programme in European 
policy and leadership.

Wannes Ooms obtained a master’s degree in law from KU Leuven and a master’s 
in intellectual property and ICT law at the KU Leuven Brussels Campus. His the-
sis dealt with data protection and the right to freedom of expression and with the 
empirical study of data subject rights for news recommendation systems. He worked 
as an in-house legal counsel in the semiconductor industry for two years before 
joining the Centre for IT and IP Law (CiTiP) at the KU Leuven Faculty of Law as 
a researcher.

Aída Ponce Del Castillo  holds a “Doctor Europaeus” PhD in law from the 
University of Valencia and a master’s degree in bioethics. She is a senior researcher 
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Nathalie A. Smuha is a legal scholar and philosopher at the KU Leuven Faculty of 
Law and Criminology, where she examines legal and ethical questions around AI 
and other digital technologies. Her research focuses particularly on AI’s impact on 
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she held visiting positions at the University of Chicago, New York University, and 
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holds a PhD from Erasmus University Rotterdam (2021), in which she studied what 
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initiatives in healthcare.
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social sciences. In 2018, he obtained his master’s degree in law (with a specialization 
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a summer internship at the Public Prosecutor’s Office of the Court of Appeal in 
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Evelyne Terryn is a Full Professor at the KU Leuven and teaches commercial law, 
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consumer protection; it was awarded the Raymond Derine Prize for human sci-
ences. She started her career as a lawyer with Cleary, Gottlieb Brussels (1998–99) 
and is of counsel at Roots advocaten Kortrijk. She is a coeditor-in-chief of Tijdschrift 
voor Consumentenrecht (DCCR) and a member of the editorial board of the Dutch 
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Law Enforcement Forum. Her research focuses on (European) consumer law and 
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She was a visiting Professor at the University of Amsterdam and the China EU 
School of Law (Beijing).
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board member at the Belgian Institute for Postal Services and Telecommunications. 
Peggy represents Belgium in CAI, the Council of Europe’s Committee on Artificial 
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Plan Flanders on AI) from 2019 until 2023. She was an assessor in the Belgian 
Competition Authority and the Flemish Media Regulator between 2008 and 2023. 
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Home Affairs Committee inquiry on new technologies and law enforcement in 2021 
and for the EU Parliament Pegasus Inquiry in 2022.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
Downloaded from https://www.cambridge.org/core. IP address: 18.216.33.75, on 08 Feb 2025 at 04:25:20, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
https://www.cambridge.org/core


 List of Contributors xxi

Jeroen van den Hoven  is University Professor and Full Professor of Ethics and 
Technology at TU Delft and the Editor-in-Chief of Ethics and Information 
Technology. He is currently Scientific Director of the Delft Design for Values 
Institute. He was the Founding Scientific Director of the 4TU.Centre for Ethics 
and Technology (2007–13). In 2009, he won the World Technology Award for 
Ethics  and  the International Federation for Information Processing prize for 
Information and Communication Technology (ICT) and Society for his work on 
ethics and ICT. Jeroen van den Hoven was the Founder, and until 2016 Programme 
Chair, of the program of the Dutch Research Council on responsible innovation. 
He is coeditor of Designing in Ethics (2017), with Seumas Miller and Thomas Pogge, 
and author of Evil Online (2018), with Dean Cocking. He is a permanent member of 
the European Group on Ethics to the European Commission. In 2017, he was made 
a knight of the Order of the Lion of the Netherlands.

Aimee Van Wynsberghe  is the Alexander von Humboldt Professor for Applied 
Ethics of Artificial Intelligence at the University of Bonn in Germany. Aimee is 
the Director of the Institute for Science and Ethics and the Bonn Sustainable 
AI Lab. She is the Codirector of the Foundation for Responsible Robotics and a 
member of the European Commission’s High-Level Expert Group on AI. She is 
a founding editor of the international peer-reviewed journal AI & Ethics and a 
member of the World Economic Forum’s Global Futures Council on Artificial 
Intelligence and Humanity. She is the author of Healthcare Robots: Ethics, Design, 
and Implementation (2015) and is regularly interviewed by media outlets. In her 
work, Aimee seeks to uncover the ethical risks associated with emerging robotics and 
AI. Aimee’s current research, funded by the Alexander von Humboldt Foundation, 
brings attention to the sustainability of AI by studying the hidden environmental 
costs of developing and using AI.

Jozefien Vanherpe  is an Assistant Professor at the KU Leuven Centre for IT and 
IP Law (CiTiP) in Belgium. She studied law at KU Leuven and the University of 
Cambridge. After having worked as an attorney for several years, she successfully 
defended her PhD at KU Leuven in 2022. She teaches a range of courses on intellec-
tual property law. In addition, she is a member of several international associations 
in the field of intellectual property law, including the International Association 
for the Protection of Intellectual Property, the International Literary and Artistic 
Association, the International Association for the Advancement of Teaching and 
Research in Intellectual Property, and the Benelux Association for Trademark and 
Design law.

Anton Vedder is Emeritus Professor of Technology, Law, and Ethics at the Faculty 
of Law and Criminology, KU Leuven. He is especially interested in the mutual 
relationships between technological developments and the conceptualization of 
basic moral and legal notions. His publications include articles and books on trust 

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
Downloaded from https://www.cambridge.org/core. IP address: 18.216.33.75, on 08 Feb 2025 at 04:25:20, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
https://www.cambridge.org/core


xxii List of Contributors

in eHealth, innovative technologies, care and enhancement and justice, privacy 
and profiling, privacy versus public security, ambient technology and autonomy 
and responsibility, quality of information and credibility of experts, legitimacy, 
trust, and technology adoption. He currently supervises PhD projects on ethics and 
law of automation of the workplace, the technological enhancement of emotions, 
cognitive enhancement of the judiciary, and the concept of accuracy in law. He is 
an active member of KU Leuven’s Ethics Committee on “Dual Use, Military Use 
and Misuse of Research.”

Griet Verhenneman is an Assistant Professor of privacy law at the Faculty of Law and 
Criminology at Ghent University. In her research, teaching, and service, Professor 
Verhenneman focuses on legal and ethical questions surrounding privacy, data (pro-
tection), and AI. Her work spans sector-specific research in healthcare and broader 
issues related to protecting sensitive data and vulnerable data subjects. She is a core 
member of the Metamedica and i4S steering committees. The Metamedica plat-
form facilitates interdisciplinary academic research and integrated education in the 
fields of health law, health privacy law, and medical ethics. i4S (Smart Solutions for 
Secure Societies) is a multidisciplinary economic valorisation platform that brings 
together expertise from alpha, beta, and gamma disciplines around crime and secu-
rity, technology, digitization, and privacy. Before joining Ghent University in 2023, 
she worked as a researcher and lecturer at the KU Leuven Centre for IT and IP Law 
and as a Data Protection Officer at the University Hospitals KU Leuven and the 
University Psychiatric Centre KU Leuven. Through her research and work in prac-
tice, she developed a particular interest in the legal and ethical aspects of eHealth. 
Today, Professor Verhenneman is a member of the Data Access Committee at the 
Ghent University Hospital and acts as an external expert for the Authorization and 
Advice service of the Belgian Data Protection Authority.

Karen Yeung  joined Birmingham Law School and the University of 
Birmingham’s School of Computer Science as Interdisciplinary Professorial Fellow 
in Law, Ethics and Informatics in January 2018. Her research has been at the fore-
front of understanding the challenges associated with the regulation and gover-
nance of emerging technologies. Over the course of more than twenty-five years, she 
has developed unique expertise in the regulation and governance of, and through, 
new and emerging technologies. Her ongoing work focuses on the legal, ethical, 
social, and democratic implications of a suite of technologies associated with auto-
mation and the “computational turn,” including big data analytics, AI (including 
various forms of machine learning), distributed ledger technologies (including 
blockchain), and robotics.

Katerina Yordanova, a Bulgarian-qualified lawyer, has over ten years’ experience in 
technology and human rights law. She is currently enriching her extensive practical 
and academic background as Senior Legal Expert at the KU Leuven Centre for IT 

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
Downloaded from https://www.cambridge.org/core. IP address: 18.216.33.75, on 08 Feb 2025 at 04:25:20, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
https://www.cambridge.org/core


 List of Contributors xxiii

and IP Law (CiTiP) and is engaged in a PhD focused on legal certainty in regulatory 
sandboxes for AI. Katerina’s expertise covers data protection, cybersecurity, and the 
nexus between business, human rights, and technology regulation. She has a proven 
track record in legal research and consultancy for European and Belgian commer-
cial projects, and is adept in contract drafting, IP advisory, and client representation 
in court. Additionally, Katerina brings educational depth in public international 
law from Sofia University, an advanced degree from KU Leuven, and a specialized 
postgraduate qualification from Cambridge University. As a lecturer and speaker at 
international forums, she disseminates her knowledge and contributes to the legal 
scholarship with published articles on diverse topics within her field.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
Downloaded from https://www.cambridge.org/core. IP address: 18.216.33.75, on 08 Feb 2025 at 04:25:20, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
https://www.cambridge.org/core


https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
Downloaded from https://www.cambridge.org/core. IP address: 18.216.33.75, on 08 Feb 2025 at 04:25:20, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/5784E4C8C1BF0ED521370409B0426782
https://www.cambridge.org/core

