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Abstract

The author has previously associated to each commutative ring with unit R and étale groupoid ¢
with locally compact, Hausdorff and totally disconnected unit space an R-algebra R%. In this paper
we characterize when R% is Noetherian and when it is Artinian. As corollaries, we extend the
characterization of Abrams, Aranda Pino and Siles Molina of finite-dimensional and of Noetherian Leavitt
path algebras over a field to arbitrary commutative coefficient rings and we recover the characterization
of Okniriski of Noetherian inverse semigroup algebras and of Zelmanov of Artinian inverse semigroup
algebras.

2010 Mathematics subject classification: primary 16P20; secondary 16P40, 22A22, 20M25.

Keywords and phrases: étale groupoids, groupoid algebras, chain conditions, Leavitt path algebras,
inverse semigroup algebras.

1. Introduction

Groupoid C*-algebras have played a crucial role in operator algebra theory since the
seminal work of Renault [32]; see also [24, 31]. Recently, the author introduced [35,
36] a ring theoretic analogue for the class of ample groupoids [31, 32] over any
base commutative ring with unit. Ample groupoids are étale groupoids with a locally
compact, Hausdorff and totally disconnected unit space where we recall that a
topological groupoid is étale if its structure maps are local homeomorphisms. Note
that these algebras were independently introduced over the field of complex numbers
slightly later in [21].

Algebras of ample groupoids, dubbed Steinberg algebras by Clark and Sims [22],
include many important classes of rings including group algebras, commutative
algebras over a field generated by idempotents, crossed products of the previous two

The author was supported by NSA MSP #H98230-16-1-0047.
© 2018 Australian Mathematical Publishing Association Inc.

403

https://doi.org/10.1017/51446788717000374 Published online by Cambridge University Press


https://doi.org/10.1017/S1446788717000374

404 B. Steinberg [2]

sorts of rings, inverse semigroup algebras and Leavitt path algebras [2]. Over the
past few years, there has been a plethora of papers on these algebras, particularly
in connection with Leavitt path algebras; cf. [6, 7, 9-12, 14, 16-22, 25, 37, 39, 40].

In this paper we investigate the ascending and descending chain conditions on
ample groupoid algebras. A classical result of Connell [23] says that a group ring RG
is Artinian if and only if G is finite and R is Artinian. This was (essentially) extended
to semigroups by Zelmanov [42]. The finite-dimensional Leavitt path algebras over a
field were characterized by Abrams et al. [4]. For higher rank graph algebras, see [13].

The problem of characterizing Noetherian group rings is more complicated. The
largest class of groups known to have Noetherian group algebras over a Noetherian
coeflicient ring is the class of polycyclic-by-finite groups. Thus, the best we can hope
to achieve for groupoid algebras is to classify the Noetherian property up to the case of
group rings, which we achieve. Special cases of our results include the characterization
of Noetherian Leavitt path algebras over a field [5] (which we now extend to any base
ring) and Okninski’s characterization of Noetherian inverse semigroup algebras [29].
The paper [28] considers chain conditions in partial skew groupoid rings and should
overlap with our results when restricting to discrete groupoids.

Groupoid algebras admit an involution and hence are isomorphic to their opposite
algebras. Thus, there is no difference for them between the left and right Noetherian
or Artinian properties and so we omit the adjectives ‘left’ and ‘right’ in what follows.
Our main result is the following theorem (see below for undefined terminology).

TueoreMm 1.1. Let 9 be an ample groupoid and R a commutative ring with unit.

(1)  The groupoid algebra RY is Noetherian if and only if 4 has finitely many objects
and RG is Noetherian for each isotropy group G of 4.

(2)  The groupoid algebra RY is Artinian if and only if & is finite and R is Artinian.

(3) The groupoid algebra RY is semisimple if and only if ¢ is finite and R is a
finite direct product of fields whose characteristics do not divide the order of any
isotropy subgroup of 4.

Moreover, in any of these cases RY is a finite direct product of matrix algebras over
group algebras RG of isotropy groups G of 9.

Theorem 1.1 is in a sense a negative result since it indicates that étale groupoid
algebras satisfy chain conditions only under very stringent hypotheses. Nonetheless,
we recover the known results for Leavitt path algebras and inverse semigroup algebras
as special cases.

2. Etale groupoids and their algebras

In this paper, following the Bourbaki convention, a topological space will be called
compact if it is Hausdorff and satisfies the property that every open cover has a finite
subcover.
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2.1. Etale groupoids. A ropological groupoid ¢ is a groupoid (that is, a small
category each of whose morphisms is an isomorphism) whose object (or unit) space
4O and arrow space ¢V are topological spaces and whose domain map d, range map
r, multiplication map, inversion map and unit map u: 4© — ¢ are all continuous.
Since u is a homeomorphism with its image, we often identify elements of ¢®
with the corresponding identity arrows and view ¢© as a subspace of ¥V with the
subspace topology.

A topological groupoid ¥ is étale if d is a local homeomorphism. This implies
that r and the multiplication map are local homeomorphisms and that ¢® is open in
¢ [33]. Note that the fibers of d and r are discrete in the induced topology.

An étale groupoid is said to be ample [31] if 4 is Hausdorff and has a basis of
compact open sets. In this case ¢V is locally Hausdorff but need not be Hausdorf.
Note that any discrete groupoid is ample. A discrete group is the same thing as an
ample groupoid with a single object.

If x € 99, then the isotropy group G, at x is the group of all arrows g: x — x. The
orbit O, of x € G is the set of objects y such that there exists an arrow g: x — y. The
isotropy groups of elements in the same orbit are isomorphic.

2.2. Groupoid algebras. Let ¢ be an ample groupoid and R a commutative ring
with unit. Define R¥ to be the R-submodule of R?" spanned by the characteristic
functions yy with U € 4D compact open. If ¢V is Hausdorff, then R consists
precisely of the compactly supported, locally constant functions 4V — R. See [21,
35, 36] for details.

The convolution product on R ¥, defined by

Axp@= > Aeh™HhHM),

d(h)=d(g)

turns R into an R-algebra. Note that if U, V € 4© are compact open, then yy * yy =
xunv- The ring R is unital if and only if 4® is compact.

If ¢ is discrete, then the elements of R¥ are just the finitely supported functions
@™ — R and we can identify RY with the category algebra of ¢ (in the sense of
Mitchell [27, 41]). That is, we can identify the underlying R-module with the free R-
module RZD on ¥ and equip it with the unique product extending the product on

basis elements given by
gh if d(g) = r(h),
g-h=
0 celse.

3. Proof of Theorem 1.1

We shall first prove Theorem 1.1 under the hypothesis that ¢© is finite. Then we
shall show that the Noetherian (and hence Artinian) condition implies that 4© is finite.
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ProposITION 3.1. Suppose that 4 is an ample groupoid with 4© finite. Let Oy, ..., O
be the orbits of 9, let G; be the isotropy group of O; (well defined up to isomorphism)
and let n; = 0| fori=1,...,k. Then

k
RY = [ | M\ (RG))
i=1

for any commutative ring with unit R. In particular, RY is Noetherian if and only if
each RG; is Noetherian for i = 1,...,k, RY is Artinian if and only if R is Artinian
and 9 is finite and RY is semisimple if and only if ¢ is finite and R is a finite direct
product of fields whose characteristics do not divide the order of any G;.

Proor. Since d is a local homeomorphism and ¢4? is discrete, it follows that ¢V is
discrete, that is, ¢ is a discrete groupoid with finitely many objects. Thus, R¥ is the
usual category algebra of this groupoid [27, 41] and the isomorphism is then folklore
(cf. [38, Theorem 8.15], where it is proved for finite groupoids but only finiteness
of the set of objects is used in the proof). Namely, one fixes a base point x; € O;
(and assumes that G; = G,) and chooses, for each y € O;, an arrow g,: x; — y. The
isomorphism sends an arrow g: y — z in O; to gz‘1 88yE., € M,,(RG;), where we index
the rows and columns of matrices in the factor M, (RG;) by O,.

Since a finite product of rings is Noetherian (respectively, Artinian) if and only if
each factor is and a matrix algebra is Noetherian (respectively, Artinian) if and only
if the base of the matrix algebra is, we deduce that R% is Noetherian (respectively,
Artinian) if and only if each RG; is, for i = 1,. .., k. To complete the proof it suffices
to apply a result of Connell that states that a group algebra RG is Artinian if and only
if R is Artinian and G is finite [23], to apply Maschke’s theorem and to observe that a
groupoid is finite if and only if it has finitely many objects and each isotropy group is
finite (in which case, it has cardinality Zf:] nl.zlG,-l using the above notation). O

Let us prove a topological lemma, which is essentially a well-known result about
Boolean algebras.

Lemma 3.2. Let X be a Hausdorff space with a basis of compact open sets. Then X
satisfies the ascending chain condition on compact open subsets if and only if X is
finite.

Proor. Clearly, if X is finite, then it satisfies the ascending chain condition on compact
open subsets. Assume now that X satisfies the ascending chain condition on compact
open subsets. First observe that X is compact. Indeed, X must have a maximal compact
open subset K. If K # X and x € X \ K, then there is a compact open neighborhood U
of x and K U U 2 K is a strictly larger compact open subset. Thus, X = K. It follows
from compactness of X that the compact open subsets are closed under complement
and hence X also enjoys the descending chain condition on compact open subsets.
Hence, each point x € X is contained in a minimal compact open subset K,. Suppose
that y € K, \ {x}. Then, since X is Hausdorff with a basis of compact open subsets, there
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is a compact open subset V with x € V C K, and y ¢ V. This contradicts the minimality
of K, and we deduce that K, = {x}. Thus, X is discrete and compact, whence finite. O

Recall that if A is a ring and e, f € A are idempotents, then Ae C Af if and only if
ef =e.

ProPOSITION 3.3. Let & be an ample groupoid and suppose that RY is Noetherian for
some commutative ring with unit R. Then 9% is finite.

Proor. Let U, V € 9© be compact and open. Then yy, v € R¥ are idempotents and
R%yy CR%yy if and only if yynv = xu * xv = xv, that is, if and only if U C V. It
follows that if R% is Noetherian, then ¢® satisfies the ascending chain condition on
compact open subsets and hence is finite by Lemma 3.2. O

Theorem 1.1 is now an immediate application of Propositions 3.3 and 3.1.

4. Applications

In this section, we use Theorem 1.1 to characterize the Noetherian and Artinian
properties for Leavitt path algebras and for inverse semigroup algebras. The results for
Leavitt path algebras are due to Abrams ef al. [4, 5], in the special case of coeflicients
in a field; for inverse semigroup algebras the Noetherian result is due to Oknifiski [29]
and the Artinian result is a special case of Zelmanov’s results [42].

4.1. Leavitt path algebras. Let E = (E®, ED) be a (directed) graph (or quiver)
with vertex set E© and edge set E(). We use s(e) for the source of an edge ¢ and
r(e) for the range, or target, of an edge. A vertex v is called a sink if s~'(v) = 0 and it
is called an infinite emitter if | s~'(v)| = co. The length of a finite (directed) path « is
denoted |a|.

The Leavitt path algebra [1-3, 8] Lg(E) of E with coeflicients in the unital
commutative ring R is the R-algebra generated by a set {v € E©} of pairwise-
orthogonal idempotents and a set of variables {e, ¢* | e € E!V} satisfying the relations:

(1) s(e)e=e=er(e)forall e e EV;

(2) r(e)e* =e* =e*s(e)foralle e EWV;

(3) e'e =8, r(e)foralle,e € EV;

(4) v =2 ,e51(v)€€” whenever v is not a sink and not an infinite emitter.

It is well known that Lg(E) = R ¥ for the graph groupoid ¥ defined as follows.
Let OF consist of all one-sided infinite paths in E as well as all finite paths @ ending in
a vertex v that is either a sink or an infinite emitter. If « is a finite path in E (possibly
empty), put Z(a) = {aB € OE}. Note that Z(a) is never empty. Then a basic open
neighborhood of JE is of the form Z(a)\ (Z(ee;) U - -- U Z(e,)) with ¢; € EV for
i=1,...n (and possibly n = 0). These neighborhoods are compact open.

The graph groupoid ¥ is then given by:

° {4,5,0) =0E,;
o 9V ={(ay.lal - |Bl.By) € OE X Zx OE} | |al, |B] < oo.
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One has d(n, k,y) =y, r(n, k,y) = nand (n, k, y)(y,m, &) = (1, k + m,&). The inverse of
(. k. y) is (v, =k, ).

A basis of compact open subsets for the topology on %};D can be described as
follows. Let a, 8 be finite paths ending at the same vertex and let U C Z(«), V C Z(B)
be compact open with ay € U if and only if 8y € V. Then the set

(U’ CY,B, V) = {a’% |Q’| - Iﬁl’ﬁ’)/) | ay € U’By € V}

is a basic compact open set of gél). Of special importance are the compact open
sets Z(a, B) = (Z(a), a, 8, Z(B)) = {(ay, || — |B], By) € 4V}, where a, 8 are finite paths
ending at the same vertex.

There is an isomorphism Lg(E) — R %y that sends v € E© to the characteristic
function of Z(e,, &,), where &, is the empty path at v, and, for e € EW, it sends e to the
characteristic function of Z(e, &,,)) and e* to the characteristic function of Z(gy), €);
cf. [15, 19, 21, 39].

In [4], the finite-dimensional Leavitt algebras over a field were characterized. The
Noetherian Leavitt path algebras over a field were determined in [5, Theorem 3.10].
We extend these results to arbitrary base rings using groupoid methods (the original
proofs were purely algebraic).

By a cycle in a directed graph E, we mean a simple, directed, closed circuit. A
cycle is said to have an exir if some vertex on the cycle has out-degree at least two.
The graph E is said to satisfy condition (NE) if no cycle in E has an exit. The following
is presumably well known but I do not know a reference.

ProrosiTioN 4.1. Let E be a graph. Then géo) is finite if and only if E is finite and
satisfies condition (NE).

Proor. Suppose first that 4" = JE is finite. Then E©® must be finite as the cylinder
sets Z(g,) with v € E© are pairwise disjoint and nonempty. As the cylinder sets Z(e)
with e € EV are pairwise disjoint and nonempty, we deduce that E(" is finite and
hence E is finite. Suppose now that some cycle contains an exit. Then there is a vertex
v of out-degree at least two such that there is a cycle « starting at v. Let e be an edge
emitted by v not belonging to «. Then the cylinder sets Z(a"¢) with n > 0 are nonempty
and pairwise disjoint, again contradicting that JF is finite. Thus, E satisfies condition
(NE).

Conversely, suppose that E is finite and no cycle has an exit. Then any path of
length greater than |[E©| must enter a cycle and it can never leave that cycle. Thus, 0E
consists of those paths of length at most |[E©| ending at a sink and those infinite paths
of the form a8 --- with a a path of length at most |[E®| and 8 a cycle. As a finite
graph has only finitely many cycles (as cycles do not repeat vertices), we conclude
that gg)) = OE is finite. mi

The next proposition, characterizing isotropy in graph groupoids, should also be
considered folklore.
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Prorosition 4.2. Let E be a graph and 'y € OE. Then the isotropy group G, is trivial
unless y = p{{---, where p is a path and { is a cycle, in which case G, = Z.

Proor. An isotropy group element is of the form g = (y, k, y), where y = aé = ¢ with
k = |a| — |8|. Moreover, g is a unit unless k # 0. If k # 0, replacing g by its inverse
we may assume that |a| > |B|. Then @ = 8y and & = né = nn---. We thus deduce that
v =pL{--- with p a path and ¢ a cycle. Moreover, G, = {y} X H x {y} = H = Z with
H a nontrivial subgroup of Z. O

As RZ = R[x, x™'], the Laurent polynomial ring in one variable over R, we
immediately obtain from Propositions 4.1 and 4.2, Hilbert’s basis theorem and
Theorem 1.1 the following result, generalizing [4] and [5, Theorem 3.10].

Tueorem 4.3. Let E be a directed graph (that is, a quiver), R a commutative ring with
unit and Lg(E) the Leavitt path algebra of E over R.

(1) Lg(E) is Noetherian if and only if R is Noetherian, E is finite and no cycle in E
has an exit, that is, E satisfies condition (NE). Moreover, in this case Lgr(E) is a
finite direct product of matrix algebras over R and R[x, x™'].

(2) Lg(E) is Artinian if and only if R is Artinian and E is finite acyclic, in which case
it is a finite direct product of matrix algebras over R.

(3) Lg(E) is semisimple if and only if R is a finite direct product of fields and E is
finite acyclic.

4.2. Inverse semigroups. An inverse semigroup is a semigroup S such that, for
each s € §, there exists a unique s* in S with ss*s = s, s*ss* = s*; see [26] for an
introduction to inverse semigroup theory. Connections between inverse semigroups,
étale groupoids and operator algebras can be found in [24, 31, 32]. In particular, each
ample groupoid algebra is a quotient of an inverse semigroup algebra [36]. It is shown
in [36, Theorem 6.3] that if R is a commutative ring with unit and S is an inverse
semigroup, then RS = RY(S), where ¢(S) is Paterson’s universal groupoid of S [31],
a certain ample groupoid associated to S [24, 31, 36]. The full description of this
groupoid is a bit complicated but we describe some of its salient features.

The set E(S) of idempotents of S is a commutative subsemigroup [26]. The unit
space of 4(S) is the set of homomorphisms from E(S) to {0, 1} (with the latter viewed
as a semigroup under multiplication). Thus, ¢(S)© is finite if and only if E(S) is
finite as the homomorphisms from an idempotent, commutative semigroup (that is,
a meet semilattice) to {0, 1} separate points. Moreover, when E(S) is finite ¢ (S)®"
is in bijection with §, the isotropy groups are precisely the maximal subgroups of
S and, in fact, ¢(S) reduces to the so-called underlying groupoid of the inverse
semigroup considered in [26] or [34]; see [36] for details. Recall that a maximal
subgroup of S is a unit group of a monoid eSe with e € E(S). Thus, Theorem 1.1
recovers Okniriski’s theorem [29] (see also [30, Ch. 12, Corollary 9]) and Zelmanov’s
theorem [42] (restricted to inverse semigroups).
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THEOREM 4.4. Let S be an inverse semigroup and R a commutative ring with unit.

D

2
3

RS is Noetherian if and only if S has finitely many idempotents and RG is
Noetherian for each maximal subgroup G of S.

RS is Artinian if and only if R is Artinian and S is finite.

RS is semisimple if and only if S is finite and R is a finite direct product of fields
whose characteristics divide the order of no maximal subgroup of S .

In any of these cases, RS is isomorphic to a finite direct product of matrix algebras
over group algebras of maximal subgroups.
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