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Abstract

The international community, and the UN in particular, is in urgent need of wise policies, and a regulatory institution
to put data-based systems, notably AI, to positive use and guard against their abuse. Digital transformation and
“artificial intelligence (AI)”—which can more adequately be called “data-based systems (DS)”—present ethical
opportunities and risks. Helping humans and the planet to flourish sustainably in peace and guaranteeing globally that
human dignity is respected not only offline but also online, in the digital sphere, and the domain of DS requires two
policy measures: (1) human rights-based data-based systems (HRBDS) and (2) an International Data-Based Systems
Agency (IDA): IDA should be established at the UN as a platform for cooperation in the field of digital transformation
and DS, fostering human rights, security, and peaceful uses of DS.

Key theme

The urgent need for wise international policies and a UN institution to help put “AI” to positive use for
humanity and provide guardrails against risks of their abuse.

Policy Significance Statement

This comment is significant for policymakers because it outlines concretely how to share the benefits, and
manage the risks, of digital transformation and so-called “artificial intelligence (AI)” with two concrete policy
measures: (1) human rights-based data-based systems (HRBDS) and (2) an International Data-Based Systems
Agency (IDA)—like the International Atomic Energy Agency (IAEA): IDA would serve as a platform for
cooperation in the field ofDS to promote the human rights, security, and nonoppressive use aspects ofDS and as a
global supervisory and approvals agency.

1. Introduction

Digital transformation and so-called “Artificial intelligence (AI)” present humanity and the planet with
enormous ethical opportunities, as well as with ethical risks. The UNGeneral Assembly recently adopted
a resolution aiming for “safe, secure and trustworthy artificial intelligence systems” (United Nations
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General Assembly, 2024). It is now urgent to implement, and build on, the UN General Assembly
resolution.

This comment suggests that an International Data-Based Systems Agency (IDA) needs to be estab-
lished urgently at the UN as a global platform for technical cooperation in the field of data-based systems
(DS), fostering human rights, safety, security, and peaceful uses of DS, as well as a global supervisory and
monitoring institution and regulatory authority in the area of DS responsible for access to market
approval.

2. Data-based systems (DS) rather than “Artificial Intelligence”

Technologies cannot perform as moral subjects or moral agents. Humans carry the ethical responsibility
for machines. Humans must lay down ethical principles and ethical and legal norms; set a framework,
goals, and limits of digital transformation; as well as define the use of machines in addition to examining,
analyzing, evaluating, and assessing technology-based innovation from an ethical perspective.

The term “data-based systems (DS)” (Kirchschlaeger, 2021) would bemore appropriate than “artificial
intelligence” because this term describes what actually constitutes “artificial intelligence”: generation,
collection, and evaluation of data; data-based perception (sensory, linguistic); data-based predictions; and
data-based decisions.

Pointing to its core characteristic, namely of being based on data and relying exclusively on data in all
its processes, its own development, and its actions—more precisely its reactions to data—lifts the veil of
the inappropriate attribution of the myth of “intelligence” covering substantial ethical problems and
challenges of data-based systems. This allows more accurateness, adequacy, and precision in the critical
reflection on data-based systems.

3. Ethical opportunities and risks of DS

“Data-based systems (DS)” comprise ethical opportunities and ethical risks. DS can be powerful, e.g., not
only for fostering human dignity and sustainability but also for violating human dignity or for destroying
the planet. Elon Musk has warned: “AI is far more dangerous than nukes [nuclear warheads]. So why do
we have no regulatory oversight? This is insane” (Clifford, 2018).

Humans need to become active so that digital transformation and DS do not simply happen but that
humans shape it. This is necessary so that digital transformation and DS will neither be reduced to an
instrument serving pure efficiency increase but can rise to its ethical potential. More importantly, there is a
need for normative guidance to review the economic self-interests that run digital transformation and DS
so far almost exclusively (Zuboff, 2019) and to guide calls for international regulations and governance in
the digital domain and in the sphere of DS.

4. Existing global governance initiatives

Humanity and the planet are struggling with the enormous ethical and legal problems that digital
transformation and the use of DS pose. Among others, there are constant violations of the human rights
to privacy and data protection. Data are stolen from humans and sold to the highest bidder. The continuous
disrespect of privacy and data protection represents a massive attack on the freedom of all humans.

Several declarations, recommendations, principles, and guidelines have contributed to a debate about
the international governance of DS. The European Parliament and Council reached political agreement on
the European Union’s Artificial Intelligence Act (‘EU AI Act’) (European Commission, 2024). The EU
AIAct aims to represent a comprehensive legal framework for the regulation of AI systems across the EU,
ensuring the safety of and the respect of fundamental rights by DS as well encouraging investment and
innovation in the field of DS.

Other legal initiatives are also pursued in China and in the USA at the federal level, and several
governments at the state level have released new regulations leading to the categorization of these
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activities as “American Market-Driven Regulatory Model”, as “Chinese State-Driven Regulatory
Model”, and as “European Rights-Driven Regulatory Model” (Bradford, 2023).

The rapidly developing technical possibilities for disinformation and manipulation of people through
large language models such as “Chat GPT” open new horizons in this regard. At the same time, quality
journalism as a pillar of democracy will come under even greater economic and political pressure. This is
because media channels can be filled with texts from “Chat GPT” at low cost. Moreover, economic
manipulation affects humans as consumers. DS know exactly—to use a metaphor—which piano keys it
must hit to make the music play, in other words, to make humans shop the way it wants humans to.

Another set of security risks concerns the mental health of children and young people due to the impact
of social media as well as for physical health and for the lives of all of us because of the existential
consequences of DS-based cyber-attacks and military applications of DS for global peace and security.

Allowing humans and the planet to flourish sustainably and guaranteeing globally that human dignity
is respected not only offline but also online and in the digital sphere as well as in the domain of DS, the
following concrete measures are proposed.

5. Human rights-based data-based systems HRBDS

Human rights as an ethical frame of reference could provide, as a minimum, the necessary normative
guidance. Human rights offer the major benefit of being based on a simple concept and focusing on the
essentials. Besides the ethical justifiability of human rights and their universality (Kirchschlaeger, 2013a),
they define the minimum standards guaranteeing that all humans—always, everywhere—can physically
survive and lead a life with dignity—a life worth living. They also encourage and foster innovation by
protecting people’s freedom to think, express their opinion, and access information, as well as promote
pluralism by respecting each person’s right to self-determination.

Based on these considerations, we should strive for human rights-based design, development,
production, use of data-based systems, and nonuse of data-based systems based on human rights
concerns—we need human rights-based data-based systems HRBDS (Kirchschlaeger, 2013b, 2021)
including a precautionary approach, the reinforcement of existing human rights instruments specifically
for data-based systems, and the promotion of algorithms supporting and furthering the realization of
human rights (Quintavalla/Temperman, 2023).

HRBDS means—in other words—that human rights are respected, protected, implemented, and
realized within the entire life cycle of DS and the complete value-chain process of DS.

6. International data-based systems agency IDA

In order to implement and realize HRBDS as regulatory framework serving the humane and sustainable
future of humanity and the planet, an International Data-Based Systems Agency (IDA)—analogous to the
International Atomic EnergyAgency (IAEA) needs to be established at the UN. It would be a platform for
technical cooperation in the field of digital transformation and DS for state and nonstate actors (including
of course the private sector, civil society, and organizations and institutions active in this field). Integrated
in or associated with the UN, it should work for the safe, secure, and peaceful uses of data-based systems,
contributing to international peace and security, the respect and realization of human rights, and the
United Nations’ Sustainable Development Goals as a global supervisory and monitoring institution and
regulatory authority in the area of DS responsible for access to market approval. Its global and inclusive
approach will permit it to master the risk of fragmentation in the field.

IDA could be built following the model of the International Atomic Energy Agency IAEA (IAEA,
2011) as an “institution with teeth” because thanks to its legal powers, functions, enforcement mechan-
isms and instruments, the IAEAwas able to foster innovation and ethical opportunities while at the same
time protecting humanity and the planet from the existential risks in the domain of nuclear technologies
(IAEA, 2013) which also embrace the same dual nature as DS covering both ethical upsides and
downsides.
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More and stricter commitment to the legal framework is necessary as well as regulation that is precise,
goal-oriented, and strictly enforced. The IDAwould serve this necessity. In this way, regulation may also
be advantageous economically.

Compared to other models for global governance of DS—themodel of the Intergovernmental Panel on
Climate Change (IPCC) (Carnegie Council for Ethics in International Affairs, 2023) and the model of the
International Civil Aviation Organization (ICAO) (BakerMcKenzie, 2023)—, IDA promises to reach the
precision, the goal orientation, and the strict enforcement not only necessary to guarantee the flourishing
of humanity and the planet from an ethical standpoint but also to foster innovation from an economic point
of view.

What makes the establishment of an IDA realistic is not only its essential and minimum normative
framework, its practice-oriented and participatory governance structure as well as its striving for
legitimacy combined with fostering innovation but also that in the past, humanity has shown that when
the well-being of people and the planet is at stake, humanity can focus on what is technically feasible
rather than blindly pursuing all that is technically possible.

The legal basis for the establishment of IDA should be a UN resolution elaborating and adopting the
text of the Statute of IDA constituting the following elements of IDA:

a. Purpose: The purpose of IDA would be—as defined above—to be a platform for technical
cooperation in the field of digital transformation and DS, fostering human rights, safety, security,
and peaceful uses ofDS, and to act as a global supervisory andmonitoring institution and regulatory
authority responsible for access tomarket approval partnering with and supporting on a global level
the work of the national regulatory authorities in the area of digital transformation andDS. It should
foster the safe, secure, and peaceful uses of data-based systems, contributing to international peace
and security, to the respect and realization of human rights, and the United Nations’ Sustainable
Development Goals.

b. 30 IDA-principles (please see appendix)
c. Legal Status of IDA (please see the appendix)
d. Membership of IDA (please see the appendix)
e. Rights and Responsibilities of IDA (please see the appendix)
f. Mechanisms, Measures and Instruments of IDA (please see the appendix)
g. Governance of IDA (please see the appendix)

7. Broad global support for IDA

Besides a growing international and interdisciplinary network of experts which calls for the establishment
of HRBDS and IDA (IDA, 2024), the Elders—an independent group of world leaders founded by Nelson
Mandela that includes former UN Secretary General Ban Ki-moon and Ireland’s first female President
Mary Robinson—recently endorsed the concrete recommendations for human rights-based DS and a
global agency to monitor them and called upon the UN to take appropriate action. In their statement of
May 31, 2023, the Elders took two specific suggestions for action from the book “Digital Transformation
and Ethics. Ethical Considerations on the Robotization and Automation of Society and the Economy and
the Use of Artificial Intelligence” (Kirchschlaeger, 2021)— “human rights-based data-based systems”
and above all the creation of an “International Data-Based Systems Agency IDA” at the UN following the
model of the International Atomic Energy Agency IAEA.

Thus, the Elders declared that: “A new global architecture is needed to manage these powerful
technologies within robust safety protocols, drawing on the model of the Nuclear Non-Proliferation
Treaty and the International Atomic Energy Agency. These guardrails must ensure AI is used in ways
consistent with international law and human rights treaties. AI’s benefits must also be shared with poorer
countries. No existing international agency has the mandate and expertise to do all this. The Elders now
encourage a country or group of countries to request as a matter of priority, via the UNGeneral Assembly,
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that the International Law Commission draft an international treaty establishing a new international AI
safety agency” (The Elders, 2023).

The idea of a human rights-based and legally binding regulatory framework as well as the establish-
ment of an institution enforcing the global regulation enjoys the support of Pope Francis (Pope Francis,
2024).

UN Secretary General António Guterres also supports a human rights-based and legally binding
regulatory framework and the creation of an international AIwatchdog body like the International Atomic
Energy Agency (IAEA): “I would be favorable to the idea that we could have an artificial intelligence
agency (…) inspired by what the international agency of atomic energy is today.” (Guterres, 2023a) In the
UN Security Council on July 18, 2023, he has called for a new UN body like IDA to tackle threats posed
by artificial intelligence (Guterres, 2023b).

UN High Commissioner for Human Rights Volker Türk has demanded “urgent action” and proposed
human rights-based HRBDS and a coordinated global response towards an institutional solution like the
creation of an “International Data-Based SystemsAgency IDA” in his most recent statement about AI and
human rights on July 12, 2023 (Türk, 2023).

The UN Human Rights Council unanimously adopted, on July 14, 2023, its latest resolution on “New
and emerging digital technologies and human rights” (UNHuman Rights Council, 2023) which included
for the first time an explicit reference to AI and the promotion and protection of human rights. The
Resolution emphasizes that new and emerging technologies with an impact on human rights “may lack
adequate regulation” highlighted the “need for effective measures to prevent, mitigate and remedy
adverse human rights impacts of such technologies” and stressed the need to respect, protect, and promote
human rights “throughout the lifecycle of artificial intelligence systems”. It called for frameworks for
impact assessments related to human rights, for due diligence to assess, prevent, and mitigate adverse
human rights impact, and to ensure effective remedies, human oversight, and accountability.

On March 21, 2024, the UN General Assembly unanimously adopted a resolution “Seizing the
opportunities of safe, secure and trustworthy artificial intelligence systems for sustainable development”
(UN General Assembly, 2024) on the promotion of “safe, secure and trustworthy” “artificial intelligence
(AI)” systems that will also benefit sustainable development for all. It emphasizes: “The same rights that
people have offline must also be protected online, including throughout the life cycle of artificial
intelligence systems.”

Also, some voices from multinational technology companies—among others, Sam Altman (Founder
of OpenAI that developed ChatGPT)—have called for IDA (Euronews, 2023; Santelli, 2024).

Now is the time.
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