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Abstract
In the present work, a folding wing system (FWS) was developed for guided ammunitions, so that the swept-back
angle could be adjusted during both gliding and diving phases. Unlike previous designs, the FWS does not have
any fixing mechanisms or brake elements, and it provides folding functionality to reduce the drag force during
the terminal phase. We conducted mechanism design, manufactured the FWS, performed system identification and
designed various controllers including linear quadratic regulator (LQR), linear quadratic integrator (LQI), sliding
mode control (SMC) and second-order sliding mode control (SOSMC) to adjust and hold the desired swept-back
angles. Then, the performance of the FWS was tested experimentally under two different flight scenarios, with and
without aerodynamic loads. While all controllers operated with almost zero steady-state error (SSE) in the absence
of aerodynamic loads, the SOSMC was the most effective controller under aerodynamic loads, considering SSE,
delay, chattering, and energy consumption.

Nomenclature

L2, distance between wing hinge to link hinge
L3, length of connection rod
c, eccentricity
θ2, wing angle
θ3, connection rod angle
θ̇2, angular velocity of wing (L2)
θ̇3 angular velocity of connection rod (L3)
s, slider position
ṡ, velocity of slider
Nvelocity, transmission ratio
θ̇motor, angular velocity of motor
p, screw pitch
i, reducer ratio
Kt, torque constant of motor
Jeq, equivalent moment of inertia of FWS reduced to motor
i, motor current
Beq, equivalent viscous friction of the system reduced to motor.
y(t), measured noisy output
nu, number of input channel

C© The Author(s), 2023. Published by Cambridge University Press on behalf of Royal Aeronautical Society.

https://doi.org/10.1017/aer.2023.77 Published online by Cambridge University Press

https://doi.org/10.1017/aer.2023.77
https://orcid.org/0000-0003-4148-4825
https://orcid.org/0000-0002-8261-4844
https://orcid.org/0000-0002-7003-3815
https://orcid.org/0000-0001-6101-6178
https://orcid.org/0000-0002-6309-226X
mailto:fuaterden@sivas.edu.tr
mailto:aydin.tuzun@tubitak.gov.tr
http://crossmark.crossref.org/dialog?doi=https://doi.org/10.1017/aer.2023.77&domain=pdf
https://doi.org/10.1017/aer.2023.77


The Aeronautical Journal 789

nk, input delay
u(t), controlled input
e(t), white noise
q−1, time shift operator
x(t), state vector
u(t), input vector
KLQR, LQR gain matrix
J, cost function
V , V̇ , V̈ , Lyapunov function and its derivatives
�A, �B, �C, unknown model uncertainties
d(t), external disturbance of the system
D (t, u(t)), lumped uncertainty
Dmax, upper bound for the uncertainty
s, sliding surface variable
e, ė, ë, tracking error and its derivatives
xd, ẋd, ẍd, desired position and its derivatives
u, control signal
ueq, equivalent control switching control
usw, switching control
λ, λ2, k, ks, positive independent parameter gains
βc, gain parameter of sliding surface

1.0 Introduction
Smart systems are ushering in a new era with developing technology and are widely used now in various
applications including military. For instance, low-cost smart ammunitions are providing battle superior-
ity thanks to their excellent precision and high reliability [1–3]. In the past, general-purpose bombs which
are launched from aircrafts and approach their target primarily via gravity, lacked target-seeking and/or
guidance features, and thus had limited precision [1, 4]. The development of guidance kits transformed
these once-unguided free-fall bombs to efficient, reliable and deadly air-to-ground smart ammunitions
[5]. In fact, various guidance kits have been developed to date such as laser guidance and precision
guidance [4, 6–8]. However, maximum range of general-purpose bombs are still limited due to lack of
propulsion, and guidance kits won’t offer a solution to this drawback [5, 9–11]. This problem can be
resolved by attaching a wing kit to the ammunition, such as in the case of Joint Direct Attack Munition-
Extended Range (JDAM-ER) or Wing-Assisted Guidance Kit (WGK) [11–13]. In the previous wing
kits, the wings are fixed at a predetermined optimum angle, shortly following the launch of ammunition
[14–25]. They could operate only in one direction and as the term fixed implies, previous designs won’t
allow to change the swept-back angle anymore once the wings are fixed at the predetermined angle.
Even though the fixed wings increase the maximum range during the gliding phase, they could also
cause extra drag force during diving towards the target. This drag force causes the bomb to slow down,
reducing its destructive power, and creates a drag moment on the wings [26]. In fact, the guidance kit
might balance this moment up to a point by creating a counter moment. Yet, this momentum still could
cause the angle-of-attack to change, limiting the accuracy and precision [27].

To solve this, we developed a folding wing system (FWS) with an adjustable swept-back angle fea-
ture in the present work. The idea is to design and develop a folding mechanism and a controller, which
could change the swept-back angle both during the gliding and diving phases. By this way, the swept-
back angle could be adjusted to 90◦ (wing closed position) during the diving phase to eliminate the drag
force, and thus will minimise the risk of any change in the angle-of-attack. Besides, the proposed mech-
anism could also be used in continuously adjusting the swept-back angle during the gliding phase to
maximise precision and accuracy. In addition to this, our system could be used in adapting the ammuni-
tion to any environmental or unforeseen disturbances that could arise during a mission. Besides, such a
system could also be adapted in the future to loitering ammunitions. It is known that there are currently
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six main configurations exist for loitering ammunitions, namely conventional fixed-wing, canard, delta
wing, cruciform wing, tandem wing and rotorcraft [28]. However, none of them provides two-directional
movement of wings during the flight. Overall, the main contributions of this work are that this is the
first paper on the development of a wing kit with a foldable feature, which could provide many advan-
tages over conventional designs as mentioned previously. Also, this work could help to develop various
loitering ammunition designs with folding functionality in the future.

In this work, design parameters, controller parameters and flight scenarios for specific general-
purpose bombs were used based on the expertise of an institute working on development of bombs
and such kits for about 50 years. Briefly, we designed a slider-crank mechanism driven by a brushless
direct current (BLDC) motor. The folding wings are actuated through a connection rod upon movement
of the slider on the longitudinal axis. In contrast to previous wing kits, the as-developed FWS provides
a folding functionality and there are not any fixing mechanisms or brake elements for fixing of wing
position. Instead, controllers were designed to adjust and hold the desired swept-back angles. Naturally,
the air conditions would not be static during any mission, and thus, as-developed FWS should actually
be capable of adapting to a dynamic environment. To ensure this, we compared the performances of
linear and nonlinear controllers under various aerodynamic loads for a specific flight scenario. Overall,
linear quadratic regulator (LQR), linear quadratic integrator (LQI), sliding mode control (SMC) and
second-order sliding mode control (SOSMC) algorithms were implemented to adjust the swept-back
angle through BLDC motor position. We report that while all controllers followed the reference input
precisely in the absence of aerodynamic disturbances, the chattering phenomenon was observed in the
case of SMC. Regarding the flight scenario with aerodynamic disturbances, LQI, SMC and SOSMC per-
formed efficiently with a nearly zero steady-state error (SSE) (0.01◦, 0.05◦, 0.05◦, respectively), while
LQR performed with a 0.39◦ SSE. Also, it is worth mentioning that all results are obtained with the
physical FWS in real-time.

2.0 Materials and methods
The present work involves a mechanism design, then material selection, manufacturing of all compo-
nents and assembling of the proposed FWS. Following this, system identification and controller design
were conducted. Finally, controller performances were tested under two different flight scenarios (one
with aerodynamic loads, and one without aerodynamic loads). All of these steps are explained in detail
through this section.

2.1 Mechanism design and system modelling
When starting the conceptual design of a wing kit, firstly, a designer should consider how ammunitions,
particularly the ones with a wing kit, are carried in fighter aircrafts. In fact, ammunitions with a wing kit
attachment can only be stored in fighter aircrafts when the wings are at their closed position, or in other
words when the swept-back angle is 90◦ [29, 30]. Previous wing kits are designed in such a way that they
could operate only one-time and one-direction to reach a fixed swept-back angle after the ammunition is
launched from the aircraft as afore-mentioned in the introduction section [5]. These systems are mostly
driven by a pulley, an electromechanical actuator or piston member (i.e., pneumatic, pyrotechnic-based,
hydraulic) to adjust and lock the wings [14–25, 31–33]. However, pulleys or pre-compressed tension
springs need to be installed again for any reverse direction movements. For piston driven systems, an
extra gas tank is necessary for the similar purpose. In other words, it is simply not possible to control the
wings in two-directions with current wing kit designs, unless these improvements are implemented. On
the other hand, these additions would inevitably increase the cost and complicate the mechanisms, as
well as necessitating extra space. Instead of these, the proposed FWS mechanism could drive the wings
in two directions by a BLDC motor. The electromechanical actuator (BLDC motor) could change the
direction through changing the sign of current, and thus, the swept-back angle could easily be adjusted
to reach any desired position during the flight without the necessity of any brake or fixing mechanisms.
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Figure 1. CAD design of the FWS at 90◦ swept-back angle: components and mechanism illustration.

In this study, working conditions were chosen as 40◦–90◦ for swept-back angle, 1 s for time elapsed
to open/close the wings, and two flight scenarios were considered with and without external loads on
wings. In other words, the FWS considered here must open/close the wings from 40◦ to 90◦ (and vice
versa) in 1 s and can operate under aerodynamic disturbances. A slider-crank mechanism was designed to
fulfill these requirements, and the FWS contains a screw for slider movement, as well as twin connection
rods to pull the wings as can be seen in Fig. 1. The FWS was designed with symmetrical connection
rods and wings that rotate in reverse directions to balance the inertia and moments generated during the
wing rotation process, and hence, minimising any adverse effects on flight stability. The motor assembly
was put inside a casing and mounted through screw to the FWS. The connection rods were connected
to the slider and wings by revolute joints. Link dimensions and eccentricity were optimised through
the closed-loop equation to minimise control torque and mechanism stroke. The closed-loop equation
Equation (1) and its derivative Equation (2) are:

s + ic = L2eiθ2 + L3eiθ3 (1)

ṡ = L2θ̇2e
iθ2 + L3θ̇3e

iθ3 (2)

where L2, L3, c, θ2, θ3, θ̇2, θ̇3, s and ṡ are the distance between wing hinge to link hinge, length of
connection rod, eccentricity, wing angle, connection rod angle, angular velocity of wing (L2), angular
velocity of connection rod (L3), slider position and velocity of slider, respectively (Fig. 1). When wing
position changes from closed to open or vice versa, the relationship between the position and the velocity
of each mechanism components and the swept-back angle is shown in Fig. 2.

In mechanism design, it is important to consider the mechanism transmission ratio, which defines
the relation between input and output [34]. Regarding the transmission ratio of the FWS developed in
this work, it represents the relation between angular velocity of motor and angular velocity of wings,
and can be calculated by Equation (3):

Nvelocity = θ̇motor

θ̇2

= 2π i

p
L2

sin (θ2 − θ3)

cos (θ3)
(3)

where Nvelocity is the transmission ratio, θ̇motor is the angular velocity of motor, p is the screw pitch and i
is the reducer ratio.

For convenience, the motor position (θmotor) is divided by Nvelocity to calculate the actual rotation of
wings. The mean of Nvelocity was found to be 671 by averaging it for different swept-back angle values as
depicted in Fig. 3a. Briefly, it implies that when the motor completes about 1.86 turns (671◦ rotation),
the wing swept-back angle is changed by 1 degree. Figure 3b illustrates the relation between the motor
torque and swept-back angle to adjust opened position (40◦) in 1 s under varying loads. The aerodynamic
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Figure 2. Changes in the swept-back angle versus position (a), and velocity (b) of each mechanism
links.

disturbance on the wings is increasing with swept-back angle, and thus higher motor torques are required
to reach higher angles, as expected. Also, Fig. 3b shows normalised motor rpm values with respect to
maximum motor rpm and as can be seen, the normalised values increase to some point, after that starting
to decrease due to the behaviour of the slider-crank mechanism [35, 36].

Following the mechanical design, approximately 40 different components are produced to assemble
the proposed FWS. As the proposed kit is designed to be used in guided ammunitions, structural com-
ponents are manufactured from aluminum due to its optimum weight and mechanical properties [37].
Transmission parts are manufactured from stainless steel due to its excellent wear resistance. The pho-
tographs of the as-manufactured FWS with 40◦ and 90◦ swept-back angle are given in Fig. 4 for better
illustration.

To evaluate the system dynamics, the mathematical model of the FWS is required. Since the current
controlled BLDC motor driver is utilised in the present work, the system transfer function should be
established between the applied current function and the measured motor positions. BLDC motor is
modelled based on the assumptions that stator and rotor reluctance angles are not changing, power
semiconductor devices are ideal, mechanical components are rigid, iron losses are negligible and the
motor is unsaturated [38–41]. In this case, there should be a linear relationship between output torque τ

and current i through the windings, τ = Kti [38–41]. The dynamic equation of the FWS, and its Laplace
transform are given in Equation (4), (5) and (6):

Jeq.θ̈motor(t) + Beq.θ̇motor(t) = τmotor = Kt.imotor(t) (4)

Jeq.θmotor (s) .s2 + Beq.θmotor (s) .s = .Kt.Imotor (s) (5)

θmotor (s)

Imotor (s)
= Kt

Jeq.s2 + Beq.s
=

Kt

Beq

Jeq

Beq

.s2 + s
(6)
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Figure 3. Changing of transmission ratio (a), and motor torque under load (b) with swept-back angle.

where Kt is torque constant of the motor, Jeq is the equivalent moment of inertia of FWS reduced to
motor, i is motor current and Beq is equivalent viscous friction of the system reduced to motor. Following
this, the relationship between motor current and swept-back angle is defined as a transfer function in
Equation (7):

Gplant (s) =
θmotor (s)

Nvelocity

Imotor (s)
= θ2 (s)

Imotor (s)
=

Kt

Nvelocity

Jeq.s2 + Beq.s
=

Kt

NvelocityBeq

Jeq

Beq
.s2 + s

(7)

https://doi.org/10.1017/aer.2023.77 Published online by Cambridge University Press

https://doi.org/10.1017/aer.2023.77


794 Sayıl et al.

Figure 4. Photographs of the FWS: the swept-back angle is 90◦ (a and c), and 40◦ (b and d) in the
absence (a and b) and presence (c and d) of aerodynamic loads.

2.2 System identification
System identification is a technique that converts physical systems or processes to mathematical models
by obtaining experimental data through sending various signals. These mathematical models are used in
control system design, fault detection, estimation of system characteristics and understanding of system
dynamics [42]. In fact, a proper selection of the input signal increases the model prediction accuracy.
There are various input signals that could be used to utilise for the identification of a system, including
chirp, multi-sine, pseudo random binary sequence (PRBS) and impulse [43, 44]. Among them, PRBS
is a popular input signal for system identification due to its simplicity [45, 46]. It involves a sequence of
step functions that could be utilised in a wide range of frequencies. Therefore, PRBS signal was selected
in the present work to excite physical FWS system dynamics.

The PRBS signal excited the physical FWS for the identification process and the system was assumed
as a grey box system. Besides, the model orders were known through the dynamic equation of the FWS.
The amplitude of PRBS was arranged as 2A since our preliminary studies show that 2A amplitude allows
the slider to go through the entire mechanism stroke.

Regarding estimation of the system models, Box-Jenkins (BJ) is one of the most widely used tech-
niques to develop reliable models in system identification [46, 47]. One of the advantages of using a
BJ model is that it provides better predictions for closed-loop models [48]. During identification of the
system, some problems might be encountered that make the model estimation worse. For example, if
the noise model has the same poles as the system model, the sensor measurement noise might resemble
the actual input signal, and thus, making it difficult to correctly estimate the plant states [49]. Using the
BJ method helps to avoid such risks, because the noise and the process are modelled independently in
the BJ model structure [49]. The BJ model is structured as a discrete-time transfer function with noise
integration model and given in Equation (8) [50–52]:

y(t) =
nu∑

i=1

Bi (q)

Fi (q)
u (t − nki) + C (q)

D (q) (1 − q−1)
e(t) (8)

where y(t) is the measured noisy output, nu is the number of input channel, nk is the input delay, u(t) is
a controlled input, e(t) is white noise, 1

1−q−1 is the integrator in noise channel, and B, C, D and F are
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polynomial variables expressed in time shift operator, q−1. Also, orders of the BJ model(
nb, nc, nd, nf

)
are defined as [50–52]:

nb: B (q) = b1 + b2q−1 + . . . + bnb q−nb+1 (9)

nc: C (q) = 1 + c1q−1 + . . . + cnc q
−nc

nf : F (q) = 1 + f1q
−1 + . . . + fnf q

−nf

nd: D (q) = 1 + d1q−1 + . . . + dnd q−nd

[
nb nc nd nf nk ]=[ 1 4 4 2 1

]
(10)

A coefficient vector is defined to represent Box–Jenkins model orders and delays [51]. This vec-
tor must consist of positive integers. We determined the coefficient vector of our BJ model iteratively
through goodness of fit and mean squared error criteria as given in Equation (10). Therefore, the resultant
vector suggests that we have a total of 11 coefficients (b1, c1, c2, c3, c4, f1, f2, f3, f4, d1, d2).

2.3 Controller design
The controller of the developed FWS was designed to control the swept-back angle and adjust the desired
position in a short time. Simply, position error is calculated using an encoder and reference angle.
Then, position error is used as an input of our controller. The controller provides a current signal as
its output. The motor driver converts this signal to a proper current, which becomes the input of our
BLDC motor. In this work, LQR, LQI, SMC and SOSMC are designed, and their real-time results are
compared.

LQR is a widely used optima l control technique in practical engineering, and thus it is chosen for
performing the precision position control of FWS. It seeks a controller that could minimise the cost
function, J, as given in Equation (13). LQR takes the states of the dynamical system and control input
into account to make optimal control decisions using two positive definite matrices, which are called Q
and R. In fact, the elements of these matrices can be adjusted by designers to better satisfy the system
requirements. Q matrix penalises the departure of system states, while R matrix penalises the control
input [53]. The state space model of the system is defined as below:

ẋ(t) = Ax(t) + Bu(t) =
⎡
⎣ 0 1

0
−Beq

Jeq

⎤
⎦ x(t) +

⎡
⎣ 0

Kt

Beq

⎤
⎦ i(t) t ≥ 0, x (0) = x0 (11)

y(t) = Cx(t) + Du(t) = [1 0] x(t) + Di(t)

u(t) = −KLQR x(t) (12)

where x(t) is the state vector, ẋ(t) is derivative of the state vector, u(t) is the input vector and KLQR is LQR
gain matrix that minimises the cost function J.

J = ∫∞
0

(
xTQx + uTRu

)
dt (13)

Considering LQI control, it contains a simple state feedback system used in LQR in addition there
is output feedback by an integrator that allows servo reference tracking properties [54], and it can be
a proper optimal controller for precision control of the swept-back angle. In LQI control, the error
is defined as the state of the system and then, the state equation model of the system including the
integrator is formed. Thus, steady state errors do not occur since the integral effect will be added to the
output error. By this way, the error robustly tends to zero as quickly as possible, assuring robustness of
tracking ability. Therefore, the controller has better performance especially against constant disturbances
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[54–56]. The matrices of dynamic system, A and B rearranged as Â and B̂, and are given in Equation
(14), respectively.

Â =
[

A 0
−C 0

]
, B̂ =

[
B
0

]
(14)

u(t) = −KLQI z(t) = −KLQI

[
x
xi

]
(15)

For sliding mode control (SMC), it can change the dynamics of a nonlinear system by applying a dis-
continuous control signal. The discontinuous control signal enforces the system to slide along sliding
surface. Considering the SMC characteristics, it can be claimed that system performance has insen-
sitivity to parameter variations, and thus, could result in complete rejection of disturbances [57, 58].
Therefore, it is a suitable controller for FWS, which operates under uncertainty and external disturbance.

Although SMC is a robust controller, the sliding mode has disadvantages such as the chattering phe-
nomenon [59, 60]. In fact, a number of analytical design methods were proposed to overcome the effects
of the chattering [59, 61–63]. For instance, one approach to reduce the chattering involves replacement
of signum function with a high gain saturation function [59]. Another approach is based on introducing
observers for the unmodeled part of the system [61]. The third approach is to design a higher order
sliding mode controller to retain the robustness, and thus, eliminating the chattering [62–64]. In this
study, we, first, preferred to use the saturation function due primarily to its simplicity, and the plant is
considered to be a single-input second-order linear model as given in Equation (16):

ẍ(t) = − (A + �A) ẋ − (B + �B) x + (C + �C) u(t) + d(t) (16)

where A, B and C are nominal system parameters, �A, �B and �C are unknown model uncertainties
introduced due to the plant parameters, nonlinear friction, and unmodeled dynamics, and d(t) is external
disturbance of the system. In this case, A = − Beq

Jeq
, B = 0 and C = Kt

Jeq
. The lumped uncertainty satisfies

|D| ≤ Dmax condition, is bounded, unknown, denoted with D (t, u(t)), and is given below:

D (t, u(t)) = ±�Aẋ ± �Bx ± �Cu(t) + d(t) (17)

Then, Equation (16) can be rewritten as

ẍ(t) = −Aẋ − Bx + Cu(t) + D (t, u(t)) (18)

The upper bound for the uncertainty Dmax is member of positive real constants R+, and is given by

Dmax = �A |ẋ| + �B |x| + �Cū(t) + |d(t)| (19)

where ū is the input hard constraint |u(t)| ≤ ū. In sliding mode, the purpose of the control is to specify
a control input, u(t), such that the tracking error, e(t), converges to zero when the closed-loop system
follows the desired trajectory. SMC enforces the error to approach the sliding manifold, and then error
moves along the origin. The tracking error e and its derivatives are defined in Equation (20), where, xd

refers to the desired position.

e(t) = xd(t) − x(t) , ė(t) = ẋd(t) − ẋ(t) , ë(t) = ẍd(t) − ẍ(t) (20)

When time goes to infinity, error should converge to zero, therefore, s must be a stable sliding surface;
only then the error will die out asymptotically. This means that the desired reference trajectory can be
followed asymptotically [65]. The sliding surface variable, s, is defined as [66]

s(t) =
(

λ + d

dt

)2

∫ e(t)dt = λ2 ∫ e(t)dt + 2λe(t) + ė(t), λ ∈ R+ (21)

ṡ(t) = λ2e(t) + 2λė(t) + ë(t)

ṡ(t) = (
ẍd(t) + Aẋ(t) + Bx (t) − Cu(t) − D (t, u(t)) + λ2e(t) + 2λė(t)

)
(22)
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The process of sliding mode control includes two separate phases, one of which is known as sliding
phase, and is considered when “s(t) = 0” and “ṡ(t) = 0”. The second phase is the reaching phase, which
is used when “s(t) 	= 0”. The control laws (i.e., equivalent control, switching control) are derived for each
of these phases [65]. The equivalent control is described when the trajectory of states is near a sliding
surface (s = 0), and is obtained from Equation (20). Also, it is represented by ueq, and is arranged to
cancel out known terms as [65–67]:

ueq(t) = 1

C

(
ẍd(t) + Aẋ(t) + Bx (t) + λ2e(t) + 2λė(t)

)
(23)

The switching control is introduced to deal with matching uncertainties and disturbances, and
symbolised with usw [65–68]:

usw(t) = −ksign (s(t)) (24)

where, k is a positive constant, k ∈ R+, and to dominate uncertainty and disturbance, k must be properly
selected to satisfy k > Dmax. Reaching condition is known as fundamental inequality in sliding mode
and can be given as s(t)ṡ(t) < 0 [66, 67, 69]. Considering the plant with uncertainties and disturbances
given in Equation (16) and to satisfy reaching condition, the control input signal u(t) could be designed
as given below:

u(t) = ueq(t) + usw(t) (25)

If Equation (24) is substituted into Equation (22), one has:

ṡ(t) = (−ksign (s(t)) − D (t, u(t))) (26)

To avoid chattering, saturation function Equation (27) can also be used instead of the signum function
Equation (24) [65].

sat
( s

α

)
=

⎧⎪⎨
⎪⎩

s

α
if

∣∣∣ s

α

∣∣∣ < 1

sign
( s

α

)
if

∣∣∣ s

α

∣∣∣� 1
(27)

u = ueq − k
s(t)

|s(t)| + α
(28)

where α and k are positive constants and α is defined as the thickness of the boundary layer.
Briefly, the value of continuous input signal changes between ±k. Thus, in this study, the switching

control has the modified saturation function Equation (28).
Regarding second-order sliding mode control, it is implemented to overcome the chattering phe-

nomenon, as also afore-mentioned as the third approach for this purpose in SMC. In fact, SOSMC
provides smooth control and better performance in the practice with less chattering while preserving
the robustness properties [67]. In the particular case of the SOSMC, the aim of the controller is to steer
to zero both the sliding variable s and its first-order time derivative in a finite time (as s(t) = ṡ(t) = 0)
[70]. In the literature, there are a number of sliding surfaces generated for SOSMC such as integral slid-
ing surface [71, 72], PID sliding surface with two independent gain parameters [57], and PID sliding
surface with three gain parameters [67]. In the present case, sliding surface is defined as:

ṡ(t) + βcs(t) =
(

λ + d

dt

)2

∫ e(t)dt, λ ∈ R+ (29)

ṡ(t) + βcs(t) = λ2 ∫ e(t)dt + 2λe(t) + ė(t) (30)

s̈(t) + βcṡ(t) = λ2e(t) + 2λė(t) + ë(t) (31)

where λ is an independent parameter gain which is related to error, and the gain parameter of sliding
surface, βc, which is a positive constant, βc ∈ R+, contributes to the damping of s(t). The D (t, u(t)), which
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was also given in Equation (17), denotes the lumped uncertainty. When the second order derivative of
the error, which was also given in Equation (20), substitutes into Equation (31), we can rewrite the
equation as follows:

s̈(t) + βcṡ(t) = λ2e(t) + 2λė(t) + ẍd(t) + Aẋ(t) + Bx(t) − Cu(t) − D (t, u (t)) (32)

When the system is on the sliding manifold, the error, e(t), will converge to zero exponentially if
the coefficient λ is chosen properly. If the limit of the error goes to zero in infinite time, lim

t→∞
e(t) = 0,

it means that the system is asymptotic stable. Moreover, s̈(t) = 0 is recognised as an essential condition
for the error to stay on the sliding manifold. With this assumption, the equivalent control is formed as
given in Equation (33), and disturbances are not taken into account for the equivalent control since the
nominal system model is assumed known.

ueq = 1

C

(
ẍd(t) + λ2e + 2λė + Aẋ(t) + Bx(t) − βcṡ

)
(33)

In our case, the switching control is introduced with saturation function as:

usw = λ2s(t) + kssat (ṡ(t)) (34)

where λ2 and ks ∈ R+ with λ2 > 1
C

and ks > Dmax
C

with Dmax = sup∀t,s,ṡ=0D (t, u(t)). When Equations (33)
and (36) are substituted into Equation (32), the final equation becomes:

s̈ = −D (t, u(t)) − Cλ2s(t) − Ckssign (ṡ(t)) (35)

It is known that the stability is assured if the derivative of the Lyapunov function V̇ is a negative
definite. Thus, the Lyapunov function is chosen as given in Equation (36) to guarantee stability:

V = 1

2
s(t)2 + 1

2
ṡ(t)2 with V (0) = 0, s(t) 	= 0, ṡ(t) 	= 0 (36)

If taking the first-time derivative of Equation (36), and then Equation (35) substituted into it, one has:

V̇ = s(t)ṡ(t) + ṡ(t)s̈(t)

= s(t)ṡ(t) + ṡ(t) (−D (t, u(t)) − Cλ2s(t) − Ckssign(ṡ(t))

= s(t)ṡ(t) − ṡ(t)D (t, u(t)) − Cλ2s(t)ṡ(t) − Cks |ṡ(t)|
≤ |ṡ(t)| (s(t) − Cλ2s(t) − D (t, u(t)) − Cks)

≤ |ṡ(t)| (|s(t)| − Cλ2 |s(t)| − D (t, u(t)) − Cks)

≤ |ṡ(t)| (|s(t)| − Cλ2 |s(t)| + Dmax (t, u(t)) − Cks)

= − |ṡ(t)| (|s(t)| (Cλ2 − 1) − Dmax (t, u(t)) + Cks) < 0. (37)

Hence, from the above analysis, the global asymptotic stability is assured since s(t) 	= 0, ṡ(t) 	= 0, ks >
Dmax

C
, λ2 >

1

C
, |s(t)| > 0, |ṡ(t)| > 0, and thus, it can be proved that V̇ < 0. The requirement of satisfying

ks >
Dmax

C
is obligatory to dominate the matching uncertainties.

2.4 System compositions and working principle
The FWS considered here consists of a slider-crank mechanism and motor assembly. Motor component
assembly consists of encoder, gearbox, screw and BLDC motor. A gearbox is introduced to improve
the output torque and BLDC motor position is measured by rotary encoder. Regarding control, LQR,
LQI, sliding mode and second-order sliding mode controllers were tested to adjust the swept-back angle
through BLDC motor position. The real-time controller responses were examined under aerodynamic
disturbances that linearly vary with swept-back angle. In fact, these aerodynamic disturbances were
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Figure 5. Variation of disturbance torque versus swept-back angle.

implemented by extension springs which were attached to wings. The extension springs were carefully
chosen and manufactured with specific properties to provide more moment than encountered in flight.
They were placed inside the protection case owing to security reasons and were mounted to wings with
these aluminum casing. The extension springs were manufactured properly with 17.4 active coils of
3.8 mm diameter wire to provide a spring coefficient of 3.73. The test system was designed as while
decreasing of the swept-back angle, the value of aerodynamic disturbance torque increases as shown in
Fig. 5.

In selection of the system components, kinematic and dynamic analyses were taken into account. The
maximum value of the net force on the slider might approach about 103 N, and thus, safety should be
provided with proper screw selection. Maxon spindle drive component, consisting of a ball-screw, 1:3.7
reducer, and a rotary incremental encoder was chosen to meet the system requirements. Regarding the
motor and encoder, it can be seen from Fig. 3b that the motor must accomplish a minimum of 780 mNm
torque.

The kinematic and dynamic analysis, as well as the system identification and controller design were
all conducted with MATLAB. Following the assembly, the system identification process was performed,
and then the developed controllers were applied to the presented system. Data collection and transfer
processes between host and target were conducted using a NI PCI-6221 data acquisition card working
with 1 kHz sample time via MATLAB xPC Target toolbox (Fig. 6). The BLDC motor was driven by
an AMC motor driver. Briefly, the system is controlled by adjusting the current output and the current
direction through the motor driver.

3.0 Results and discussions
Input signal selection is the initial step of system identification [43]. When implementing the system
identification, the slider was brought to its strokes midpoint. The movement of the system is restricted
by mechanical limits, so the input signal PRBS should also be limited by its frequency and ampli-
tude. During the system identification, it was observed that a PRBS signal with 30 Hz frequency and
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Figure 6. The diagram of xPC Target and data acquisition system.

2A amplitude should be enough, not only to avoid any reverse effects on FWS, but also to oscillate at
the entire stroke of the slider. Figure 7a illustrates PRBS signal as an input signal and swept-back angle
as an output signal. Figure 7b shows PRBS power spectral density (PSD).

Another important point in system identification is the validation of models, which means checking
whether the predicted model matches the system model. When performing the system identification, the
FWS model was estimated with the BJ approach, and it must be carefully considered that any predicted
model can never be better than an actual system model. Variance accounted for (VAF) is frequently
utilised to verify the precision of a model [47]. It is calculated by the following equation Equation (38),
where (t) and ŷ(t) represents measured and estimated data, respectively.

VAF =
(

1 − VAR (y(t) − ỹ(t))

VAR ( y(t))

)
x100 (38)

The highest VAF ratio of the system model and its discrete and continuous forms were presented
in Table 1. In fact, the discrete time system model is estimated by using the discrete PRBS signal, and
then the continuous time model is obtained from the discrete time model by using the bilinear (Tustin)
approximation. All controllers are designed according to the continuous system model given in Table 1.
Figure 8 shows response of the estimated model and the physical FWS to PRBS signal. The outputs of
FWS and estimated model are shown as the swept-back angle.

Following the system identification, we focused on designing the controllers as explained in the
material and methods section. The controller design initiates with determining the system performance
requirement. The controller should satisfy system performance requirements and the performance of
the controller is examined with design characteristics such as rising time, settling time, steady-state
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Table 1. Estimated system model

Estimated Discrete Time Model Estimated Continuous Time Model VAF %
0.1826z−1

1 − 1.9866z−1 + 0.9866z−2

13627

0.0741s2 + s
90.1

Figure 7. Demonstration of PRBS signal: swept-back angle against input current (a) and power density
spectrum of PRBS signal (b).

error and so on [73]. Furthermore, when rising time decreases, the controller responds more quickly.
However, shorter rising times could cause larger overshoot. Briefly, one should consider these impacts
in designing a linear controller and can perform these by arranging elements of Q and R matrices
properly. In this study, controller parameters are deliberately chosen in a specific range based on speci-
fications of definite general-purpose bombs and their mission requirements, which we will explain later
in more detail. In other words, the elements of Q and R, which are design matrices of LQR and LQI
(Equation (39) and (40) respectively) were selected as:

QLQR =
[

55 0

0 0.01

]
, RLQR = 6000, (39)

QLQI =
⎡
⎢⎣

180 0 0

0 0.01 0

0 0 1000000

⎤
⎥⎦ , RLRI = 100000 (40)

On the other hand, SMC and SOSMC are nonlinear controllers, thus, their design characteristics
can not be formulated like linear controllers. Appropriate controller gains were arranged in MATLAB
Simulink simulations to meet system requirements. Therefore, the ramp signal was implemented to SMC
and SOSMC controllers, and thus, system characteristics were determined from controllers’ responses.
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Table 2. Bandwidth of each controller

LQR LQI SMC SOSMC
Bandwidth [rad/s] 58.4 55.5 69.1 68.5

Figure 8. Validation of measured output and estimated model.

The slope of the ramp signal was adjusted from 90◦ to 40◦ in one second. Besides, in simulation, band-
widths of nonlinear and linear controllers were calculated as listed in Table 2 by applying a Chirp signal,
which possess a linearly arising frequency between 0,1 and 100 Hz. The bandwidth of a controller refers
to its capability to track and respond to changes in the input reference signal or disturbances within a
specific frequency range. A wider bandwidth is generally an indicator of a faster response and better
tracking performance. The performance metrics of the controllers (Table 2) are critical regarding their
effectiveness in terms of meeting application-specific requirements. The bandwidths of the controllers
are selected in such a way that they are close to each other, and hence, allowing a fair comparison
of their performances under similar conditions. This approach ensures that the influence of bandwidth
differences on the controller performance is minimised, allowing a more accurate evaluation of other per-
formance metrics. By selecting comparable bandwidth values, we can specifically assess and compare
other important aspects of the controllers, such as SSE, delay, chattering and energy consumption.

In fact, the controller is expected to follow the reference input with a minimum SSE, as well as to
achieve this by responding with a minimum energy consumption. SMC parameters were selected for this
purpose as k = 1200000, λ = 120, while SOSMC parameters were chosen as ks = 700, λ = 120, λ2 = 7,
βc = 100000.

In real-time experiments, the responses of each controller to the ramp input signal (40-degree slope)
were collected and these data were used to calculate the system characteristics. These experiments were
performed on each controller to test the behaviour of controllers under both aerodynamic loads and
in the absence of any disturbances. The controller parameters were chosen properly according to mis-
sion requirements of specific general-purpose bombs considering the bomb, and the wings of FWS are
exposed to aerodynamic loads based on expertise of an institute working on development of bombs
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and such kits for about 50 years. Specifically, the foldable wings in the present work should be able to
operate under 60 N.m (i.e., second flight scenario in the manuscript) aerodynamic loads with a SSE of
<0.2◦, settling time should be less than 120 ms, and the wings should be rapidly controlled within 1 s
between 40◦ and 90◦. Also, the bandwidths of each controller are chosen in a range of 55∼70 rad/sec to
satisfy afore-mentioned mission requirements, and to provide a more accurate comparison of robustness
and tracking performance between linear and non-linear controllers. The settling time and overshoot are
calculated by responses of each controller to 40◦ input ramp signal adjusted in 1 s, and also rms current
of each controller as well as their bandwidth are given in Table 3 (Fig. 9).

The performances of LQR, LQI, SMC and SOSMC were investigated for two different flight sce-
narios, which were given in Figs 10 and 11. The first generated input reference involves 50◦ opening of
wings in 1 s, and then, change of swept-back angle multiple times during a 10 s period. However, the
flight conditions are not static in practice and are open to fluctuations depending on various external
factors. In other words, various loads or forces might act on the wings at any time during a mission.
Therefore, extension springs were mounted to apply aerodynamic loads to FWS, thus, the second flight
scenario was created for the observation of controller performances under various aerodynamic loads.
Figure 9 shows the used reference input signal.

Figure 10 shows the reference tracking performances of each controller (a), the tracking errors (b)
and instant current consumptions (c) in the absence of disturbance. The results show that all of the
controllers successfully adjusted the swept-back angle to open the wings to a desired position of 40◦ in
roughly 1 s. In Fig. 10b, it can be clearly seen that LQR and LQI track the input reference with a delay
when the reference input is changed. The results show that the tracking error of LQR can reach 1.38◦,
while it can reach about 1.70◦ with LQI. But, as can be seen in zoomed image boxes for 1.44–1.51 s
and 4.4–4.6 s, both controllers can follow the reference input with nearly zero SSE when the reference
input holds the swept-back angle at constant positions. On the other hand, SMC and SOSMC follow
the reference aggressively close. Comparing to the tracking error of linear controllers (LQR and LQI),
nonlinear controllers (SMC and SOSMC) respond much faster with fewer tracking errors. Also, they
react much better to the sudden changes such as in the case at sixth second of the flight scenario due to
their robust design structure. Regarding current consumption, it is plotted in Fig. 10c. FWS inertia effect
can be seen at the beginning and end of the movement for each controller, and they require more current
to overcome the inertia effect upon encountering any abrupt changes (i.e., starting the motion, changing
the direction, etc.). Furthermore, when the wings are at fixed positions, LQR, LQI and SOSMC have
nearly zero current consumption, while the chattering effect of SMC is much more prominent as shown
in 1.45 s–1.5 s. Moreover, upon comparing LQR with LQI, one could see that both controllers have
a similar current consumption trend. Likewise, Fig. 10c suggests that SMC and SOSMC also possess
similar current consumption trends among themselves during changing the swept-back angle. However,
SMC and SOSMC consume more current than LQR and LQI to quickly respond to abrupt changes in
reference signal as can be understood from the rms current results in Table 2. In fact, SMC is found
to be the controller with most energy consumption in the absence of disturbances due to the chattering
phenomenon. Overall, it can be said that linear controllers (LQR and LQI) might be preferred over
non-linear controllers (SMC and SOSMC) for the as-developed FWS in the absence of disturbances.

Figure 11 shows the reference tracking performances of each controller (a), tracking errors (b) and
instant current consumptions (c) under varying aerodynamic disturbances (i.e., 60 N.m at 40◦ – changing
with swept-back angle). When the tracking performances of each controller under aerodynamic loads
are examined, one can say that all of the controllers except LQR can successfully adjust the swept-
back angle to the opened position of 40◦ in roughly 1 s. Besides, it is seen from Fig. 11b that LQR
performs with an SSE of roughly 0.39◦ at 40◦ swept-back angle, though LQI, SMC and SOSMC can
follow the reference swept-back angle with pretty much zero SSE as shown in Table 2. However, the
results suggest that LQR can also successfully follow the reference angle with nearly zero SSE at lower
swept-back angles as shown in zoomed image boxes at 4.5 and 4.6 s. This is because the loads on
wings vary with swept-back angle, and there will be fewer model uncertainties and disturbances at
lower swept-back angles. This suggests that as-designed LQR can deal with model uncertainties and
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Table 3. Real-time experimental results of each controller: in the absence and the presence of aerodynamic loads

LQR LQI SMC SOSMC

No Under No Under No Under No Under
disturbance disturbance disturbance disturbance disturbance disturbance disturbance disturbance

Settling time (%2) [ms] 1,009 1,065 1,017 1,069 981 1,004 981 1,004
Overshoot [deg] – – 0.04◦ 0.17◦ 0.40◦ 0.17◦ 0.43◦ 0.16◦

Steady-state error [deg] 0.003◦ 0.39◦ 0◦ 0.01◦ 0◦ 0.05◦ 0◦ 0.05◦

Rms current [A] 1.17 4.61 1.18 3.97 2.12 4.01 1.95 3.69
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Figure 9. The generated reference input signal for both flight scenarios.

disturbances up to a point. Besides, it is important to note that the design matrices of LQR and LQI
were properly selected based on afore-mentioned mission and equipment requirements. In this work,
LQR provided the lowest SSE under 60 N.m when its Q and R were selected as given in Equation (39).
For instance, beyond a R value of more than 6,000, the mechanism uncontrollably trembled and operated
with a disturbing noise. Likewise, below a R value of 6,000, the SSE of LQR was higher than 0.39◦. In
Fig. 11c, under 60 N.m of aerodynamic load, both LQR and LQI initially spend 10 amperes, but, when
the tracking error of LQI decreased, then the current consumption of LQI also reduced to 6.5 amperes
due to the integrator. However, SMC and SOSMC spend 3 amperes, and 2.7 amperes respectively, under
60 N.m of aerodynamic load as shown in the zoomed image box for 1.41 s–1.5 s. Besides, SMC did not
lead to excessive chattering in Fig. 11c due possibly to the presence of extension springs to generate
aerodynamics loads. These extension springs might contribute to the elimination of bearing clearances,
and thus reducing the risk of chattering. The fact that chattering is observed again to some extent at
lower swept-back angles (Fig. 11c) adds credibility to this idea. Moreover, the presence of extension
springs caused to reduce overshoot (at 40◦) of LQI, SMC and SOSMC, as can be seen in Fig. 11a and
Table 2. According to the rms current results in Table 2, it might be said that LQR and LQI consume
more energy to overcome model uncertainties and external disturbances. Overall, it can be said that
SOSMC might be preferred over other alternatives for the as-developed FWS under 60 N.m (at 40◦) of
aerodynamic load due to its robustness, tracking performance and efficiency.

Considering both scenarios, LQR optimised gain “K” can only work in a certain operation range and
cannot react to system uncertainty. Although LQR and LQI are optimal control techniques, the results
show that LQR cannot overcome SSE under relatively higher disturbances. It looks like LQR is not a
feasible option in our system, particularly considering the various uncertainties that may arise during
practice. On the other hand, we observed that the control input of SMC has the chattering effect in the
absence of the disturbance. The chattering leads to oscillating around the sliding surface. Additionally,
quick variations in control signals could result in fatigue of mechanical parts, and thus, the system might
fail under cyclic loads [74, 75]. Therefore, SMC is not a proper controller for our system, even though
the response of SMC is also faster than LQR and LQI. Consequently, LQI and SOSMC pursued the
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Figure 10. Real-time experimental results: (a) reference tracking, (b) tracking error and (c) instant
motor current of different controllers in the absence of aerodynamic loads.

reference successfully in the presence of aerodynamic disturbances. Regarding LQI, it is quite efficient
especially against maximum value of external disturbance due to integral feedback loop and also this
loop reduces the SSE to 0.01◦. Besides, the experiments were carried out at room temperature (RT)
for each flight scenario. Although LQI has a minimum SSE under disturbances, the developed system
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Figure 11. Real-time experimental results: (a) reference tracking, (b) tracking error and (c) instant
motor current of different controllers in the presence of aerodynamic loads (i.e., 60 N.m at 40◦ –
changing with swept-back angle).

might fly in a mission at much lower temperatures than RT. In this case, the system model of FWS might
change, and thus, this will necessitate fresh arrangement of LQI gain matrix, K. On the other hand, it
is known that SOSMC can successfully pursue the reference in the presence of disturbances due to its
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higher insensitivity to the variation of parameters and rapid response times without depending on the
external disturbances [76]. Although SOSMC operates with a SSE of 0.05◦, which is worse than LQI,
under 60 N.m (at 40◦) disturbance, this is acceptable for current operating requirements. SOSMC not
only consumes less current but also follows the reference swept-back angle more aggressively as shown
in Fig. 11 and Table 2. These whole situations are ascribed to the fact that the SOSMC input signal
“usw”, is designed by taking model uncertainties into account since uncertainties and disturbances are
already included in the switching control input.

4.0 Conclusion
To sum up, a novel folding wing kit is developed for guided ammunitions. In contrast to previous wing
kits, the as-developed FWS provides a folding functionality and there are not any fixing mechanisms or
brake elements for fixing of wing position. Instead, various controllers were designed to adjust and hold
the desired swept-back angles. The presented FWS can adjust the swept-back angle between 40◦ and
90◦ in 1 s during the flight. By this way, the swept-back angle can be quickly adjusted to 90◦ during the
terminal phase to solve the drag problem on wing kits during diving, and thus, the risk of change on the
angle-of-attack is minimised. Besides, the developed FWS can also be used in adjusting the swept-back
angle during gliding phase to adapt ammunition to any unexpected conditions that may arise during a
mission. Briefly, we first conducted a mechanism design with dynamic and kinematic analysis. Then,
the designed components of the system are manufactured following material selection, and the FWS
was assembled. Following this, system identification was implemented with the Box-Jenkins approach
and the precision of the estimated model was verified by VAF as % 90.1. Regarding control, LQR, LQI,
SMC and SOSMC were designed to adjust and to hold the swept-back angle to desired positions without
any brake or fixing mechanism. To compare the performances of controllers, two flight scenarios were
generated. In the absence of disturbance, the real-time results show that each controller was able to
follow the reference input, while LQR has much better response and lower energy consumption than the
others. In the presence of aerodynamic disturbances, SOSMC provided best results considering reference
tracking, robustness as well as energy consumption, as discussed thoroughly in the manuscript.
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