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Abstract

We study the perturbation of the generalized Drazin inverse for the elements of Banach algebras and
bounded linear operators on Banach space. This work, among other things, extends the results obtained
by the second author and Guorong Wang on the Drazin inverse for matrices.
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1. Introduction and preliminaries

Let us point out that the important applications of perturbation of the Drazin inverse
are to, for example, singular perturbations of autonomous linear systems of differential
equations and perturbation of continuous semigroups of bounded linear operators (see
[2-5]). The perturbation properties of the Drazin inverse for matrices were investigated
by Yimin Wei [10] and Yimin Wei and Guorong Wang [11]. In the present paper we
study the perturbation of the generalized Drazin inverse introduced recently by Koliha
[7] (see also Koliha and Rakdcevic [8]). We start in the Banach algebra setting, and
then move to bounded linear operators.

We denote by si a complex Banach algebra with identity 1. For an element a e stf
we denote by a (a) the spectrum of a. We write ace a (a) for the set of all accumulation
points of a (a). By qNil(.eO we denote the set of all quasinilpotent element of £?.
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DEFINITION 1.1. Let a e si'. Following [7], we say that a is Drazin invertible if
there exists b 6 srf such that

(1.1) ab = ba, ab2 = b, a2b - a e qNil(^).

Such b, if it exists, is unique [7], it is called the generalized Drazin inverse of a,
and is denoted by aD. If a2b — a is in fact nilpotent, then aD is the conventional
Drazin inverse of a (see [6,7]). The Drazin index i{a) of a is equal to k if a2b — a is
nilpotent of index k, otherwise i{a) = oo. If i(a) = 1, then aD is denoted by a* and
is called the group inverse of a. From this point on we use the term 'Drazin inverse'
instead of 'generalized Drazin inverse' (see also [8])."'Let us recall [7, Theorem 4.2]
that a has a Drazin inverse if and only if 0 ^ ace a (a).

With each Drazin invertible element a we associate the core part of a defined by
a2aD and the quasinilpotent part of a defined by a2aD — a. Now we have the following
core-quasinilpotent decomposition of a

a = (a2aD) + (a - a2aD).

For the applications of the core-quasinilpotent decomposition see ([7,8]).
Let a 6 s/ be Drazin invertible. Following [11], we say that b e s/ obeys the

condition (W) at a if

(1.2) b-a = aaD(b-a)aaD and \aD(b - a)\ < 1.

Let us remark that the condition

(1.3) b-a = aaD(b-a)aaD

is equivalent to the condition

(1.4) b-a = aaD(b-a) = (b-a)aaD.

Basic auxiliary results are summarized in the following lemma (see also [11, Theo-
rem 3.1 and Theorem 3.2]). For the sake of completeness we include a proof.

LEMMA 1.1. Let a e s? be Drazin invertible, and let b € &/ obey the condition

(W) at a. Then

(i) b = a(l+aD(b-a));
(ii) b = (l + (b- a)aD)a;

(iii) 1 + aD(b — a) and 1 + (b — a)aD are invertible, and

(1.5) (1 + aD(b - a))"' aD = aD (l + (b - a)aD)'X .
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PROOF. TO prove (i) and (ii) let us remark that by (1.4) we have

b = a + (b-a) = a + aaD(b -a) = a(l+ aD(b - a))

and

b = a + (b-a) = a + (b- a)aDa = (l + (b - a)aD) a.

Clearly, the condition \\aD{b-a)\\ < 1 implies that l+aD(b- a) and l + (b-a)aD

are invertible. Finally, (1.5) follows by direct verification. •

2. The perturbation results for the Drazin inverse in Banach algebras

Now we prove the main results of this section.

THEOREM 2.1. Let a € srf be Drazin invertible, and let b e si obey the condition
{W) at a. Then b is Drazin invertible, bbD = aaD, bD = (1 + aD(b - a))~laD =
aD(l + (b- a)aD)~1 and i(a) =

PROOF. By Lemma 1.2 (iii) we know that 1 + aD(b - a) and 1 + (b - a)aD are
invertible and

(1 + aD{b - a))'1 aD = aD (l + (b - a)aD)~l .

Set b = (1 + aD(b - a))- 'aD = aD{\ + (b - a)aD)~x. We prove that b is Drazin
invertible and that bD = b. First we prove that b and b are commuting. By Lemma
1.2 (i) we have

(2.1) bb = a (1+ aD(b - a)) (l + aD(b - a))"1 aD = aaD

and by Lemma 1.2 (ii) we get

(2.2) bb = aD(l + (b- a)aD)~l (l + (b - a)aD) a = aDa.

Hence, by (2.1) and (2.2) we get

(2.3) bb = bb.

Therefore

b-bb2 = b{\- bb^j = (1 + aD(b - a))'1 aD (l - aDa) = 0,

and bb2 — b. Finally, using (2.1) and (1.4), we get

(2.4) b - b2b = b (l - bb} = b ( l - aaD)

= a (1 - aaD) + (b-a)(l- aaD) =a- a2aD,
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which is quasinilpotent. We conclude that b is Drazin invertible with bD = b.
Equations (2.1) and (2.2) show that bbD = aa°. From (2.4) we conclude that

•
Let us remark that as a direct corollary of Theorem 2.1 we obtain the known

result for matrices [11, Theorem 1]. The next corollary is a generalization of [11,
Theorem 3.2].

COROLLARY 2.2. Let a e s/ be Drazin invertible and let b e si obey the condition
(W) at a. Then b is Drazin invertible, and we have

5 \\bD-aD\\ < \\aDi.b-a)i
\\aD\\ ~ l-\\aD{b-a)W

PROOF. By Theorem 2.1 we have

(2.6) bD - aD = (1 + aD(b - a))~l aD - aD = [(l + aD{b - a))"1 - l] aD

= (l+aD(b-a)yl(aD(b-a))aD.

Hence

(2.7) \b°-aD\ < \(l+aD(b-a))-l\\(a°{b-a))\\aD\

\\aD(b-a)\\ „ _..
^ l-\\aD(b-a)\\ l | a " '

and we get (2.5). •

COROLLARY 2.3. Let a e s/ be Drazin invertible, and letbes/ obey the condition
i at a. Then b is Drazin invertible, and we have

ii #i 11 . . . . ii i"1

(2.8) II«DH . lUDH . ^
l + ||aD(fc-a)|| ~ " " " \-\\aD{b-a)

PROOF. By Theorem 2.1 we know that

(2.9) bD = (l+aD(b-a)ylaD,

hence

(2.10) aD = (l+aD(b-a))bD.

Now

(2,1)

(2.12) \\aD\\ < ||(1 +aD(b-a))\\ \\bD\\ < (l + \aD(b-a)\) \\bD\\ ,

and we get (2.8). •

https://doi.org/10.1017/S1446788700002597 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700002597


[5] The perturbation theory for the Drazin inverse 193

COROLLARY 2.4. Let a € &/be Drazin invertible, b e &/ obey the condition (W)
at a, and \\aD{b — a)\\ < 1/2. Then b is Drazin invertible, and a obeys the condition
(W) at b.

PROOF. By Theorem 2.1 we know that bbD = aaD. Hencea-b = bbD(a-b)bbD.
Again, by Theorem 2.1, we have

\\bD(a-b)\\ = \\(l+aD(b-a))-laD(a-b)\\

This completes the proof. •

Let us remark that the next corollary can be obtained as in [11, Corollary 3.2] and
we omit the proof.

COROLLARY 2.5. Let a e #/ be Drazin invertible, let b € &/ obey the condition
(W) at a and let \\aD\\ \\b — a\\ < 1. Then b is Drazin invertible and we have

( 2 B ) \\bD-aD\\ ^ kD(a)\\b-a\\/\\a\\
\\aD\\ ~ 1 •

where

(2.14) kD(a) = \\a\\ \\aD\\

is defined as the condition number with respect to the Drazin inverse.

We finish this section with some algebraic properties of Drazin inverse. Let us
remark that it is well known that if a, b e &/ are Drazin invertible, then ab is not
necessary Drazin invertible, and if ab is Drazin invertible, then in general (ab)D ^
b°aD. In the next propositions we show that if b obeys the condition (W) at a we can
be more precise.

PROPOSITION 2.6. Let a e srf be Drazin invertible and let b € srf obey the condition
(W) at a. Then: V

(i) abD has group inverse and (ab0)* = baP.
(ii) bDa has group inverse and (bDa)* — a°b.

(iii) baP has group inverse and (baP)* = ab°.
(iv) a°b has group inverse and (aDb)* = b°a.

PROOF. It is enough to prove (i) and (ii). To prove (i) let us remark that by
Theorem 2.1 we have bb° = aaD. Hence

(abD)(ba°) = a(bDb)a° = a(a°a)aD = aa°
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and

(baD)(abD) = b(aDa)bD = b{bDb)bD = bbD = aaD.

Thus we prove that

(2.15) (abD)(baD) = (baD)(abD).

Further,

(2.16) (abD)(baD)(abD) = aaD(abD) = a(aDa)bD

= a(bDb)bD = a(bDbbD) = abD.

Finally, x

(2.17) (baD)(abD)(baD) = {baD)aa° = b(aDaaD) = baD.

Now by (2.15), (2.16) and (2.17) we get (i). Let us remark that (ii) can be proved
similarly, and we omit the proof. •

PROPOSITION 2.7. Let a <E s/ be Drazin invertible and let bub2 e si obey the
condition (W) at a. Then bib2 is Drazin invertible and (b\b2)

D = fcfbf.

PROOF. The elements b\, b2 are Drazin invertible and fc,i>(
D = aa° by Theorem 2.1.

Hence

(2.18) biaaD = aaDb, and bf'aaD = aaD'b? = b?', i = 1, 2.

Write c = b2b®. We show that c is the Drazin inverse of bxb2. First,

(b{b2)c = b{(b2b°)b? = bx(aaD)b° = {aaD){bxb°) = (aaD)2 = aaD.

Similarly

c{bxb2) = aaD = (b1b2)c.

Further, by (2.18)

c2(bxb2) = c(cbxb2) = caaD = b?(b?aaD) = b^b? = c.

Finally, we observe that in view of Lemma 1.2,

bi(\ - aDa) = (a + (bt - a)aDa){\ - aDa)

= a(l-aDa) = (l-aDa)a, i = 1,2.

Hence,

bxb2 - (bxb2)
2c = ^62(1 - bxb2c) = bxb2(\ - aDa)

= 6,(1 -aDa)a = a{\-aDa)a,

where a{\ — aDa)a = a(a — aDa2) = (a — aDa2)a is quasinilpotent. This show that
(bxb2)

D = c. D
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As a corollary we have the following result.

COROLLARY 2.8. Let a e £?be Drazin invertible and letb e &/ obey the condition
{W) at a. Then ab and ba are Drazin invertible, (ab)D = bDaD and (ba)D = aDbD.

PROOF. The result follows from Proposition 2.7. •

3. Applications

In this section we give some applications of Theorem 2.1, Corollary 2.2 and
Corollary 2.3. The results in this paper extend the results obtained by Yimin Wei
and Guorong Wang [11, Applications].

Let X be an infinite-dimensional complex Banach space and denote the set of
bounded linear operators on X by B(X). Throughout this paper, N(T) and R(T)
denote the null space and the range space of T e B(X), respectively.

Let us recall that the following result was obtained by Koliha [7], and it is a
generalization of Lay's result [9] for the finite index Drazin inverse.

THEOREM 3.1. Let A e B(X) be such that 0 £ acca(A). If AD is the Drazin
inverse of A as an element of the algebra B(X), then X = R(ADA) © N(ADA),
A = A i © A2 with respect to this direct sum and AD = A J"1 © O.

We shall consider error bounds for the Drazin inverse in B(X). Let us mention that
some related results were obtained for the Drazin inverse of matrix [11] and for the
Moore-Penrose inverse of matrix [1].

Let us consider the equation

Ax = b,

where A is Drazin invertible. We study the sensitivity of the solution x to variation in
the data b and A, provided that b and x are in R(AD).

THEOREM 3.2. Let A e B\X) be Drazin invertible and let b,c e R(AD). If
x, y e R(AD) satisfy Ax = b and Ay = c, then

Jc-b\\

PROOF. S i n c e ADA is t h e ( o b l i q u e ) p r o j e c t i o n o n t o R(AD), f r o m x,y,b, c €

R(AD), Ax = b and Ay = c, we have x = ADAx = ADb and y = ADAy = ADc.
Hence,

(3.2) ILv-*l l<IIAD| | | |c-&| |
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and

(3.3) 11*11

Clearly, (3.1) follows from (3.2) and (3.3). •

THEOREM3.3. LetA € B(X) be Drazin invertible, let B e B(X) obey the condition
at A, and let b e R(AD). Ifx,y e R(AD) satisfy Ax = b and By = b, then

( 3 .4,

PROOF. By Theorem 2.1 we know that ADA = BDB, and R(AD) = R(BD).
Hence, x = ADAx = ADb and y = BDBy = BDb. Further,

(3.5) ||y - JC | | < ||BD - A

Finally, (3.4) follows by Corollary 2.2 and (3.5). •

THEOREM 3.4. LetA e B(X) be Drazin invertible, let B e B{X) obey the condition
at A, and let b,ce R(AD). Ifx, y e R(AD) satisfy Ax = b and By = c, then

(3-6)

PROOF. By Theorem 2.1 we know that ADA = BDB, and R(AD) = R(BD).
Hence, x = ADAx = ADb and y = BDBy = BDc. Further,

y - x = BDc - ADb = {BD - AD)b + BD(c - b)

and we obtain

(3.7) lly-*ll<l|flD-A

Clearly, (3.6) follows by Corollary 2.2, Corollary 2.3 and (3.7). •

Let us remark that if it is assumed in addition to all the other hypotheses that
||AD||||fi - A|| < 1, then the expression \\AD(B - A)|| in Theorems 3.3-3.4 can be
replaced by ||AD||||B - A||.

Now, as a corollary, we get a generalization of [11, Theorem 4.1]. Our formulation
of that result is somewhat different from that of Yimin Wei and Guorong Wang's, but
consistent with Theorem 3.4.
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THEOREM 3.5. Let the hypotheses of Theorem 3.4 be satisfied together with the
inequality \\AD\\\\B - A\\ < 1. Then

\\y-x\\ < kD(A) / \\B-A\\ \\c-b\\\
V IIA|| ||*|| ) '||*|| - 1-* O (A) | |5-A| | / | |A | |

PROOF. The proof follows by Theorem 3.4 and remark that || b || < || A || ||x ||. D

Let us mention that Theorem 3.5, unlike Theorem 3.4, deals with relative errors.
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