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Abstract

Let S be a polynomial ring over a field K and let I be a monomial ideal of S . We say that I is
MHC (that is, I satisfies the maximal height condition for the associated primes of I) if there exists
a prime ideal p ∈ AssS S/I for which ht(p) equals the number of indeterminates that appear in the
minimal set of monomials generating I. Let I =

⋂k
i=1Qi be the irreducible decomposition of I and let

m(I) = max{|Qi| − ht(Qi) : 1 ≤ i ≤ k}, where |Qi| denotes the total degree of Qi. Then it can be seen that
when I is primary, reg(S/I) = m(I). In this paper we improve this result and show that whenever I is MHC,
then reg(S/I) = m(I) provided |AssS S/I| ≤ 2. We also prove that m(In) ≤ n max{|Qi| : 1 ≤ i ≤ k} − ht(I),
for all n ≥ 1. In addition we show that if I is MHC and w is an indeterminate which is not in the monomials
generating I, then reg(S/ (I + wdS )n) ≤ reg(S/I) + nd − 1 for all n ≥ 1 and d large enough. Finally, we
implement an algorithm for the computation of m(I).
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1. Introduction

Throughout this paper S = K[x1, . . . , xs] is a polynomial ring over a field K. Then
S is a ∗local graded ring with ∗maximal ideal m = S +. The Castelnuovo–Mumford
regularity, or simply regularity, of a graded ideal I is an invariant which is related to
free resolutions, and thus it measures the complexity of I. More precisely,

reg(S/I) = max{ei j − i : 0 ≤ i ≤ p, 1 ≤ j ≤ βi} + 1,

where

0 −→
βp⊕
j=1

S (−ep j) −→ · · · −→
β0⊕
j=1

S (−e0 j) −→ I −→ 0

is a minimal graded free resolution of I. Regularity is also defined in terms of local
cohomology. Let n = dim(S/I) and end(Hi

m(S/I)) = max{t : Hi
m(S/I)t , 0, 0 ≤ i ≤ n},

where Hi
m(S/I) is the ith local cohomology module with the support in m. Then

The first author is grateful to the National Elite Foundation of Iran for financial support. The research of
the second author was supported in part by a grant from IPM (No. 91130020).
c© 2013 Australian Mathematical Publishing Association Inc. 0004-9727/2013 $16.00

514

https://doi.org/10.1017/S0004972712001037 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972712001037


[2] On a class of monomial ideals 515

the regularity of S/I is the number reg(S/I) = max{end(Hi
m(S/I)) + i : 0 ≤ i ≤ n};

see [4, 9] for more information.
The problem of regularity of powers of an ideal has been studied by many authors;

see for example [1, 3, 5, 7, 8, 12–15]. More specially, Cutkosky et al. [8] and
Kodiyalam [14] studied the asymptotic behaviour of the regularity and independently
showed that the regularity of Ik is a linear function for large k, that is, reg(Ik) =

a(I)k + b(I), for all k ≥ c(I). Note also that by [8, Theorem 1.1] there exists a constant
integer e such that, for all n ≥ 1,

reg(S/In) ≤ nd(I) + e. (1.1)

This problem for the special family of monomial ideals is interesting as well. For
instance, in [13] Hoa and Trung found some relationships between the regularity and
arithmetic degree of monomial ideals. They also studied the problem of finding upper
bounds for the regularity of monomial ideals. More precisely, in [13, Theorem 3.4]
they proved that, for a monomial ideal I of S with minimal monomial generating
set {m1, . . . , ms} for which deg(m1) ≥ · · · ≥ deg(ms), then reg(S/I) ≤ deg(m1) + · · · +

deg(mu) − u, where u = min{s, n}. Furthermore, equality holds if and only if I is a
complete intersection.

In this paper we study the associated primes and regularity of monomial ideals. For
a monomial ideal I of a polynomial ring S , we say that I is MHC (that is, I satisfies the
maximal height condition for the associated primes of I; see Definition 2.3) if there
exists a prime ideal p ∈ AssS S/I for which ht(p) equals the number of indeterminates
that appear in the minimal set of monomials generating I. Let I =

⋂k
i=1 Qi be the

irreducible decomposition of I. We define m(I) = max{|Qi| − ht(Qi) : 1 ≤ i ≤ k}, where
|Q| denotes the total degree of Q. We prove that if I is an MHC monomial ideal
for which |AssS S/I| ≤ 2, then reg(S/I) = m(I); see Theorem 3.3. We also prove that
m(In) ≤ n max{|Qi| : 1 ≤ i ≤ k} − ht(I) for all n ≥ 1; see Proposition 2.10.

It is easy to give examples of ideals that are not MHC but have certain powers which
are so; see Example 2.11. We show that all powers of the square-free Veronese ideals
are MHC; see Example 2.6.

Let Λ(I) = {x1, . . . , xt} be the set of indeterminates that appear in the minimal set
of monomials generating I and S ′ = K[x1, . . . , xt]. Note that the definition of MHC
depends on Λ(I). It is now natural to ask whether I remains MHC when we restrict
the base ring to S ′. In Proposition 2.9 we provide a positive answer and show that
p ∈ AssS S/I if and only if p ∈ AssS ′ S ′/IS ′, where p = (x1, . . . , xt).

Finally, we prove that for a monomial ideal I which is MHC, if w is an indeterminate
which is not in the monomials generating I and d ≥ reg(I) + e, where e is proposed as
in (1.1), then reg(S/(I + wdS )n) ≤ reg(S/I) + nd − 1, for all n ≥ 1; see Proposition 3.6.

The organisation of this paper is as follows. In Section 2 we deal with some
definitions, examples and applications of ideals that are MHC. Section 3 is devoted
to the regularity of monomial ideals and their powers. Finally, some implementations
to compute m(I) are presented in Appendix A.
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2. The maximal height condition for the associated primes of I

Let I be a monomial ideal of S . Then I has a unique minimal set of monomial
generators, G(I); see [11, Proposition 1.1.6]. It is common to denote the cardinality of
G(I) by µ(I). If G(I) = {u1, . . . , ur}, we define d(I) = max{deg(ui) : 1 ≤ i ≤ r}. Assume
that lcm(u1, . . . , ur) = xa1

i1
· · · xat

it
, where a j > 0 for j = 1, . . . , t. Then we denote t by

λ(I) and set Λ(I) = {xi1 , . . . , xit }. Indeed λ(I) is the number of indeterminates that
appear in the minimal set of monomial generators of I and, as mentioned in the
following, ht(p) ≤ λ(I) for all p ∈ AssS S/I. If I = (xa1

i1
, . . . , xat

it
), then we denote the

total degree of I by |I|, that is, |I| =
∑t

j=1 a j.
We first recall the following theorem due to Vasconcelos, which has an essential

role in the paper.

T 2.1 [11, Theorem 1.3.1, Proposition 1.3.5]. Let I be a monomial ideal of S .
Then there is an irreducible decomposition I =

⋂k
i=1 Qi, where Qi is of the form

(xa1
i1
, xa2

i2
, . . . , xat

it
) which is pi := (xi1 , . . . , xit )-primary. Moreover, this decomposition

is unique.

S  . Assume that I is a monomial ideal, G(I) = (u1, . . . , ur) and that
u1 is not a pure power. Then we can write u1 = vw where v and w are coprime
monomials, that is, gcd(v, w) = 1, v , 1 and w , 1. One can see that I = I1 ∩ I2 where
I1 = (v, u2, . . . , ur) and I2 = (w, u2, . . . , ur). If either of G(I1) or G(I2) contains an
element which is not a pure power, we proceed as before and obtain after a finite
number of steps a presentation I = Q1 ∩ · · · ∩ Qk as an intersection of monomial ideals
generated by pure powers. �

The irreducible decomposition I =
⋂k

i=1 Qi is fixed throughout this paper and will
be used hereafter.

R 2.2. Assume that I =
⋂k

i=1 Qi is the irreducible decomposition of I. Since
any indeterminate which appears in G(Q j) also appears in G(I), we have λ(Q j) ≤ λ(I)
for all 1 ≤ j ≤ k. Let p ∈ AssS S/I. Then Theorem 2.1 implies that there is some j,
1 ≤ j ≤ k, such that Q j is a p-primary ideal. Thus ht(p) = λ(Q j) ≤ λ(I).

It now makes perfect sense to ask when ht(p) = λ(I) for some p ∈ AssS S/I.

D 2.3. Assume that I is a monomial ideal of S . We say that I is MHC (that is,
I satisfies the Maximal Height Condition for the associated primes of I) if there exists
a prime ideal p ∈ AssS S/I such that ht(p) = λ(I).

R 2.4. If a monomial ideal I of S is MHC, then λ(I) ≤ µ(I). In fact λ(I) =

ht(Q j) = µ(Q j) for some 1 ≤ j ≤ k. On the other hand, the proof of Theorem 2.1
implies that µ(Q j) ≤ µ(I).

R 2.5. Let Λ(I) = {x1, . . . , xt}. Then

I is MHC if and only if depth ((S/I)(x1,...,xt)) = 0.
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To see this, note that

I is MHC⇐⇒ (x1, . . . , xt) ∈ AssS S/I

⇐⇒ (x1, . . . , xt)S (x1,...,xt) ∈ AssS (S/I)(x1,...,xt)

⇐⇒ depth ((S/I)(x1,...,xt)) = 0.

Now in conjunction with [10, Corollary 3.4] we give an ideal for which all of its
large powers are MHC. Recall that the square-free Veronese ideal of degree d in the
variables xi1 , . . . , xit is the ideal of S which is generated by all square-free monomials
in xi1 , . . . , xit of degree d. Further, each power Ik is a Veronese ideal of degree kd.

E 2.6. Let 2 ≤ d < s and let I = Is,d be the square-free Veronese ideals of degree
d in the variables x1, . . . , xs. Then depth (S/Ik) = max{0, s − k(s − d) − 1}. Hence, for
k large enough we have depth (S/Ik) = 0 and now Remark 2.5 implies that Ik are MHC.

D 2.7. Assume that I is a monomial ideal of S . We define

m(I) = max{|Q j| − ht(Q j) : 1 ≤ j ≤ k}.

L 2.8. Assume that I and J are monomial ideals and u = xa1
1 · · · x

as
s , where ai ≥ 0

for each 1 ≤ i ≤ s. Let Λ(I) = {x1, . . . , xt}. Then the following results hold.

(i) (I ∩ J)u = Iu ∩ Ju.
(ii) m(I ∩ J) ≤max{m(I), m(J)}.
(iii) m(Iu) = max{m(I) +

∑t
i=1 ai, at+1 − 1, . . . , as − 1}.

(iv) m(J) = m(I) + at+1 − 1, where J = I + xat+1
t+1 S .

P. Let G(I) = {u1, . . . , um} and G(J) = {v1, . . . , vn}.
(i) By [11, Proposition 1.2.1], I ∩ J = 〈lcmi, j(ui, v j)〉. Thus

Iu ∩ Ju = 〈lcmi, j(uiu, v ju)〉 = 〈lcmi, j(ui, v j)u〉 = 〈lcmi, j(ui, v j)〉u = (I ∩ J)u.

(ii) Let I =
⋂n

i=1 Qi and J =
⋂m

i=n+1 Qi be the irreducible decompositions of I and J,
respectively. Then

I ∩ J =

( n⋂
i=1

Qi

)
∩

( m⋂
i=n+1

Qi

)
.

Thus m(I ∩ J) ≤max{m(I), m(J)}.
(iii) Let I′ = I(xa1

1 · · · x
at
t ). It is now easy to see that

m(I′) = m(I) +

t∑
i=1

ai

and
m(Iu) = m(I′(xat+1

t+1 · · · x
as
s )) = max{m(I′) : at+1 − 1, . . . , as − 1}.

(iv) Since J =
⋂t

i=1(Qi + xat+1
t+1 S ) is the irreducible decomposition of J, the total

degree of each component increases by at+1 and their height grows only by one.
Now if m(I) = |Q1| − ht(Q1), then m(J) = |Q′1| − ht(Q′1) where Q′1 := Q1 + xat+1

t+1 S . Thus
m(J) = m(I) + at+1 − 1. �
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In the following proposition we show that, concerning the MHC property, the base
ring can be restricted to a special subring of it.

P 2.9. Let I be a monomial ideal of S = K[x1, . . . , xs] with Λ(I) =

{x1, . . . , xt} and let S ′ = K[x1, . . . , xt] and p = (x1, . . . , xt). Then the following
statements are equivalent:

(i) p ∈ AssS S/I;
(ii) p ∈ assS ′ S ′/IS ′.

In particular, I is MHC if and only if IS ′ is MHC.

P. (ii) =⇒ (i) This is easily seen from the monomorphism S ′/IS ′ ↪→ S/I.
(i) =⇒ (ii) Let p ∈ AssS S/I. Then there exist some u < I such that p = I : u.

Thus I : p * I. Since I : p is monomial by [11, Proposition 1.2.2], we can assume
that u is monomial. Let u = xa1

1 · · · x
as
s , where ai ≥ 0 for 1 ≤ i ≤ s. We claim that

u′ = xa1
1 · · · x

at
t ∈ (I : p) \ I, from which it follows that p ⊆ I : u′ ⊆ I : u = p and thus the

result follows. To prove the claim let 1 ≤ i ≤ t and note that uxi ∈ I so that v | uxi for
some v ∈G(I). Thus

uxi = αv for some α ∈ S . (2.1)

Let u′′ = xat+1
t+1 · · · x

as
s . Then u′′ | αv by (2.1) and since gcd(u′′, v) = 1 it follows that

u′′ | α, that is,
α = u′′β for some β ∈ S . (2.2)

Now (2.1) and (2.2) imply that βv = u′xi. Hence u′p ⊆ I, that is, u′ ∈ I : p. Finally,
since u < I it is clear that u′ < I. �

In the following proposition we obtain an upper bound for m(In) in terms of ht(I)
and the irreducible decomposition of I =

⋂k
i=1 Qi.

P 2.10. Let I be a monomial ideal of S . Then, for all n ≥ 1,

m(In) ≤ n max{|Qi| : 1 ≤ i ≤ k} − ht(I).

P. Let Λ(I) = {x1, . . . , xt} and n ≥ 1 be an integer. Notice that λ(In) = λ(I). Let
Q1 = (xa1

1 , . . . , xas
s ) for which |Q1| = max{|Qi| : 1 ≤ i ≤ k}. Furthermore assume that

In =
⋂m

j=1 Q′j is the irreducible primary decomposition of In. Now it is easy to see
that |Q′j| ≤ n|Q1|. Finally, we conclude that

m(In) = max{|Q′j| − ht(Q′j) : 1 ≤ j ≤ m} ≤ n|Q1| − ht(I)

= n max{|Qi| : 1 ≤ i ≤ k} − ht(I).

This concludes the proof. �

Note that λ(I) = λ(In) for all n ≥ 1. We now give an example in which I is not MHC
but I2 and I3 are MHC.
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E 2.11. Let S = K[x, y, z] and I = (xy, z) = (x, z) ∩ (y, z). Then λ(I) = 3 and
(x, y, z) < AssS S/I. Thus I is not MHC. On the other hand,

I2 = (x2y2, xyz, z2) = (x2, xyz, z2) ∩ (y2, xyz, z2) = Q1 ∩ · · · ∩ Q6,

where

Q1 = (x, z2), Q2 = (x2, z), Q3 = (y, z2), Q4 = (y2, z),

Q5 = (x2, y, z2) and Q6 = (x, y2, z2).

Note that Q1, . . . , Q4 are primary ideals of height 2 and Q5, Q6 are (x, y, z)-primary
ideals of height 3. Note also that |Qi| = 3 for i ∈ {1, 2, 3, 4} and |Qi| = 5 for i ∈ {5, 6}.
Thus I2 is MHC and m(I2) = max{5 − 3, 3 − 2} = 2. Furthermore, the irreducible
decomposition of I3 is I3 = Q1 ∩ · · · ∩ Q7, where

Q1 = (x, z3), Q2 = (x3, z), Q3 = (x2, z2), Q4 = (x2, y, z3), Q5 = (x3, y, z3),

Q6 = (x3, y2, z2) and Q7 = (x, y3, z3).

Hence I3 is MHC. Note that |Qi| = 4 for i ∈ {1, 2, 3}, |Q4| = 6 and |Qi| = 7 for i ∈
{5, 6, 7}. Thus m(I3) = max{4 − 2, 6 − 3, 7 − 3} = 4.

E 2.12. Let S = K[x, y, z] and I = (x2, xy, y10, xz) = (x2, y, z) ∩ (x, y10). Then I
is MHC and m(I) = max{4 − 3, 11 − 2} = 9. Furthermore, reg(S/I) = 9, see [6]. In
Theorem 3.3 we show that this phenomenon happens for all ideals that are MHC and
satisfy |AssS S/I| ≤ 2.

3. Regularity of powers of monomial ideals that are MHC

We begin this section with the following well-known result.

R 3.1. Let I = (xα1
1 · · · x

αs
s ). Then I is a complete intersection and so by [13,

Theorem 3.4] we have reg(S/I) =
∑s

i=1 αi − 1 = m(I).

In the following two results we generalise the formula of Remark 3.1 to primary
monomial ideals and monomial ideals that are MHC.

L 3.2. Let I be a primary monomial ideal of S . Then reg(S/I) = m(I).

P. Let I =
⋂k

j=1 Q j be the irreducible decomposition of I. If I is m-primary, then
for a fixed 1 ≤ j ≤ k, let Q j = (xa1

1 , . . . , xas
s ) for some positive integers a1, . . . , as. Then

it is easy to see that each monomial of degree exceeding
∑s

i=1ai − s is in Q j and
xa1−1

1 · · · xas−1
s < Q j. Thus

end(S/Q j) =

n∑
i=1

ai − s = |Q j| − s,

that is,
reg(S/I) = end(S/I) = max{end(S/Q j) : 1 ≤ j ≤ r} = m(I).
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Now let ht(I) < s. It is harmless to assume that Λ(I) = {x1, . . . , xh} where h = ht(I).
Then for a fixed 1 ≤ j ≤ k, let Q j = (xb1

1 , . . . , xbh
h ) for some positive integers b1, . . . , bs.

Thus xh+1, . . . , xs is an S/I-regular sequence. Let J = I + S xh+1 + · · · + S xs. Then
reg(S/I) = reg(S/J); see [9, Proposition 20.20] for instance. On the other hand, J ism-
primary and so reg(S/J) = m(J) by the above argument. Hence reg(S/I) = reg(S/J) =

m(J) = max{(|Q j| + (s − h)) − s : j = 1, . . . , k} = m(I). �

T 3.3. Let I be an MHC monomial ideal and |AssS S/I| ≤ 2. Then we have
reg(S/I) = m(I).

P. If |AssS S/I| = 1, then I is a primary ideal and the result follows by Lemma 3.2.
Now assume that |AssS S/I| = 2 and AssS S/I = {p, q}. Let I = I1 ∩ I2 such that I1 is
p-primary, I2 is q-primary and ht(I1) = λ(I). Note that

m(I) = max{m(I1), m(I2)}, |AssS S/(I1 + I2)| = 1 and m(I1 + I2) < m(I1) ≤ m(I).

Since I1 + I2 is (p + q)-primary

reg(S/(I1 + I2)) = m(I1 + I2) < m(I). (3.1)

Now consider the exact sequence

0 −→ S/I −→ S/I1 ⊕ S/I2 −→ S/(I1 + I2) −→ 0, (3.2)

which implies that

reg(S/I) ≤max{reg(S/I1 ⊕ S/I2) : reg(S/(I1 + I2)) + 1}

≤max{reg(S/I1) : reg(S/I2), m(I)}

≤max{m(I1) : m(I2), m(I)} = m(I),

(3.3)

where the second inequality follows from (3.1) and the third follows by Lemma 3.2.
By the exact sequence (3.2),

reg(S/I1 ⊕ S/I2) ≤max{reg(S/I) : reg(S/(I1 + I2))}.

On the other hand,

reg(S/I1 ⊕ S/I2) = max{reg(S/I1) : reg(S/I2)}

= max{m(I1) : m(I2)} = m(I).

Thus m(I) ≤max{reg(S/I) : reg(S/(I1 + I2))}, from which it follows that m(I) ≤
reg(S/I) by (3.1). Now the result follows by (3.3). �

R 3.4. The following example shows that one cannot remove the MHC
assumption in Theorem 3.3. Let I = (xy, xz3, y2) = (x, y2) ∩ (y, z3). Then I is not MHC
and m(I) = 2 < 3 = reg(S/I).
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R 3.5. This example shows that our assumptions on |AssS S/I| cannot be
reduced. Let I = (x2y, y2, z3) = (x, y2) ∩ (y, z3) ∩ (x2, y2, z). Then I is MHC but m(I) =

2 < 3 = reg(S/I) (since |AssS S/I| = 3).

The behaviour of regularity with nonzero divisors is well known, that is,

reg(S/(I + wS )) = reg(S/I) + deg(w) − 1,

where w is a nonzero divisor of S/I. In the following we find the regularity of powers
of I + wS for a certain nonzero divisor w.

P 3.6. Let I be a monomial ideal that satisfies the MHC and w be an
indeterminate with w < Λ(I). Let J = I + wdS for sufficiently large d > reg(S/I). Then
reg(S/Jn) ≤ reg(S/I) + nd − 1 for all n ≥ 1.

P. Let v := wd. Note that by (1.1), there exists a constant integer e such that for all
n ≥ 1, reg(S/In) ≤ nd(I) + e. In the case n = 2,

J2 = I2 + v2S + vI = (I2 + v2S + I) ∩ (I2 + v2S + vS ) = (I + v2S ) ∩ (I2 + vS ).

Thus m(J2) ≤max{m(I) + 2d − 1, m(I2) + d − 1} by Lemma 2.8(iv). Hence

m(J2) ≤ max{m(I) + 2d − 1 : 2d(I) + e + d − 1}

≤ max{reg(S/I) + 2d − 1 : 2d(I) + e + d − 1}

≤ max{reg(S/I) + 2d − 1 : 2reg(S/I) + e + d − 1},

where the third inequality is due to d(I) ≤ reg(S/I). Note that reg(S/I) and e are
constant and if we choose v so that d ≥ reg(S/I) + e, then the maximum becomes
reg(S/I) + 2d − 1. Thus m(J2) ≤ reg(S/I) + 2d − 1.

Similarly for n ≥ 2, Jn =
⋂

a+b=n+1
a,b≥1

(Ia + vbS ) and

m(Jn) ≤ max{m(I) + nd − 1 : m(I2) + (n − 1)d − 1, . . . , m(In) + d − 1}

= max{reg(S/I) + nd − 1 : reg(S/I2) + (n − 1)d − 1, . . . , reg(S/In) + d − 1}

≤ max{reg(S/I) + nd − 1 : 2d(I) + e + (n − 1)d − 1, . . . , nd(I) + e + d − 1}

≤ max{reg(S/I) + nd − 1 : 2 reg(S/I) + e + (n − 1)d − 1, . . . ,

n reg(S/I) + e + d − 1}

≤ reg(S/I) + max{nd − 1 : reg(S/I) + e + (n − 1)d − 1, . . . ,

n reg(S/I) + e + d − 1}

= reg(S/I) + d − 1 + max{(n − 1)d : reg(S/I)

+ e + (n − 2)d, . . . , n reg(S/I) + e}

≤ reg(S/I) + nd − 1.

Since d ≥ reg(I) + e ≥ reg(S/I) + e, we have m(Jn) ≤ reg(S/I) + nd − 1 = m(I) +

nd − 1. On the other hand, J is MHC as can be seen from the proof of Lemma 2.8(iv).
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T 1. General representation of generations of I.

xa11
11 xa12

12 · · · xa1t
1t

xa21
21 xa22

22 · · · xa2t
2t

· · · · · · · · · · · ·

xar1
r1 xar2

r2 · · · xart
rt

Thus Jn is MHC for all n ≥ 1 by Proposition 2.10. Now the assertion follows from
Theorem 3.3. �

R 3.7. It is well known that if we fix some order > on I and then compute the
initial ideal of I, we have reg(I) ≤ reg(in> I). That is, the regularity of in> I provides
an upper bound for the regularity of I. So it seems natural to pose the following
questions.

Q 3.8. Which orders > on I will make in> I to be MHC?

Q 3.9. Assume that I is MHC. Then how can one compute m(In)?

To give more insight into the above questions, consider the following example. Let
R = Q[x, y, z] with order x > z > y and I = (x2, xy − z2, y2z2). Then we have in> I =

(z2, x2, xy3) = (z2, x) ∩ (z2, x2, y3). Thus Ass(S/in> I) = {(x, z), (x, y, z)}. Hence in> I
is MHC and, for all n ≥ 1, m(in> In) ≤ 7n.

Appendix A. An algorithm for the computation of m(I)

Assume that I is a monomial ideal of S with µ(I) = r and λ(I) = t. Let G(I) =

{u1, . . . , ur} and let xa1
i1
· · · xat

it
= lcm(u1, . . . , ur) for some ai > 0 for each 1 ≤ i ≤ t.

One may use the algorithmic method described in Remark 2.2 to find a primary
decomposition of I. We have implemented this technique in Java to find m(I) for a
monomial ideal I. We may write u j = x

a j1

i1
. . . x

a jt

it
for some integers a j1, . . . , a jt. Thus

we may denote u j by a t-tuple vector (a j1, . . . , a jt). We record this information, as the
input of our algorithm, in Table 1.

Note that we may denote x
a jn

jn by the t-tuple (0, . . . , a jn︸︷︷︸
nth place

, . . . , 0). Thus we may

replace Table 1 by Table 2.
To find a presentation of I as an intersection of pure power ideals, one should

consider all possible r-tuples (v1, . . . , vr) such that v j is a pure power divisor of u j,
that is, v j = x

a jn

jn for some 1 ≤ j ≤ r. Since v j is a pure power of t indeterminates,
we may denote the minimal generator of the ideal p = (v1, . . . , vr) by a t-tuple
vector b = (b1, . . . , bt) in which bn is a pure power of xin. If bn = 0 for some 1 ≤ n ≤ t,
then ht(p) , t. Thus to find m(I) we need to obtain the maximum value of α(p) where
v1 · · · vt , 0. In other words one should pass through all possible tr paths from the first
row of Table 2 to the rth row such that only one cell in each row is crossed at each
step.
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T 2. Representation of generators of I by vectors.

a11 0 · · · 0 0 a12 0 · · · 0 · · · 0 · · · 0 a1t

a21 0 · · · 0 0 a22 0 · · · 0 · · · 0 · · · 0 a2t

· · · · · · · · · · · ·

ar1 0 · · · 0 0 ar2 0 · · · 0 · · · 0 · · · 0 art

Set m = 0. At the end of each path, we find the vector b. If b is nonzero, we save
it and then decide whether to keep it or not. As a matter of fact, this vector will be
kept only if it is not a multiple of any of the vectors already found. Further, if either of
the previously obtained vectors, say b′, is a multiple of this vector, then we remove b′.
Finally, we set m = max(m : |b| − ht(b)).

The following pseudocode summarises the main iteration of this algorithm:

private void findm(){

for(i=0;i<t r;i++){

b=pathtomaxcomp(numtopath(i));

if(!equalsZero(b)) save(b);

if(!canBeRemoved(b)) m=max(m,|b|-ht(b));
zero(b);

}

m=0;

}

Note that numtopathwill assign to each number between 1 and tr a path in Table 2.
In Example A.1 we have shown three paths in italics.

private int[] numtopath(int x){

int y,z;

int a[] = new int[r];

a[0]=x/t r−1;

for(j=1;j<=r-1;j++){

y=(int)(a[j-1]*t r− j);
x=x-y;

z=t r− j−1;

a[j]=x/z;

}

return a;

}

Further pathtomaxcomp will assign a t-tuple vector to each path. For the sake of
simplicity, the way that this method performs is demonstrated for the path which is
shown in italics in Table 3.

First, b = (0, 0, 0). Following the first node in the path, b = (2, 0, 0). Continuing
the second node, b is still b = (2, 0, 0). Note that two nodes c and d (which are
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T 3. Application of pathtomaxcomp to obtain the path which is shown in italics.

2 0 0 0 1 0 0 0 0
2 0 0 0 0 0 0 0 2
0 0 0 0 2 0 0 0 0
0 0 0 0 1 0 0 0 3

T 4. Vector representation of I.

2 0 0 0 1 0 0 0 0
2 0 0 0 0 0 0 0 2
0 0 0 0 2 0 0 0 0
0 0 0 0 1 0 0 0 2

essentially two vectors of size t) in each path will operate to each other by the following
rule:

int [] e = new int[t];

for(i=0;i<t;i++){

if(c[i]*d[i]==0)e[i]=Math.max(c[i],d[i]);

else e[i]=Math.min(c[i],d[i]);

}

Then, following the third node, b = (2, 2, 0). Finally, we finish this path with
b = (2, 2, 3).

Two further methods that we used in the main iteration are sketched in the following
pseudocode:

private void save(int[] b){

for(h=0;h<t;h++){allb[c][h]=b[h];c++;}

}

private boolean canBeRemoved(int[] b){

for(i=0;i<c;i++){

if(b≥ allb[i]){

for(j=0;j<t;j++)allb[i][j]=-1;

return false;

}

if(allb[i]≥ b){

for(j=0;j<t;j++)b[j]=-1;

return false;

}

}

return true;

}
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E A.1. Let I = (x2
1x2, x2

1x2
3, x2

2, x2x2
3). Then Table 2 for G(I) becomes Table 4.

Now consider the following three paths among all tr = 34 = 81 possible paths.

(1)
2 0 0 0 1 0 0 0 0
2 0 0 0 0 0 0 0 2
0 0 0 0 2 0 0 0 0
0 0 0 0 1 0 0 0 2

(2)
2 0 0 0 1 0 0 0 0
2 0 0 0 0 0 0 0 2
0 0 0 0 2 0 0 0 0
0 0 0 0 1 0 0 0 2

(3)
2 0 0 0 1 0 0 0 0
2 0 0 0 0 0 0 0 2
0 0 0 0 2 0 0 0 0
0 0 0 0 1 0 0 0 2

For path (1), b = (2, 0, 0) and so m = (2 + 0 + 0) − 1 = 1. For path (2), b = (2, 1, 0) and
so m = (2 + 1 + 0) − 2 = 1. For path (3), b = (2, 2, 2) and so m = (2 + 2 + 2) − 3 = 3.
As may easily be seen, the value of m(I) does not increase along other remaining paths.
Hence m(I) = 3 = reg(S/I).

R A.2. During this project we became aware that Bermejo et al. [2] produced a
library for doing computations with monomial ideals in SINGULAR. In particular,
they implemented several methods for constructing the irredundant irreducible
decomposition of a monomial ideal.
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